Reachability and observability of positive discrete-time linear systems with integer positive and negative powers of the state Frobenius matrices
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The notions of monomial generalized Frobenius matrices is proposed and the reachability and observability of positive discrete-time linear systems with positive and negative integer powers of the state matrices is addressed. Necessary and sufficient conditions for the reachability of the positive systems are established.
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1. Introduction

A dynamical system is called positive if its state variables and outputs take nonnegative values for all nonnegative inputs and nonnegative initial conditions. The positive linear and nonlinear continuous-time and discrete-time systems have been addressed in many papers and books [1–23]. Positive descriptor systems have been analyzed in [1–3, 6–11, 15, 17, 22, 23] and positive nonlinear systems in [18, 19]. The minimum energy control of positive systems has been investigated in [9–12, 14] and the stability of positive systems in [4, 14, 21, 23]. The positive systems consisting of $n$ subsystems with different fractional orders have been introduced in [13, 16].

In this paper the reachability and observability of positive discrete-time linear systems with integer positive and negative powers of state monomial generalized Frobenius matrices will be addressed.

The paper is organized as follows. In Section 2 the basic definitions and theorems concerning positive linear systems are recalled. The notion of monomial generalized Frobenius matrices has been introduced and the reachability of positive linear systems with these state matrices has been analyzed in Section 3.
The reachability of the positive linear systems with integer positive powers of the state monomial generalized Frobenius matrices has been investigated in Section 4 and with integer negative powers in Section 5. The possibility of an extension of the considerations to the observability of positive discrete-time linear systems is shown in Section 6. Concluding remarks are given in Section 7.

The following notation will be used: \( \mathbb{R} \) – the set of real numbers, \( \mathbb{R}^{n \times m} \) – the set of \( n \times m \) real matrices, \( \mathbb{R}^{n \times m}_+ \) – the set of \( n \times m \) real matrices with nonnegative entries and \( \mathbb{R}^n_+ = \mathbb{R}^{n \times 1}_+ \), \( \mathbb{Z}_+ \) is the set of nonnegative integers, \( I_n \) – the \( n \times n \) identity matrix.

2. Preliminaries

Consider the positive discrete-time linear system

\[
\begin{align*}
x_{i+1} &= Ax_i + Bu_i, & i \in \mathbb{Z}_+ = \{0, 1, \ldots\}, \\
y_i &= Cx_i,
\end{align*}
\]  

(1a) (1b)

where \( x_i \in \mathbb{R}^n, u_i \in \mathbb{R}^m, y_i \in \mathbb{R}^p \) are the state, input and output vectors and \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{p \times n} \).

**Theorem 1** [4, 14] The solution of the equation (1a) has the form

\[
x_i = A^i x_0 + \sum_{k=0}^{i-1} A^{i-k-1} B u_k, & i \in \mathbb{Z}_+.
\]

(2)

**Definition 1** [4, 14] The discrete-time linear system (1) is called (internally) positive if \( x_i \in \mathbb{R}^n_+, y_i \in \mathbb{R}^p_+ \) for every \( x_0 \in \mathbb{R}^n_+ \) and all \( u_i \in \mathbb{R}^m_+ \) for \( i \in \mathbb{Z}_+ \).

**Theorem 2** [4, 14] The discrete-time linear system (4) is (internally) positive if and only if

\[
A \in \mathbb{R}^{n \times n}_+, \quad B \in \mathbb{R}^{n \times m}_+, \quad C \in \mathbb{R}^{p \times n}_+.
\]

(3)

3. Reachability of positive discrete-time linear systems with monomial generalized Frobenius matrices

**Definition 2** [14] The positive discrete-time linear system (1) (or the pair \((A, B)\)) is called reachable in \( q \) steps \((q \leq n)\) if there exists for a given final state \( x_f \in \mathbb{R}^n_+ \) an input sequence \( u_i \in \mathbb{R}^m_+, i = 0, 1, \ldots, q - 1 \) which steers the state vector \( x_i \in \mathbb{R}^n_+ \) of the system from \( x_0 = 0 \) to \( x_f \), i.e. \( x_q = x_f \).

A column is called monomial if it has only one positive entry and the remaining entries are zero.
Theorem 3 [14] The positive discrete-time linear system (1) is reachable in \( q \) steps if and only if the reachability matrix

\[
R_q = [B \ AB \ \cdots \ A^{q-1}B] \in \mathbb{R}^{n \times mq}, \quad q \leq n.
\]

contains \( n \) linearly independent monomial columns.

Example 1 Consider the positive system (1a) with the matrices

\[
A = \begin{bmatrix}
0 & 0 & 1 \\
1 & 0 & 2 \\
0 & 1 & 3
\end{bmatrix} \quad \text{and} \quad B_1 = \begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix}, \quad B_2 = \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}.
\]

The pair \((A, B_1)\) is reachable in three steps \((q = 3)\) since the reachability matrix

\[
R_3 = [B_1 \ AB_1 \ A^2B_1] = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

has three linearly independent monomial columns (is the monomial matrix).

The pair \((A, B_2)\) is unreachable since the reachability matrix

\[
R_3 = [B_2 \ AB_2 \ A^2B_2] = \begin{bmatrix}
0 & 1 & 3 \\
0 & 2 & 7 \\
1 & 3 & 11
\end{bmatrix}
\]

has only one monomial column.

Definition 3 The positive pair \((A, B)\) satisfies the circulation condition if \( A^kB, \ k = 1, \ldots, n-1 \) adds a new monomial column which is linearly independent of the monomial columns \( B, AB, \ldots, A^{k-1}B \).

Theorem 4 The positive pair \((A, B)\) is reachable if and only if the following two conditions are satisfied:

1) the matrix

\[
[A \ B] \in \mathbb{R}_+^{n \times (n+1)}
\]

contains \( n \) linearly independent monomial columns;

2) the pair \((A, B)\) satisfies the circulation condition.

The condition 1) is the necessary condition for the reachability of the pair \((A, B)\). If the condition (8) is not satisfied then the pair \((A, B)\) is unreachable.
Example 2 The positive pair

\[
A = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 2 \\
2 & 0 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix}
\]

(9)

satisfies the circulation condition since \(AB = [0 \ 0 \ 2]^T\) is a monomial column linearly independent of the monomial column \(B = [1 \ 0 \ 0]^T\) and \(A^2B = [0 \ 4 \ 0]^T\) is a monomial column linearly independent of the monomial columns \(B\) and \(AB\).

The positive pair

\[
A = \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 2 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix}
\]

(10)

does not satisfy the circulation condition since \(AB = [1 \ 0 \ 0]^T\) is a monomial column linearly dependent of the monomial column \(B\).

Definition 4 The matrices

\[
F_1 = \begin{bmatrix}
0 & a_1 & 0 & \cdots & 0 \\
0 & 0 & a_2 & \cdots & 0 \\
0 & 0 & 0 & \cdots & a_{n-1} \\
a_n & 0 & 0 & \cdots & 0
\end{bmatrix}, \quad F_2 = \begin{bmatrix}
0 & 0 & \cdots & 0 & a_n \\
a_1 & 0 & \cdots & 0 & 0 \\
0 & a_2 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & a_{n-1} & 0
\end{bmatrix}
\]

(11)

\[
F_3 = \begin{bmatrix}
a_n & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & a_{n-1} \\
0 & 0 & \cdots & a_{n-2} & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & a_1 & \cdots & 0 & 0
\end{bmatrix}, \quad F_4 = \begin{bmatrix}
0 & 0 & \cdots & a_{n-1} & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & a_2 & 0 \\
a_1 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & a_n
\end{bmatrix}
\]

\((a_k, \ k = 1, \ldots, n \text{ are real numbers})\)

are called the monomial generalized Frobenius matrices.

Remark 1 From (11) it follows that \(F_2 = F_1^T\) and \(F_3^T, F_4^T\) are also the monomial generalized Frobenius matrices.

Consider the positive system (1a) with the matrices (11) and

\[
B_1 = \begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix} \in \mathbb{R}^n, \quad B_2 = \begin{bmatrix}
0 \\
\vdots \\
0 \\
1
\end{bmatrix} \in \mathbb{R}^n
\]

(12)
Theorem 5 The pair \((F_1, B_1)\) \(((F_2, B_2))\) is reachable if and only if
\[ a_k > 0 \quad \text{for} \quad k = 1, ..., n \] (13)
and the pair \((F_1, B_2)\) \(((F_2, B_1))\) is reachable if and only if
\[ a_k > 0 \quad \text{for} \quad k = 1, ..., n - 1. \] (14)

Proof. The reachability matrix (7) of the pair \((F_1, B_1)\) has the form
\[
R_{n1} = \begin{bmatrix}
1 & 0 & 0 & \cdots & a_1 a_2 \cdots a_n \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & a_n & a_{n-1} & \cdots & 0 \\
0 & a_n & 0 & \cdots & 0
\end{bmatrix}.
\] (15)

and of the pair \((F_1, B_2)\)
\[
R_{n2} = \begin{bmatrix}
0 & 0 & \cdots & a_1 a_2 \cdots a_{n-1} \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & a_{n-1} & \cdots & 0 \\
1 & 0 & \cdots & 0
\end{bmatrix}.
\] (16)

The matrix (15) is monomial if and only if the condition (13) is satisfied and the matrix (16) if and only if the conditions (14) is satisfied.

Therefore, by Theorem 3 the pair \((F_1, B_1)\) is reachable if and only if (13) holds and the pair \((F_1, B_2)\) if (14) holds. The proof for the pairs \((F_2, B_1), (F_2, B_2)\) is similar. □

Theorem 6 The pairs \((F_3, B_1), (F_3, B_2), (F_4, B_1)\) and \((F_4, B_2)\) are unreachable for any values of \(a_k > 0, k = 1, ..., n.\)

Proof. The reachability matrix of the pair \((F_3, B_1)\) has the form
\[
R_{n3} = \begin{bmatrix}
1 & a_n & \cdots & a_{n-1} \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{bmatrix}.
\] (17)
and of the pair \((F_3, B_2)\)

\[
R_{n4} = [B_2 \ F_3 B_2 \ \cdots \ F_3^{n-1} B_2] = \\
\begin{bmatrix}
0 & 0 & \cdots & 0 \\
0 & a_{n-1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 \\
1 & 0 & \cdots & a_1^{0.5(n-1)} \ a_n^{0.5(n-1)}
\end{bmatrix}.
\] (18)

From (17) and (18) it follows that the matrices are not monomial for any values of \(a_k, k = 1, \ldots, n\). Therefore, the pairs \((F_3, B_1), (F_3, B_2)\) are unreachable. The proof for the pairs \((F_4, B_1), (F_4, B_2)\) is similar. \(\square\)

4. Reachability of the positive discrete-time linear systems with positive integer powers of the state matrices

Consider the positive system (1) with positive integer powers of the state matrices \(A = F_j^k\) for \(j = 1, 2, 3, 4\) and \(k = 2, 3, \ldots\).

**Theorem 7** Any integer positive power \(k = 2, 3, \ldots\) of the monomial generalized Frobenius matrix \(F_j \in \mathbb{R}^{n \times n}_+, j = 1, 2, 3, 4\) is also the monomial generalized Frobenius matrix

\[
F_j^k = \begin{cases} 
\text{nondiagonal} & \text{for } k = 2, 3, \ldots, n-1, n+1, \ldots \\
\text{diagonal} & \text{for } k = n, 2n, \ldots
\end{cases}
\] (19)

**Proof.** To simplify the notation the proof will be given for \(n = 4\) and \(j = 1\). It is easy to check that

\[
F_1^2 = \begin{bmatrix} 0 & a_1 & 0 & 0 \\ 0 & a_2 & 0 & 0 \\ 0 & 0 & a_3 & 0 \\ a_4 & 0 & 0 & 0 \end{bmatrix}^2 = \begin{bmatrix} 0 & 0 & a_1 a_2 & 0 \\ 0 & 0 & 0 & a_2 a_3 \\ a_3 a_4 & 0 & 0 & 0 \\ 0 & a_1 a_4 & 0 & 0 \end{bmatrix},
\]

\[
F_1^3 = \begin{bmatrix} 0 & 0 & 0 & a_1 a_2 a_3 \\ a_2 a_3 a_4 & 0 & 0 & 0 \\ 0 & a_1 a_3 a_4 & 0 & 0 \\ 0 & 0 & a_1 a_2 a_4 & 0 \end{bmatrix}, \quad F_1^4 = a \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix},
\]

\[
F_1^5 = a F_1, \quad F_1^6 = a F_1^2, \quad F_1^7 = a F_1^3, \quad F_1^8 = a^2 I_4,
\]

and in general case we obtain (19). \(\square\)
**Theorem 8** The positive pairs \((F_1^k, B_1), (F_1^k, B_2)\) and \((F_2^k, B_1), (F_2^k, B_2)\) are reachable for \(k = 1, \ldots, n-1, n+1, \ldots, 2n-1, 2n+1, \ldots\) and unreachable for \(k = \text{jn}, j = 1, 2, \ldots\).

**Proof.** The condition 1) of Theorem 4 is satisfied for any \(B_1\) and \(B_2\) since by Theorem 7 \(F_1^k (F_2^k)\) is the monomial matrix for any \(k\).

Note that

\[
F_1^2 = \begin{bmatrix}
0 & a_1 & 0 & \cdots & 0 \\
0 & 0 & a_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & a_{n-1} \\
\end{bmatrix}^2 = \begin{bmatrix}
0 & 0 & a_1a_2 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & a_{n-2}a_{n-1} \\
a_{n-1}a_n & 0 & 0 & \cdots & 0 \\
0 & a_1a_n & 0 & \cdots & 0 \\
\end{bmatrix},
\]

(21)

\[
F_1^3 = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & a_1a_2a_n \\
0 & a_1a_{n-1}a_n & 0 & \cdots & 0 \\
\end{bmatrix}, \ldots,
\]

\[
F_1^n = a_1a_2 \cdots a_nI_n.
\]

Using (21) we obtain

\[
B_1 = \begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix}, \quad F_1B_1 = \begin{bmatrix}
0 \\
\vdots \\
0 \\
a_n
\end{bmatrix},
\]

(22)

\[
F_1^2B_1 = \begin{bmatrix}
0 \\
\vdots \\
0 \\
0
\end{bmatrix}, \quad F_1^{n-1}B_1 = \begin{bmatrix}
a_1a_2 \cdots a_{n-1} \\
0 \\
\vdots \\
0
\end{bmatrix}.
\]

Note that (22) are linearly independent monomial columns satisfying the circulation condition. Therefore, the positive pair \((F_1, B_1)\) is reachable. The same result we obtain for the positive pair \((F_1, B_2)\). The proof for the positive pairs \((F_1^k, B_1), (F_1^k, B_2)\) and \((F_2^k, B_1), (F_2^k, B_2)\) for \(k = 2, 3, \ldots, n-1\) is similar.
For \( k = n \) we have \( F_1^n = aI_n, a = a_1a_2 \ldots a_n \) and the pairs \((F_1^n, B_1), (F_1^n, B_2)\) are unreachable since the reachability matrix

\[
[B_1 \ F_1^nB_1 \ \cdots \ (F_1^n)^{n-1}B_1] = \begin{bmatrix}
1 & a & \cdots & a^{n-1} \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{bmatrix}
\]

has only one monomial column. □

**Example 3** Consider the positive system (1a) with the matrices

\[
A = F_1 = \begin{bmatrix}
0 & a_1 & 0 \\
0 & 0 & a_2 \\
a_3 & 0 & 0
\end{bmatrix}, \quad B = B_1 = \begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix},
\]

\[
B = B_2 = \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}, \quad a_k > 0 \text{ for } k = 1, 2, 3.
\]

It is easy to check that

\[
F_1^2 = \begin{bmatrix}
0 & a_1 & 0 \\
0 & 0 & a_2 \\
a_3 & 0 & 0
\end{bmatrix}^2 = \begin{bmatrix}
0 & 0 & a_1a_2 \\
0 & 0 & 0 \\
a_2a_3 & 0 & 0
\end{bmatrix},
\]

\[
F_1^3 = aI_3, \quad a = a_1a_2a_3.
\]

The pairs \((F_1, B_1), (F_1, B_2)\) are reachable since the monomial vectors

\[
B_1 = \begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix}, \quad F_1B_1 = \begin{bmatrix}
0 \\
0 \\
a_3
\end{bmatrix}, \quad F_1^2B_1 = \begin{bmatrix}
0 \\
a_2a_3 \\
0
\end{bmatrix}
\]

(26a)

and

\[
B_2 = \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}, \quad F_1B_2 = \begin{bmatrix}
0 \\
a_2 \\
0
\end{bmatrix}, \quad F_1^2B_2 = \begin{bmatrix}
a_1a_2 \\
0 \\
0
\end{bmatrix}
\]

(26b)

are linearly independent. Therefore, by Theorem 4 (or 3) the pairs are reachable.

The pairs \((F_1^2, B_1)\) and \((F_1^2, B_2)\) are also reachable since the monomial vectors

\[
B_1 = \begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix}, \quad F_1^2B_1 = \begin{bmatrix}
0 \\
a_2a_3 \\
0
\end{bmatrix}, \quad F_1^4B_1 = aF_1B_1 = a \begin{bmatrix}
0 \\
0 \\
a_3
\end{bmatrix}
\]

(27a)
and

\[
B_2 = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad F_1^2 B_2 = \begin{bmatrix} a_1 a_2 \\ 0 \\ 0 \end{bmatrix}, \quad F_1^4 B_2 = a F_1 B_2 = a \begin{bmatrix} 0 \\ a_2 \\ 0 \end{bmatrix}
\] (27b)

are linearly independent.

5. Reachability of the positive discrete-time linear systems with negative integer powers of the state matrices

In this section the positive system (1) with negative integer powers of the state matrices \( A = F_j^{-k} \) for \( j = 1, 2, 3, 4 \) and \( k = 2, 3, \ldots \) will be investigated.

**Theorem 9** If the matrices (11) are nonsingular, i.e.

\[
a_k \neq 0 \quad \text{for} \quad k = 1, \ldots, n
\] (28)

then the inverse matrices \( F_k^{-1} \), \( k = 1, 2, 3, 4 \) are also monomial generalized Frobenius matrices of the forms

\[
F_1^{-1} = \begin{bmatrix} 0 & 0 & \cdots & 0 & \frac{1}{a_n} \\ \frac{1}{a_1} & 0 & \cdots & 0 & 0 \\ 0 & \frac{1}{a_2} & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & \frac{1}{a_{n-1}} & 0 \end{bmatrix}, \quad F_2^{-1} = \begin{bmatrix} 0 & 1 & 0 & \cdots & 0 \\ 0 & 0 & \frac{1}{a_2} & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \frac{1}{a_{n-1}} & 0 \\ \frac{1}{a_n} & 0 & 0 & \cdots & 0 \end{bmatrix},
\] (29)

\[
F_3^{-1} = \begin{bmatrix} 1 & 0 & \cdots & 0 & 0 \\ \frac{1}{a_n} & 0 & \cdots & 0 & 0 \\ 0 & \frac{1}{a_1} & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & \frac{1}{a_{n-1}} & \cdots & 0 & 0 \end{bmatrix}, \quad F_4^{-1} = \begin{bmatrix} 0 & 0 & \cdots & \frac{1}{a_1} & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & \frac{1}{a_{n-2}} & \cdots & 0 & 0 \\ \frac{1}{a_{n-1}} & 0 & \cdots & 0 & 0 \\ 0 & 0 & \cdots & \frac{1}{a_n} & 0 \end{bmatrix}.
\]
Proof. If the condition (28) is satisfied then
\[
\det F_k = a_1 a_2 \ldots a_n \neq 0 \quad \text{for } k = 1, 2, 3, 4
\] (30)
and there exist the inverse matrices \(F_k^{-1}\) for \(k = 1, 2, 3, 4\).
It is easy to verify that
\[
F_k F_k^{-1} = F_k^{-1} F_k = I_n \quad \text{for } k = 1, 2, 3, 4. \quad (31)
\]

**Theorem 10** Any integer power \(j = 2, 3, \ldots\) of the inverse matrices (29) are also monomial generalized Frobenius matrices and
\[
(F_k^{-1})^j = F_k^{-j} \quad \text{for } j = 2, 3, \ldots \text{ and } k = 1, 2, 3, 4. \quad (32)
\]

**Proof.** Proof follows immediately from Theorems 9 and 7. \(\square\)

Note that to investigation of the reachability of the positive systems with negative integer powers of the state matrices (or equivalently of the pairs \((F_k^{-j}, B_1)\), \((F_k^{-j}, B_2)\)) theorems 4, 8 and 6 can be used.

**Example 4** (Continuation of Example 3) Consider the positive system with
\[
A = F_1^{-1} = \begin{bmatrix}
0 & 0 & \frac{1}{a_3} \\
\frac{1}{a_1} & 0 & 0 \\
0 & \frac{1}{a_2} & 0
\end{bmatrix}, \quad B = B_1 = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad B = B_2 = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad (33)
\]
a_k > 0 \quad \text{for } k = 1, 2, 3.

Taking into account that
\[
F_1^{-2} = (F_1^{-1})^2 = \begin{bmatrix}
0 & 0 & \frac{1}{a_3} \\
\frac{1}{a_1} & 0 & 0 \\
0 & \frac{1}{a_2} & 0
\end{bmatrix}^2 = \begin{bmatrix}
0 & \frac{1}{a_2 a_3} & 0 \\
0 & 0 & \frac{1}{a_1 a_3} \\
\frac{1}{a_1 a_2} & 0 & 0
\end{bmatrix} \quad (34)
\]
we obtain for the pair \((F_1^{-2}, B_1)\) the following linearly independent monomial columns
\[
B_1 = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad (F_1^{-1})^2 B_1 = \begin{bmatrix} 0 \\ 0 \\ \frac{1}{a_1 a_2} \end{bmatrix}, \quad (F_1^{-1})^4 B_1 = \begin{bmatrix} 0 \\ 0 \\ \frac{1}{a_1^2 a_2 a_3} \end{bmatrix}. \quad (35)
\]
Therefore, by Theorem 4 the positive pair \((F_1^{-2}, B_1)\) is reachable. Similar result we obtain for the positive pair \((F_2^{-2}, B_1)\) since the monomial columns

\[
B_2 = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad (F_1^{-1})^2 B_2 = \begin{bmatrix} 0 \\ \frac{1}{a_1 a_3} \\ 0 \end{bmatrix}, \quad (F_1^{-1})^4 B_2 = \begin{bmatrix} \frac{1}{a_1 a_2 a_3^2} \\ 0 \\ 0 \end{bmatrix}
\] (36)

are also linearly independent.

**Example 5** Consider the positive system with

\[
A = F_3^{-1} = \begin{bmatrix} \frac{1}{a_3} & 0 & 0 \\ 0 & 0 & \frac{1}{a_1} \\ 0 & \frac{1}{a_2} & 0 \end{bmatrix}, \quad B = B_1 = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad B = B_2 = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad a_k > 0 \text{ for } k = 1, 2, 3.
\] (37)

Taking into account that

\[
F_3^{-2} = (F_3^{-1})^2 = \begin{bmatrix} \frac{1}{a_3} & 0 & 0 \\ 0 & 0 & \frac{1}{a_1} \\ 0 & \frac{1}{a_2} & 0 \end{bmatrix}^2 = \begin{bmatrix} \frac{1}{a_3^2} & 0 & 0 \\ 0 & \frac{1}{a_1 a_2} & 0 \\ 0 & 0 & \frac{1}{a_1 a_2} \end{bmatrix}
\] (38)

we obtain for the pair \((F_3^{-2}, B_1)\) the following linearly dependent columns

\[
B_1 = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad (F_3^{-1})^2 B_1 = \begin{bmatrix} \frac{1}{a_3^2} \\ 0 \\ 0 \end{bmatrix}, \quad (F_3^{-1})^4 B_1 = \begin{bmatrix} \frac{1}{a_3^4} \\ 0 \\ 0 \end{bmatrix}.
\] (39)

Therefore, the positive pair \((F_3^{-2}, B_1)\) is unreachable.
Similar result we obtain for the positive pair \((F^{-2}_3, B_2)\) since the monomial columns

\[
B_2 = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad F^{-2}_3 B_2 = \begin{bmatrix} 0 \\ 0 \\ 1 \\ a_1 a_2 \end{bmatrix}, \quad F^{-4}_3 B_2 = \begin{bmatrix} 0 \\ 0 \\ 1 \\ (a_1 a_2)^2 \end{bmatrix}
\]

are also linearly dependent.

6. Controllability of positive discrete-time linear systems

Consider the positive discrete-time linear system (1).

**Definition 5** The positive linear system (1) is called observable in \(q\) steps if knowing the input sequence \(u_0, u_1, \ldots, u_{q-1}\) and the corresponding output sequence \(y_0, y_1, \ldots, y_{q-1}\) we are able to find the unique initial state of the system \(x_0 \in \mathbb{R}^n_+\).

To simplify the notation we assume without loss of generality the input sequence \(u_i = 0, i \in \mathbb{Z}^+_+\). In this case for scalar output \(y_i, i = 1, \ldots, q\) from (1b) and (2) we obtain

\[
y_{0,q-1} = \begin{bmatrix} y_0 \\ y_1 \\ \vdots \\ y_{q-1} \end{bmatrix} = \begin{bmatrix} C \\ CA \\ \vdots \\ CA^{q-1} \end{bmatrix} x_0. \tag{41}
\]

The initial state \(x_0 \in \mathbb{R}^n_+\) can be found from (41) if and only if \(q = n\) and the observability matrix

\[
O_n = \begin{bmatrix} C \\ CA \\ \vdots \\ CA^{n-1} \end{bmatrix} \tag{42}
\]

has \(n\) linearly independent monomial rows. In this case \(O_n^{-1} \in \mathbb{R}^{n \times n}_+\) and

\[
x_0 = O_n^{-1} y_{0,n-1} \in \mathbb{R}^n_+ \tag{43}
\]

if and only if \(y_{0,n-1} \in \mathbb{R}^n_+\).
Therefore, the observability of the positive system (1) is the dual notion to the reachability. It is easy to show [14] that the positive system (1) (or equivalently the pair \((A, C)\)) is observable if and only if the dual system
\[
x_{i+1} = A^T x_i + C^T u_i, \quad i \in \mathbb{Z}_+ = \{0, 1, \ldots\},
\]
\[
y_i = B^T x_i
\]
(44a)
(44b)
(the pair \((A^T, C^T)\)) is reachable.

Therefore, all results obtained for the reachability of the positive system (for the positive pair \((A, B)\)) can be applied to the observability of the dual positive system (the pair \((A, C)\)).

Example 6 Consider the positive system (1) with the matrices
\[
A = F_1 = \begin{bmatrix}
0 & a_1 & 0 \\
0 & 0 & a_2 \\
a_3 & 0 & 0
\end{bmatrix}, \quad C = C_1 = [1 \ 0 \ 0], \quad C = C_2 = [0 \ 0 \ 1],
\]
\[a_k > 0 \text{ for } k = 1, 2, 3.\]
(45)

Using (45) we obtain
\[
O_1 = \begin{bmatrix}
C_1 \\
C_1 F_1 \\
C_1 F_1^2
\end{bmatrix}
= \begin{bmatrix}
1 & 0 & 0 \\
0 & a_1 & 0 \\
a_1 a_2 a_3 & 0
\end{bmatrix}.
\]
(46)

The pair \((F_1, C_1)\) is unobservable since the matrix (46) has only two linearly independent monomial rows.

The pair \((F_1, C_2)\) is observable since the observability matrix
\[
O_2 = \begin{bmatrix}
C_2 \\
C_2 F_1 \\
C_2 F_1^2
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & 1 \\
a_3 & 0 & 0 \\
0 & a_1 a_3 & 0
\end{bmatrix}
\]
(47)
has three linearly independent monomial rows.

The considerations presented in Sections 4 and 5 for the reachability and in Section 6 for the observability can be easily extended to positive linear discrete-time linear systems with many inputs and many outputs.

7. Concluding remarks

The reachability and observability of the positive discrete-time linear systems with integer positive and negative powers of the monomial generalized Frobenius state matrices have been addressed. A new notion of monomial generalized
Frobenius matrices has been introduced. The properties of these matrices have been investigated (Theorems 7, 9 and 10). New necessary and sufficient conditions for the reachability of the positive systems have been established (Theorems 4 and 8). It has been shown that the results concerning the reachability can be easily extended to the observability of the positive linear discrete-time systems.

The considerations have been illustrated by numerical examples. The considerations can be easily extended to the fractional discrete-time linear systems. An open problem is an extension of these considerations to continuous-time linear standard and positive systems.
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