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Abstract
The problem of sequencing jobs on a single machine to minimize total cost (earliness and tardiness) is nowadays not just important due to traditional concerns but also due to its importance in the context of Collaborative Networked Organizations and Virtual Enterprises, where precision about promptly responses to customers' requests, along with other important requirements, assume a crucial role. In order to provide a contribution in this direction, in this paper the authors contribute with an applied constructive heuristics that tries to find appropriate solutions for single machine scheduling problems under different processing times and due dates, and without preemption allowed. In this paper, two different approaches for single-machine scheduling problems, based on external and internal performance measures are applied to the problem and a comparative analysis is performed. Computational results are presented for the problem under Just-in-Time and agile conditions on which each job has a due date, and the objective is to minimize the sum of holding costs for jobs completed before their due date and tardiness costs for jobs completed after their due date. Additional computational tests were developed based on different customer and enterprise oriented performance criteria, although preference is given to customer-oriented measures, namely the total number of tardy jobs and the maximum tardiness.

Keywords

Introduction

Manufacturing scheduling (MS) consists on an important production management function, affecting all branches of industrial, commercial and services organizations. In the strict industrial context, a very important objective, which is usually imposed by the clients consists on satisfying due dates for manufacturing orders.

There are many situations on real-world problems involving a single machine resource [1]. This kind of production scheduling problem is also a base problem usually treated in the context of more complex manufacturing environments, for instance in job shops, for solving bottleneck problems [2–6]. Therefore, single machine scheduling problems are also important while trying to solve more complex ones, as the solution for the whole complex scheduling problem can be individually found through a decomposition that turns it easier to be solved [4, 7–10] and then integrated in the global solution.

Moreover, single machine scheduling problems also remain quite promising and interesting scheduling problems to be explored due to its great potential for
dealing with several distinct performance measures. Performance measures can be generally classified as external or customer-oriented (measures related to the client, such as lead times or due dates) or internal or enterprise-oriented (such as, makespan, total completion time, and earliness among others). Both kind of performance measures are important to be considered, and can be treated jointly [11], under the principles of the just-in-time (JIT) philosophy. In this context, although special attention should be given to the customer-oriented performance measures, internal interests have also to be taken into account.

The applied heuristics consider several performance measures, which intend to be customer and enterprise oriented. Customer oriented performance measures are mainly related to the accomplishment of due dates [12, 13] while enterprise-oriented typically consider time-oriented measures, like makespan.

In this paper, two different approaches for single-machine scheduling problems, based on external and internal performance measures are applied to the problem and a comparative analysis is performed.

In order to clearly refer to the main subjects underlying to this work, this paper is organized as follows. Section 2 presents a summarized overview about studies that have been carried out about single machine scheduling, regarding regular internal and external performance measures. Moreover, a very brief overview about non-regular performance measures is also presented. Section 3 describes the scheduling problem focused in this work. Section 4 briefly describes several different scheduling approaches, including the algorithms used in this work, namely Total holding-tardiness cost for Single-Machine Scheduling Problems (SMSP). Section 5 presents the results obtained and a comparative analysis based on obtained results from the literature for the same problem. Finally, Sec. 6 presents some conclusions and future work.

State of the art

Many studies have been carried out over last decades about single machine scheduling. In these problems not only the assumptions and constraints can be different, but also the objective function that is intended to be analyzed, which can led to quite difficult problems to solve [14, 15, 21, 25–28, 47–50].

Client oriented performance measures

The works described in [14–18] are focused on the client, as the objective of both is to minimizing maximum lateness, although the assumptions and specificities of the problem considered on each one are different. The first one includes random processing times, deterministic due dates and independent setup times and the problem treated in [7] is more complex as it does include release dates and precedence constraints.

In [14], the authors apply a Branch-and-Bound (B&B) and a Simulated Annealing (SA) meta-heuristic. The last one produces solutions which are close to the optimal solutions found through the branch-and-bound approach. Also in [15] a B&B approach is put forward, based on the use of four different heuristics. Just like [14], the work in [16] applies a meta-heuristic SA to solve a problem with family setups.

The studies in described [17–19] have unusual specificities. In [17] exist a unexpected arrival of new jobs and it is applied a NST to solve the problem of re-scheduling. The problem treated in [18] considers the learning effect. The processing time decreases with the system learning and two heuristics have been proposed to solve the problem. The work described in [19] applies a new mathematical model to minimize the maximum lateness in a case with deteriorating jobs.

The objective of the works [20, 21] is the minimization of total weighted tardiness and both have sequence dependent setup times, however in the first one it is applied a local search heuristic and in [21] is proposed a hybrid algorithm based on SA and a Genetic Algorithm (GA).

Enterprise oriented performance measures

The performance measures for an enterprise-oriented analysis can be diversified. If the objective is related to the stock reduction, the objective can be related to the earliness and its minimization, like in [22]. In [23, 24], the objective is to minimize the total flow time: in [23] is creating a sequence of job families and of jobs within each family, through a SA-based algorithm, and [24] is based on a problem with batch scheduling. Some heuristics to minimize the mean completion time were proposed, in an environment where different ready times are considered [25]. The heuristics applied with some pre-defined conditions provide optimal sequences in very short execution times.

In [26, 27], the objective is to minimize the makespan and both have in consideration the periodic maintenance. Two problems are studied in [28]. The first one is divided in two steps, production and delivery of one job and the second one consider the periodic maintenance like in [26, 27].
Other contributions use non-regular performance measures, namely the work in [29], which studies the completion time variance and the work in [30] analyzed a variance minimization problem in general. The non-regular performance measures are earning a growing importance in modern industrial systems [29, 30].

Balanced performance measures

In other studies, we can find the balance of both, internal and external performance measures, like the work presented in [33–46]. They are focused on the Just-in Time philosophy, trying to minimize the earliness and the lateness or tardiness at the same time. In the beginning most of scheduling research are focused on single-criteria problems, being very developed, like we can see in [31] and [32]. However, organizations are concerned with the satisfaction of more than one group of people. It is necessary that clients and enterprise are both pleased.

In [33, 34] the objective is to minimize the total weighted earliness and de number of tardy jobs and the work in [35, 36] have the same objective (minimize the total weighted earliness) but subject to no tardy jobs.

In [37–42] the balance between earliness and tardiness are made by a single performance measure criterion. In [37] the objective is to minimize the sum of the weighted earliness and tardiness with different weights and [38] is similar to the last one, being the objective minimizing the sum of early and tardy penalties. The study of [39] try to minimize the costs associated to early and tardy jobs, that is similar to [40], that minimize earliness and tardiness penalties. In [41] the objective is to minimize the deviation of jobs completion times around their due dates and [42] is exposed an objective function that includes earliness, tardiness, due dates, makespan and total resource consume costs.

In [43] is proposed a different approach that take the bi-criteria situation that we found in [33–36], with the minimizing of the tardy jobs and the integration of earliness and tardiness in one irregular performance measure like in [37–42], minimizing the number of early/tardy jobs.

However, the relation between clients and enterprises may not always be balanced by the earliness and tardiness performance measures, like we can see in [44–46]. In [44] are analyzed two performance measures to satisfy both criteria. The minimization of the number of tardy jobs is used to satisfy the clients and the minimization of the maximum weighted tardiness is to minimize the penalizations that the enterprise suffers with that. In [45], the objective is to minimize the total tardiness (client interest) and minimize the WIP (work-in-progress) costs (enterprise interest).

The work reported in [46] is intended to follow the JIT principles with a more complete approach. It had earliness/tardiness penalties, interruption penalties and holding costs of jobs.

In this paper, a special attention will be given to the work presented in [33], as we will consider the resolution of the same base problem and will carry out a comparative analysis, based on their results, although they just explore two performance measures and in our work we intend to further analyze some other closely related ones, as we are going to describe further in Sec. 3.

Case study

The scheduling problem considered in this study consists on a single machine scheduling problem with n jobs to be processed in order to follow, as close as possible, a JIT strategy. This strategy intends to minimize the number of tardy jobs, while also being concerned about the minimization of the maximum earliness and the maximum tardiness, among other more secondary performance measures, which are also very important in scheduling approaches, in general, and in JIT-based approaches in particular. Such additional performance measures are related to the maximum completion time of jobs or makespan ($C_{max}$) and the total completion time of jobs ($\sum C_i$), which although being internal or enterprise-oriented performance measures, as stated before, are also very important ones.

Therefore, we still have to pay attention to them too, as the existence of a balanced approach, which intends to reach solutions that try to obtain equilibrated solutions in terms of external and internal objectives is of upmost importance, and special attention should be given to this balance, which is even more important due to the current economic crisis that we are still experiencing.

Problem definition

The single machine scheduling problem studied will follow some assumptions:

- all the jobs are available at the same time zero,
- the machine can process at most one job at a time,
- no preemption of jobs is allowed,
- associated to each job j ($j = 1, 2, \ldots, n$) there is a processing time $p_j$ and a due date $d_j$.

Therefore, the problem can be classified as $1|p_j, d_j|N\overline{t}$, $T_{max}$, $C_{max}$, and $E_{max}$, and also ($\sum T_i$ and $T_{mean}$, $\sum C_i$ and $C_{mean}$, $\sum E_i$ and $E_{mean}$), according to $\alpha|\beta|\gamma$ Graham nomenclature [53].
Dominance properties/objectives

In this paper, we will present a comparative analysis based on the different performance measures referred to above, which are either associated to external or internal objectives:

- $N_t$ – number of tardy jobs,
- $T_{\text{max}}$ – maximum tardiness,
- $C_{\text{max}}$ – maximum completion time,
- $E_{\text{max}}$ – maximum earliness,
- $\sum T_j, T_{\text{mean}}$ – total and mean tardiness,
- $\sum C_j, C_{\text{mean}}$ – total and mean completion time,
- $\sum E_j, E_{\text{mean}}$ – total and mean earliness.

We intend to analyze all these different performance measures trying to reach a balance between them and come across a good or at least a satisfactory solution to the analyzed problem under the scope of the proposed JIT principles.

Total holding-tardiness cost for SMSP

A diversity of problems involving sequencing and scheduling of jobs are naturally formulated as integer programs with variables indexed by $(i, t)$ where $i$ denotes a job to be processed and $t$ is a time period. The problem of sequencing jobs on a single machine to minimize total cost is considered. Machine capacity constraints require that, at any time, at most one job is processed. Also, no machine idle-time between processing jobs is allowed.

Total holding-tardiness cost (HT): $\min \sum g_j(t_j)$, with $g_j(t_j) = h_j \cdot \max\{d_j - t_j, 0\} + w_j \cdot \max\{t - d_j, 0\}$, where $h_j$ is a holding cost per time unit incurred if the job is completed before $d_j$ and $w_j$ is a tardiness cost per time unit in late (see Abdul-Razaq and Potts [47]).

When the cost of storage $h_j$ is null for all tasks, the problem “holding-tardiness” is reduced to the problem of minimization of weighted tardiness [47].

This class of scheduling problem implies the philosophy of “Just-in-Time” (JIT), and in a simplified form can be expressed as follows: “to produce only what is needed when it is necessary”. The decrease in stocks at all stages of production (raw materials, products in work in progress and finished products), and the reduction of delivery times of products are some of the JIT objectives. On the one hand, the reduction in storage costs is achieved by reducing stock levels, on the other, the reduction of delivery times is achieved by the reduction and/or elimination of delays.

These problems are NP-hard (see Madureira [49]) and are sometimes solved to optimality, through Branch and Bound algorithms or Dynamic Programming techniques. In Abdul-Razaq and Potts [47] a formulation for dynamic programming (the relaxation method the state space) for this problem is presented. In this case are two methods to improve lower limit: the application of penalties in the objective function or use of the relaxation of state space. The algorithm of Branch and Bound resulting advantageous in great trouble finding the optimal solution. In Sydney [48] it had been already presented an algorithm to solve this class of scheduling problem and consists of two phases: the ordination of tasks (sequence tasks simultaneously in order not decreasing the launch dates and delivery dates) and definition of optimum start time. Additional and more recent references contributions to this class of problems could be found in [49].

Scheduling optimization approaches and algorithms

Most scheduling problems can be solved optimally, provided that enough processing time is available. Often, they can be formulated as a (mixed) integer programming problem. Due to the NP-completeness nature that these kind of problems usually present, complete enumeration of all possibilities quickly becomes prohibitively time consuming [50, 54].

However, in some situations, efficient B&B methods, Dynamic Programming techniques, and zero one binary integer programming may provide optimal solutions for reasonable (and usable) problem sizes in reasonable time [55]. In [30] are presented several of these and other more complex scheduling approaches and systems, namely for real-time, distributed and dynamic scheduling, which also can be even more complex scenarios when some process for dealing with uncertainty is added [3, 4, 8, 10, 44–61].

If the processing time required for obtaining optimal solutions is beyond reasonable bounds, it is necessary to use heuristic solutions, like dispatching procedures (which usually do not yield optimal solutions). Dispatching procedures with priority rules is the best known heuristic for scheduling and is surveyed in detail in [55]. Using dispatching rules based schedules can be produced almost instantaneously. Because of their simplicity, they are also used quite often in industry and in flexible manufacturing and assembly systems. Dispatching rules, however tend to yield a low and unpredictable performance.

For instance, the Earliest Due Date rule (EDD) is often used for Job-Shop Scheduling (JSS) Artificial Intelligence (AI) Approaches [2, 4, 5, 8–10, 56–61].

For some simple scheduling problems, efficient algorithms exist to calculate the optimal solutions [2, 14, 15, 23, 33, 49].
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For instance, the EDD dispatching rule provides an optimal solution for the minimization of maximum tardiness for the single machine scheduling problem. However, this is not the only one, the Shortest Processing Time dispatching rule (SPT), in a single machine problem, lead to a minimal mean completion time and mean lateness. This rule sequenced the jobs in a increasing order of processing times [32].

Usually, real-life problems are more complex than these academic problems, but sometimes, by using a simplified model and applying the results to the real situation, the scheduling problem can be successfully solved (e.g. scheduling a factory with a single bottleneck as a single processor scheduling problem [2, 3, 8].

AI-based approaches to scheduling, sometimes known as just knowledge-based scheduling, use specific knowledge about the scheduling problem in their decision process [4, 5, 9, 10, 57]. For instance, rule-based approaches store scheduling rules (entered by humans) into a knowledge base and some web-based systems for supporting manufacturing scheduling decision making exist, which enable to solve quite different scheduling problems, varying from single-machine environments up to more complex ones, like job shops, manufacturing cells or other kind of flexible manufacturing systems [59].

Usually near-optimal approaches enable to obtain a higher performance than simple dispatching rules, but they also use a considerable amount of processing time [31]. Therefore, the selection of a scheduling algorithm depends on a trade-off between processing time and schedule performance.

In this paper, was used a software to obtain the results set out in Sec. 5. The used software includes two different approaches, a Hodgson’s algorithm adaptation (HA) and a Neighbourhood Search Technique (NST) which will be described in the next sections.

Hodgson algorithm adaptation (HA)

The Hodgson algorithm determines the sequence of tasks whose number of tardy jobs is minimum [29, 30, 33, 37, 44]. Let \( E \) be the set that contains all the jobs that must be processed and \( L \) the set of late jobs, which starts being empty. Thus, the algorithm integrates the sequence of steps described on Table 1.

There are several priority measures, which can be used for establishing an initial solution as a starting point for the Hodgson’s algorithm, which will act as a rule that specifies the priority on how the jobs present in the waiting queue of a machine are processed. The Earliest Due Date (EDD) rule specifies that when a machine is free, is selected the entity or job that has the earliest due date to be processed first.

<table>
<thead>
<tr>
<th>Table 1 Hodgson algorithm.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1</strong></td>
</tr>
<tr>
<td>Sort the jobs that belong to the ( E ) set and sort them by increasing delivery date (earliest due date rule, EDD).</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
</tr>
<tr>
<td>If none of the jobs is delayed the sequence is optimal. If the opposite happens, the delayed job at its ( k ) position (i.e. ([k])) is identified.</td>
</tr>
<tr>
<td><strong>Step 3</strong></td>
</tr>
<tr>
<td>Identify the entity or job with the bigger duration or processing time ( (p_i) ) in the set of the first ( k ) jobs. Remove it from the set ( E ) and put it into the ( L ) set. Establish the new time for the conclusion of the remaining jobs on ( E ) and return to step 2.</td>
</tr>
</tbody>
</table>

In this work was used a Hodgson’s algorithm Adaptation (HA) implementation, using JAVA 5 language [59].

As described before, the Hodgson’s algorithm (and HA) ensures the sequence with the least number of delays or tardy jobs in a single machine environment [31].

Neighbourhood Search Techniques (NST)

The Neighbourhood Search Techniques is a searching technique included in the scope of heuristic approaches that perform a local search for searching for some local optimal solution (or local optimum); and they usually are fast, simple to implement and flexible [31, 59]. Associated to this kind of methods, it turns out to be necessary to specify a mechanism, to create an initial solution or seed, which consists upon a neighbourhood generation mechanism, and also a criterion for selecting the next seed and a stopping criterion [31, 59]. For some problems, efficient NST-based algorithms do exist to find the optimal solution [31, 59]. For most problems, optimal algorithms exist, but may require excessive processing time [31]. If the optimal solution cannot be found in reasonable time, heuristics or meta-heuristics should be used [31, 59]. The simplest heuristics are based on simple dispatching rules [31, 59]. Several other heuristics are based on techniques developed in AI [2, 4, 5, 9, 10, 31, 56–60]. Neighbourhood search techniques, and particularly meta-heuristics, have also provided some powerful algorithms for near-optimal schedules [31].

The NST procedure used in this work includes the steps described on Table 2 [59].
Table 2
NST procedure.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td>Select a seed solution for evaluating its performance.</td>
</tr>
<tr>
<td>Step 2</td>
<td>Generate and evaluate solutions in the neighbourhood of the seed. If none of the solutions produces better performance than the seed, then the search is concluded. Otherwise continue.</td>
</tr>
<tr>
<td>Step 3</td>
<td>Select the solution from the neighbourhood with better performance for being the new seed.</td>
</tr>
</tbody>
</table>

Moreover, it is necessary to specify [57]:
1. A method for obtaining a seed.
2. A certain mechanism for generating the neighbourhood.
3. A method for selecting the solution that will be the next seed.

The HA and NST algorithms implementations used in this work enable to obtain two different sequences of jobs, for the problem under consideration, that correspond to quite good solutions, which are going to be described further in the next section.

Computational study

The comparison to be carried out is based on the results obtained through the use of the dispatching rule SPT and HA and NST algorithms mentioned above, and by the ones obtained from the sample’s source paper [33]. Obtained results are summarized in Table 3.

Table 3
Problem data.

<table>
<thead>
<tr>
<th>j</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>p_j</td>
<td>3</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>d_j</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>25</td>
</tr>
</tbody>
</table>

The work presented in this paper is based on a previous work [48] with an instance of five jobs for the problem presented in Sec. 3. In this paper we intend to generalize that work. To generalize the problem analysis, we apply the same two methods, NST and HA and the dispatching rule SPT, to fifty-six dimensions increasing the number of jobs, being from five to ninety nine.

The evolution of problems results is a linear growth, for most of the performance measures. The results obtained for Hodgson Algorithm application appear to be the more effective for some of the performance measures, like minimizing the Total Tardiness and the Earliness costs, along with the total and Mean Earliness. However the Mean Earliness is only better for large problems with more than twenty jobs.

The NST and SPT application to these problems reached better results for the Total and Mean Tardiness and Completion Time and the Mean Earliness did perform better for small problems with less than twenty jobs.

For all methods, the maximum completion time is the same, being the minimum for the respective size of problem. This is because none of them introduce idle times between jobs for a minimized earliness, producing a sequence of jobs without any forced interruption.

Problem data

The problem instance considered includes the jobs’ data stated in Table 3, based on the example 1 defined in [33].

Computational results

In Table 4, it is possible to verify that the SPT rule obtain better results in most of the performance measures but did not maintain the minimum number of tardy jobs. The SPT rule compared to the two heuristics applied, this last two did not obtain much higher values to the other performance measures and managed to maintain the minimum two tardy jobs.

Table 4
Problem results.

<table>
<thead>
<tr>
<th>Performance measures</th>
<th>Paper solution 1</th>
<th>Paper solution 2</th>
<th>SPT</th>
<th>HA</th>
<th>NST</th>
</tr>
</thead>
<tbody>
<tr>
<td>N_t</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T_{max}</td>
<td>27</td>
<td>29</td>
<td>13</td>
<td>19</td>
<td>23</td>
</tr>
<tr>
<td>C_{max}</td>
<td>37</td>
<td>37</td>
<td>31</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>E_{max}</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>\sum T_j</td>
<td>51</td>
<td>49</td>
<td>21</td>
<td>36</td>
<td>25</td>
</tr>
<tr>
<td>\sum C_j</td>
<td>112</td>
<td>110</td>
<td>77</td>
<td>85</td>
<td>92</td>
</tr>
<tr>
<td>\sum E_j</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>20</td>
<td>6</td>
</tr>
<tr>
<td>T_{mean}</td>
<td>10.2</td>
<td>9.8</td>
<td>4.20</td>
<td>4.8</td>
<td>3.8</td>
</tr>
<tr>
<td>C_{mean}</td>
<td>22.4</td>
<td>22</td>
<td>15.40</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>E_{mean}</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

If we compared the methods applied in this work with those used in the work [33], we can obtain better results in Tardiness with a little increase of the Earliness.

Moreover, through the algorithms used in this work was also possible to reach better results in terms of the other internal performance measures analyzed, associated to the completion time (C_{max} and \sum C_j).
As we can see, through the first Gantt chart (Fig. 1), based on the results presented in [33], the total completion time is higher, due to the existence of gaps between jobs, which the authors did introduce in order to obtain a better solution in terms of minimization of the earliness ($E_{max}$).

These gaps mean that the machine will be unavailable during that time intervals, which, therefore, will imply that the jobs ahead in the sequence will be delivered after the respective due date and, thus, will contribute for a higher $T_{max}$ value.

Table 5 shows the difference between the $T_{max}$ and the $E_{max}$, and through this difference value, in time units (t.u.), we can better analyze the variation between the maximum tardiness and the maximum earliness, for each one of the solutions provided through the algorithms used in this work and the results (1 and 2) presented by the authors in [33].

Moreover, through these results we can also analyze how much each result presented derivates from the ideal solution, which is zero. As we can see none of the results is zero or close to zero, however the results obtained in this work are visibly better, and specially through the use of the SPT, which is the more effective (10t.u.).

Another and even more interesting comparative analysis, in the context of the JIT principles behind this work, which enables also to consider the influence of an internal-oriented performance measure ($C_{mean}$) can be performed based on ($C_{mean} - C_{mean*}$), which is also presented in Table 5, where $C_{mean*}$ is the optimal value for the Mean Completion Time (15.2t.u.). And the sum of this two can show in general, and analyzing three different performance measures, how much distant the results can be from the optimal solution. The values presented do also clearly show that the solutions obtained in this work are considerably better than the ones obtained in [33], and considering this comparative analysis measure the best solution was reached by the SPT dispatching rule used in this work (10t.u.). This happens because the SPT rule reach the minimum value of mean completion time and has a low maximum tardiness.

**Generalization**

To generalize the problem analysis, we apply the same two methods to thirty dimensions, increasing the number of jobs, being from five to ninety nine. The evolution of problems results has a linear growth, for most of the performance measures.

The results obtained for Hodgson Algorithm application appear to be the most effective to some of the performance measures, like minimizing the Tardiness and Earliness Maximum and Total and Mean Earliness. However the mean earliness is only more effective for large problems with more than twenty jobs.

The NST and SPT application to these problems had better results for the Total and Mean Tardiness and Completion Time and the Mean Earliness for small problems with less than twenty jobs.

We could realize that through all the analyzed methods, the Maximum Completion Time is the
same, being the minimum for the respective problem dimension. This is because none of them apply gaps between jobs to minimize Earliness, having a sequence of jobs without any interruptions.

Irregular performance measures analysis

Analysing the three already referred irregular performance measures, we obtain the graphics depicted in Figs. 2, 3 and 4. In the performance measure that includes the Maximum Tardiness and the Maximum Lateness, it is possible to conclude that the methods performance is similar and with the increase of the number of jobs the difference between the Maximum Tardiness and the Maximum Lateness increases.

In this performance measure, the Hodgson solutions obtain a similar behavior to the previous performance measure, but the SPT performance is null, because this dispatching rule guarantee a minimal mean completion time, therefore the difference between the mean completion time found and its optimal value is null.

The NST performance obtains a null or a very low value to this performance measure which means that the NST applied obtain a optimal value for the Mean Completion Time or a very near to the optimum, in a very similar way that the application of SPT rule.

For the last performance measures, the methods performance is similar, despite the SPT has been more effective considering the performance to the mean completion time.

Correlation with the number of jobs in the problem

We did analyze, with the SPSS software, the correlation between these three performance measures and the number of jobs in the problem for the solutions of both methods, by the Pearson Correlation. For the first performance measure analyzed, we obtain the scatterplots in Fig. 5 to Fig. 7, for the solutions obtained by SPT, HA and NST respectively. In Fig. 5 we see the correlation of the SPT results for the difference between the maximum tardiness and
maximum earliness and the number of jobs in the problem.

In Fig. 6, we notice a correlation between the number of jobs and this performance measure for the solutions by Hodgson Algorithms.

For the NST solutions, in Fig. 7, we can see this correlation too.

For the next performance measure, the difference between the methods results mean completion time and the optimal mean completion time, and through this evaluation, we can confirm that the number of jobs in the problem does not affect the mean completion time obtained by SPT and NST application, like we can see in the next two Fig. 8 and 9.

The performance measures of the solutions that result of HA application are presented in Fig. 10, and the correlation is confirmed by the Pearson Correlation test.

For the last performance measure analyzed, the correlation is proved for both of the methods and it is visible in the next three Figs. 11, 12, and 13.

In all of them we it is possible to analyse the linear growth between the number of jobs and the formula results.

We analyzed, through the use of SPSS, the correlation between these three performance measures and the number of jobs in the problem, by using the Pearson Correlation method.
In the Table 6 it is possible to analyze the correlation results obtained through the SPSS software. It is possible to conclude, with 95% of confidence, that there is a correlation, except for the $C_{\text{mean}} - C_{\text{mean}*}$ results through the use of the SPT and the NST algorithms. Regarding the case of the SPT results it is impossible to realize the correlation since the performance measure evaluated is a constant (zero). For the case of the NST results the correlation did not exist, as the results are near-optimal for all problem sizes.

### Table 6

<table>
<thead>
<tr>
<th>Performance measures</th>
<th>SPT</th>
<th>HA</th>
<th>NST</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{max}} - E_{\text{max}}$</td>
<td>0.997</td>
<td>0.998</td>
<td>0.997</td>
</tr>
<tr>
<td>$C_{\text{mean}} - C_{\text{mean}*}$</td>
<td>-</td>
<td>0.978</td>
<td>-0.238</td>
</tr>
<tr>
<td>Formula</td>
<td>0.997</td>
<td>0.998</td>
<td>0.997</td>
</tr>
</tbody>
</table>

### Evaluation of the methods performance

The performance of each method was evaluated through the ANOVA methodology (Table 7).

### Table 7

<table>
<thead>
<tr>
<th>Performance measures</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{max}} - E_{\text{max}}$</td>
<td>0.890</td>
</tr>
<tr>
<td>$C_{\text{mean}} - C_{\text{mean}*}$</td>
<td>0.00</td>
</tr>
<tr>
<td>Formula</td>
<td>0.662</td>
</tr>
</tbody>
</table>

The obtained performance is similar, with the same exception already referred about the mean completion time performance measure ($C_{\text{mean}} - C_{\text{mean}*}$). For the $T_{\text{max}} - E_{\text{max}}$, the ANOVA does indicate that there is a variance equality, which confirms an existence of similar results for the three methods (SPT, HA, and NST). The other performance measure (Table 7), continues to verify the exception case, which seems natural, considering the performance of the SPT and the NST. So the ANOVA does indicate that it is possible to reject the hypothesis of the variances equality of the methods results. For the formula that encloses the previous two performance measures there is variance equality, so we can accept the hypothesis about a similar methods performance.

### Evaluation of the methods performance with size differentiation

To differentiate the behavior between the small problems and the big ones, we considered the following categorization.

As there are no more than thirty instances for the problems with a small dimension to be able to assume its normal distribution, it is necessary to perform a test that proves it. So, a Shapiro-Wilk test was performed, and obtained the results presented on Ta-
As we can realize, it is not possible to reject null hypothesis with a 95% confidence level, that problem data follows a normal distribution.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Size of problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>≤ 20</td>
</tr>
<tr>
<td>Big</td>
<td>&gt; 20</td>
</tr>
</tbody>
</table>

Moreover, we also analyze the performance measures behavior with the size growth of the problem, which permit to conclude about the methods performance for problems with different dimensions.

With the followed methodology it was possible to obtain a global perspective of the single machine scheduling and the behavior of different performance measures with two different heuristic methods.

### Conclusions

In this paper the problem of sequencing jobs on a single machine to minimize total cost (earliness and tardiness) was considered. Constructive heuristics that try to find good solutions for the single machine scheduling problem were applied.

The obtained results permit to conclude that in most of the times minimizing the earliness may degrade the tardiness results and this does not enable to reach a good solution. Therefore, it is of upmost importance to keep attention to the variation of some other very important performance measures, for instance, external or customer-oriented ones, and realize that it is not possible to give the same importance to performance measures such as the earliness and the tardiness, as the real consequences of each one are totally different in practice.

An implementation of the Hodgson’s method and a NST algorithm were used, in this paper, for solving a single machine scheduling problem from the literature and a comparative analysis was performed. The obtained results were compared to the ones referred in the work from the literature and our results proved to be more effective, while enabling to reach a more balanced solution in terms of customer and enterprise oriented performance measures, by means of JIT principles, which are very important in the context of the proposed collaborative paradigm, that implies the existence of an accurate negotiation process for establishing and maintaining updated information about customers due dates for production orders. Therefore, more importance was given to customer-oriented measures, namely to the total number of tardy jobs and the maximum tardiness.

With the generalization of the problem, despite the increase of the value of almost all performance measures, their growth was proportional to the growth of the number of jobs in the problem. The only exception was the performance of NST for the mean completion time, which was optimal or very near to the optimum. The methods performance has been similar regardless the problem dimension, with the same exception.
In future work, we intend to apply other methods in order to compare with the obtained results for the considered performance measures and even extend the analysis for other important performance measures, also to larger problems, with an increase in the number of jobs and further extending the statistical tests for increasing the analysis of scheduling problems’ behavior.
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