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The following notation will be used: ℜ – the set of real num-
bers, ℜn×m – the set of n×m real matrices, ℜ+

n×m – the set of n×m 
real matrices with nonnegative entries and ℜ+

n = ℜ+
n×1, Mn – the 

set of n×n Metzler matrices (real matrices with nonnegative 
off-diagonal entries), In – the n×n identity matrix.

2.	 Preliminaries

Consider the fractional autonomous continuous-time linear 
system
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1. Introduction 

A dynamical system is called positive if its trajectory 

starting from any nonnegative initial condition state 

remains forever in the positive orthant for all nonnegative 

inputs. An overview of state of the art in positive systems 

theory is given in the monographs [1, 2] Variety of 

models having positive behavior can be found in 

engineering, economics, social sciences, biology and 

medicine, etc.  

Mathematical fundamentals of the fractional calculus 

are given in the monographs [3-5]. The positive fractional 

linear systems have been investigated in [6-8]. The 

stability is a basic notion of the analysis of dynamical 

linear and nonlinear systems [2, 9-11]. Stability of 

fractional linear continuous-time systems has been 

investigated in the papers [3, 12, 10, 13-14]. The notion of 

practical stability of positive fractional linear systems has 

been introduced in [15]. Some recent interesting results in 

fractional systems theory and its applications can be found 

in [4, 10, 13, 16]. The positive linear systems consisting 

of n subsystems with different fractional orders have been 

addressed in [17]. The controllability and minimum 

energy control of fractional systems have been analyzed 

in [18-20] and the reachability of fractional positive linear 

systems in [18]. 

In this paper the stability of fractional positive 

continuous-time linear systems with state matrices in 

integer and rational powers will be addressed. 

The paper is organized as follows. In section 2 

preliminaries concerning the fractional positive 

continuous-time linear systems are recalled. The fractional 

standard linear systems with state matrices in integer and 

rational powers are investigated in section 3. Similar 

problems for positive fractional linear systems are 

analyzed in section 4. Concluding remarks are given in 

section 5. 

The following notation will be used: ℜ  - the set of 

real numbers, mn×ℜ  - the set of mn×  real matrices, 
mn×

+ℜ  - the set of mn×  real matrices with nonnegative 

entries and 1×
++ ℜ=ℜ nn , nM  - the set of nn×  Metzler 

matrices (real matrices with nonnegative off-diagonal 

entries), nI  - the nn×  identity matrix. 

 

2. Preliminaries 

Consider the fractional autonomous continuous-time 

linear system 
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is the Caputo derivative of α order of ntx ℜ∈)(  and 
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∞

−−=Γ

0

1
)( dtetx
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, 0)Re( >x                     (3) 

 

is the Euler gamma function. 

The solution of (1) has the form [8] 

 

00 )()( xttx Φ= , )0(0 xx = ,                    (4) 
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Definition 1. [8] The system (1) (or equivalently the 

matrix A) is called asymptotically stable if 
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1.	 Introduction

A dynamical system is called positive if its trajectory starting 
from any nonnegative initial condition state remains forever in 
the positive orthant for all nonnegative inputs. An overview of 
state of the art in positive systems theory is given in the mono-
graphs [1, 2] A variety of models having positive behavior can 
be found in engineering, economics, social sciences, biology 
and medicine, etc.

Mathematical fundamentals of the fractional calculus 
are given in the monographs [3‒5]. The positive fractional 
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is a basic notion of the analysis of dynamical linear and non-
linear systems [2, 9‒11]. Stability of fractional linear con-
tinuous-time systems has been investigated in the papers [3, 
12, 10, 13‒14]. The notion of practical stability of positive 
fractional linear systems has been introduced in [15]. Some 
recent interesting results in fractional systems theory and its 
applications can be found in [4, 10, 13, 16]. The positive linear 
systems consisting of n subsystems with different fractional 
orders have been addressed in [17]. The controllability and 
minimum energy control of fractional systems have been an-
alyzed in [18‒20] and the reachability of fractional positive 
linear systems in [18].

In this paper the stability of fractional positive continu-
ous-time linear systems with state matrices in integer and ra-
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Proof. By Theorem 3 if ls , nl ,...,1=  are the eigenvalues 
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of A− . Therefore, the system (12) is asymptotically stable 
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Proof. By Theorem 3 if ls , nl ,...,1=  are the eigenvalues 

of the matrix A then ljkk
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ϕ= , nl ,...,1=  are the 

eigenvalues of the matrix k
A , ,...3,2=k . Applying to the 
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n.
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Theorem 2. [8] The fractional system (1–3) is positive if and 
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Definition 2. [8] The fractional system (1) - (3) is called 

(internally) positive if ntx +ℜ∈)( , ],0[ +∞∈t  for all 

nx +ℜ∈0 . 

Definition 3. [2, 18] A matrix 
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ijaA
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Metzler matrix if 0≥ija  for ji ≠ , nji ,...,1, = . 

Theorem 2. [8] The fractional system (1) - (3) is positive 

if and only if 
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of A. Then )( lsf , nl ,...,1=  are the eigenvalues of the 
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For example if ls , nl ,...,1=  are the nonzero eigenvalues 

of the matrix nnA ×ℜ∈  then 1−
ls , nl ,...,1=  are the 

eigenvalues of the inverse matrix 1−
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is unstable. 

Proof. By Theorem 3 if  ks , nk ,...,1=  are the 

eigenvalues of A then ls− , nl ,...,1=  are the eigenvalues 

of A− . Therefore, the system (12) is asymptotically stable 

if and only if the system (13) is unstable. □ 

3. Fractional linear systems 

Case 1, ,...3,2=k  

First we shall consider the asymptotic stability of the 

fractional continuous-time linear systems of the form 
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Proof. By Theorem 3 if ls , nl ,...,1=  are the eigenvalues 

of the matrix A then ljkk
l

k
l ess

ϕ= , nl ,...,1=  are the 

eigenvalues of the matrix k
A , ,...3,2=k . Applying to the 

system (14) Theorem 1 we obtain the condition (15). □ 

Example 1. Consider the fractional system (14) for 

20 << α  and 









−−

=
11

10
A                              (16) 

for ,...3,2=k . 
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Definition 2. [8] The fractional system (1) - (3) is called 

(internally) positive if ntx +ℜ∈)( , ],0[ +∞∈t  for all 

nx +ℜ∈0 . 

Definition 3. [2, 18] A matrix 
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Theorem 2. [8] The fractional system (1) - (3) is positive 

if and only if 
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Proof. By Theorem 3 if  ks , nk ,...,1=  are the 

eigenvalues of A then ls− , nl ,...,1=  are the eigenvalues 

of A− . Therefore, the system (12) is asymptotically stable 

if and only if the system (13) is unstable. □ 

3. Fractional linear systems 

Case 1, ,...3,2=k  

First we shall consider the asymptotic stability of the 

fractional continuous-time linear systems of the form 
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Proof. By Theorem 3 if ls , nl ,...,1=  are the eigenvalues 

of the matrix A then ljkk
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k
l ess

ϕ= , nl ,...,1=  are the 

eigenvalues of the matrix k
A , ,...3,2=k . Applying to the 

system (14) Theorem 1 we obtain the condition (15). □ 

Example 1. Consider the fractional system (14) for 

20 << α  and 
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


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=
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10
A                              (16) 
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Theorem 3. [8] The positive fractional system (1‒3) (the ma-
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Definition 2. [8] The fractional system (1) - (3) is called 

(internally) positive if ntx +ℜ∈)( , ],0[ +∞∈t  for all 

nx +ℜ∈0 . 

Definition 3. [2, 18] A matrix 
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Theorem 2. [8] The fractional system (1) - (3) is positive 

if and only if 
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Theorem 4. [21-22] Let ls , nl ,...,1=  be the eigenvalues 

(not necessarily distinct) of the matrix nnA ×ℜ∈  and 
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of A. Then )( lsf , nl ,...,1=  are the eigenvalues of the 

matrix A. 

For example if ls , nl ,...,1=  are the nonzero eigenvalues 

of the matrix nnA ×ℜ∈  then 1−
ls , nl ,...,1=  are the 
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A . 

Theorem 5. The fractional linear system 
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is unstable. 

Proof. By Theorem 3 if  ks , nk ,...,1=  are the 

eigenvalues of A then ls− , nl ,...,1=  are the eigenvalues 

of A− . Therefore, the system (12) is asymptotically stable 

if and only if the system (13) is unstable. □ 

3. Fractional linear systems 

Case 1, ,...3,2=k  

First we shall consider the asymptotic stability of the 

fractional continuous-time linear systems of the form 
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Theorem 6. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...3,2=k  if and only if 

the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition 

 

nlk

kk
k ll

,...,2,1  and...3,2for

2
2

2
or

2
2

2

==









−<<−<<
απ

ϕ
απ

α
π

πϕα
π

 (15) 

 

Proof. By Theorem 3 if ls , nl ,...,1=  are the eigenvalues 

of the matrix A then ljkk
l

k
l ess

ϕ= , nl ,...,1=  are the 

eigenvalues of the matrix k
A , ,...3,2=k . Applying to the 

system (14) Theorem 1 we obtain the condition (15). □ 

Example 1. Consider the fractional system (14) for 

20 << α  and 









−−

=
11

10
A                              (16) 

for ,...3,2=k . 

The characteristic polynomial of (16) has the form 

.� (11)

Theorem 4. [21‒22] Let sl, l = 1, …, n be the eigenvalues (not 
necessarily distinct) of the matrix A 2 ℜn×n and f(sl) be well 
defined on the spectrum σ = {s1, s2, …, sn} of A. Then f (sl), 
l = 1, …, n are the eigenvalues of the matrix A.

For example if sl, l = 1, …, n are the nonzero eigenvalues 
of the matrix A 2 ℜn×n then sl

–1, l = 1, …, n are the eigenvalues 
of the inverse matrix A–1.
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Definition 2. [8] The fractional system (1) - (3) is called 

(internally) positive if ntx +ℜ∈)( , ],0[ +∞∈t  for all 

nx +ℜ∈0 . 

Definition 3. [2, 18] A matrix 
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ijaA
×ℜ∈= ][  is called 

Metzler matrix if 0≥ija  for ji ≠ , nji ,...,1, = . 

Theorem 2. [8] The fractional system (1) - (3) is positive 

if and only if 

nMA∈  and 10 << α .                      (9) 

 

Definition 4. [8] The positive fractional system (1) - (3) 

(the matrix A) is called asymptotically stable if 
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ls , nl ,...,1=  are the 

eigenvalues of the inverse matrix 1−
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Proof. By Theorem 3 if ls , nl ,...,1=  are the eigenvalues 

of the matrix A then ljkk
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A , ,...3,2=k . Applying to the 
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the zeros of the characteristic polynomial of A 

 

01
1

1 ...]det[ asasasAsI n
n

n
n ++++=− −

− .      (8) 

 

Definition 2. [8] The fractional system (1) - (3) is called 

(internally) positive if ntx +ℜ∈)( , ],0[ +∞∈t  for all 

nx +ℜ∈0 . 

Definition 3. [2, 18] A matrix 
nn

ijaA
×ℜ∈= ][  is called 

Metzler matrix if 0≥ija  for ji ≠ , nji ,...,1, = . 

Theorem 2. [8] The fractional system (1) - (3) is positive 

if and only if 

nMA∈  and 10 << α .                      (9) 

 

Definition 4. [8] The positive fractional system (1) - (3) 

(the matrix A) is called asymptotically stable if 

 

0)(lim =
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 for all nx +ℜ∈0 .              (10) 

 

Theorem 3. [8] The positive fractional system (1) - (3) 
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Theorem 4. [21-22] Let ls , nl ,...,1=  be the eigenvalues 

(not necessarily distinct) of the matrix nnA ×ℜ∈  and 

)( lsf  be well defined on the spectrum },...,,{ 21 nA sss=σ  

of A. Then )( lsf , nl ,...,1=  are the eigenvalues of the 

matrix A. 

For example if ls , nl ,...,1=  are the nonzero eigenvalues 

of the matrix nnA ×ℜ∈  then 1−
ls , nl ,...,1=  are the 

eigenvalues of the inverse matrix 1−
A . 
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)(
)(

tAx
dt

txd
−=

α

α
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is unstable. 

Proof. By Theorem 3 if  ks , nk ,...,1=  are the 

eigenvalues of A then ls− , nl ,...,1=  are the eigenvalues 

of A− . Therefore, the system (12) is asymptotically stable 

if and only if the system (13) is unstable. □ 

3. Fractional linear systems 

Case 1, ,...3,2=k  

First we shall consider the asymptotic stability of the 

fractional continuous-time linear systems of the form 
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Proof. By Theorem 3 if ls , nl ,...,1=  are the eigenvalues 

of the matrix A then ljkk
l

k
l ess

ϕ= , nl ,...,1=  are the 

eigenvalues of the matrix k
A , ,...3,2=k . Applying to the 

system (14) Theorem 1 we obtain the condition (15). □ 

Example 1. Consider the fractional system (14) for 

20 << α  and 


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

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
−−

=
11

10
A                              (16) 

for ,...3,2=k . 

The characteristic polynomial of (16) has the form 

� (13)

is unstable.

Proof. By Theorem 3 if  sk, k = 1, …, n are the eigenvalues of 
A then –sl, l = 1, …, n are the eigenvalues of –A. Therefore, the 
system (12) is asymptotically stable if and only if the system 
(13) is unstable. □

3.	 Fractional linear systems

Case 1. k = 2, 3, … First we shall consider the asymptotic sta-
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Definition 1. [8] The system (1) (or equivalently the 
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Definition 2. [8] The fractional system (1) - (3) is called 

(internally) positive if ntx +ℜ∈)( , ],0[ +∞∈t  for all 

nx +ℜ∈0 . 

Definition 3. [2, 18] A matrix 
nn

ijaA
×ℜ∈= ][  is called 

Metzler matrix if 0≥ija  for ji ≠ , nji ,...,1, = . 

Theorem 2. [8] The fractional system (1) - (3) is positive 

if and only if 

nMA∈  and 10 << α .                      (9) 

 

Definition 4. [8] The positive fractional system (1) - (3) 

(the matrix A) is called asymptotically stable if 

 

0)(lim =
∞→

tx
t

 for all nx +ℜ∈0 .              (10) 

 

Theorem 3. [8] The positive fractional system (1) - (3) 

(the matrix A) is asymptotically stable if and only if the 

eigenvalues ij
ii ess

ϕ= , ni ,...,1=  of the matrix nMA∈  
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Theorem 4. [21-22] Let ls , nl ,...,1=  be the eigenvalues 

(not necessarily distinct) of the matrix nnA ×ℜ∈  and 

)( lsf  be well defined on the spectrum },...,,{ 21 nA sss=σ  

of A. Then )( lsf , nl ,...,1=  are the eigenvalues of the 

matrix A. 

For example if ls , nl ,...,1=  are the nonzero eigenvalues 

of the matrix nnA ×ℜ∈  then 1−
ls , nl ,...,1=  are the 

eigenvalues of the inverse matrix 1−
A . 

Theorem 5. The fractional linear system 
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=

α

α

, nnA ×ℜ∈ , 20 << α       (12) 

 

is asymptotically stable if and only if the system 
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, nnA ×ℜ∈ , 20 << α      (13) 

 

is unstable. 

Proof. By Theorem 3 if  ks , nk ,...,1=  are the 

eigenvalues of A then ls− , nl ,...,1=  are the eigenvalues 

of A− . Therefore, the system (12) is asymptotically stable 

if and only if the system (13) is unstable. □ 

3. Fractional linear systems 

Case 1, ,...3,2=k  

First we shall consider the asymptotic stability of the 

fractional continuous-time linear systems of the form 
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for ,...3,2=k . 

Theorem 6. The fractional continuous-time linear system 
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the eigenvalues lj
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ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition 
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Proof. By Theorem 3 if ls , nl ,...,1=  are the eigenvalues 

of the matrix A then ljkk
l

k
l ess

ϕ= , nl ,...,1=  are the 

eigenvalues of the matrix k
A , ,...3,2=k . Applying to the 

system (14) Theorem 1 we obtain the condition (15). □ 

Example 1. Consider the fractional system (14) for 

20 << α  and 









−−

=
11

10
A                              (16) 

for ,...3,2=k . 

The characteristic polynomial of (16) has the form 

� (14)

for k = 2, 3, ….

Theorem 6. The fractional continuous-time linear system (14) 
is asymptotically stable for k = 2, 3, … if and only if the ei-
genvalues sl = jslje jφl, l = 1, …, n of the matrix A satisfy the 
condition
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Definition 2. [8] The fractional system (1) - (3) is called 

(internally) positive if ntx +ℜ∈)( , ],0[ +∞∈t  for all 

nx +ℜ∈0 . 

Definition 3. [2, 18] A matrix 
nn

ijaA
×ℜ∈= ][  is called 

Metzler matrix if 0≥ija  for ji ≠ , nji ,...,1, = . 

Theorem 2. [8] The fractional system (1) - (3) is positive 

if and only if 

nMA∈  and 10 << α .                      (9) 

 

Definition 4. [8] The positive fractional system (1) - (3) 

(the matrix A) is called asymptotically stable if 
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 for all nx +ℜ∈0 .              (10) 

 

Theorem 3. [8] The positive fractional system (1) - (3) 
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satisfy the condition 

 

2

3

2

π
ϕ

π
<< i  for ni ,...,1=  and 10 << α .    (11) 

 

Theorem 4. [21-22] Let ls , nl ,...,1=  be the eigenvalues 

(not necessarily distinct) of the matrix nnA ×ℜ∈  and 

)( lsf  be well defined on the spectrum },...,,{ 21 nA sss=σ  

of A. Then )( lsf , nl ,...,1=  are the eigenvalues of the 

matrix A. 

For example if ls , nl ,...,1=  are the nonzero eigenvalues 

of the matrix nnA ×ℜ∈  then 1−
ls , nl ,...,1=  are the 

eigenvalues of the inverse matrix 1−
A . 

Theorem 5. The fractional linear system 
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is unstable. 

Proof. By Theorem 3 if  ks , nk ,...,1=  are the 

eigenvalues of A then ls− , nl ,...,1=  are the eigenvalues 

of A− . Therefore, the system (12) is asymptotically stable 

if and only if the system (13) is unstable. □ 

3. Fractional linear systems 

Case 1, ,...3,2=k  

First we shall consider the asymptotic stability of the 

fractional continuous-time linear systems of the form 
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for ,...3,2=k . 
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ϕ= , nl ,...,1=  of the matrix A 
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Proof. By Theorem 3 if ls , nl ,...,1=  are the eigenvalues 

of the matrix A then ljkk
l

k
l ess

ϕ= , nl ,...,1=  are the 

eigenvalues of the matrix k
A , ,...3,2=k . Applying to the 

system (14) Theorem 1 we obtain the condition (15). □ 

Example 1. Consider the fractional system (14) for 

20 << α  and 









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=
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A                              (16) 
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Definition 1. [8] The system (1) (or equivalently the 

matrix A) is called asymptotically stable if 
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Definition 2. [8] The fractional system (1) - (3) is called 

(internally) positive if ntx +ℜ∈)( , ],0[ +∞∈t  for all 

nx +ℜ∈0 . 

Definition 3. [2, 18] A matrix 
nn

ijaA
×ℜ∈= ][  is called 

Metzler matrix if 0≥ija  for ji ≠ , nji ,...,1, = . 

Theorem 2. [8] The fractional system (1) - (3) is positive 

if and only if 

nMA∈  and 10 << α .                      (9) 

 

Definition 4. [8] The positive fractional system (1) - (3) 

(the matrix A) is called asymptotically stable if 

 

0)(lim =
∞→

tx
t

 for all nx +ℜ∈0 .              (10) 

 

Theorem 3. [8] The positive fractional system (1) - (3) 

(the matrix A) is asymptotically stable if and only if the 

eigenvalues ij
ii ess

ϕ= , ni ,...,1=  of the matrix nMA∈  

satisfy the condition 
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Theorem 4. [21-22] Let ls , nl ,...,1=  be the eigenvalues 

(not necessarily distinct) of the matrix nnA ×ℜ∈  and 

)( lsf  be well defined on the spectrum },...,,{ 21 nA sss=σ  

of A. Then )( lsf , nl ,...,1=  are the eigenvalues of the 

matrix A. 

For example if ls , nl ,...,1=  are the nonzero eigenvalues 

of the matrix nnA ×ℜ∈  then 1−
ls , nl ,...,1=  are the 

eigenvalues of the inverse matrix 1−
A . 

Theorem 5. The fractional linear system 
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is asymptotically stable if and only if the system 

 

)(
)(

tAx
dt

txd
−=

α

α
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is unstable. 

Proof. By Theorem 3 if  ks , nk ,...,1=  are the 

eigenvalues of A then ls− , nl ,...,1=  are the eigenvalues 

of A− . Therefore, the system (12) is asymptotically stable 

if and only if the system (13) is unstable. □ 

3. Fractional linear systems 

Case 1, ,...3,2=k  

First we shall consider the asymptotic stability of the 

fractional continuous-time linear systems of the form 

 

)(
)(

txA
dt

txd k=
α

α

, nnA ×ℜ∈ , 20 << α        (14) 

 

for ,...3,2=k . 

Theorem 6. The fractional continuous-time linear system 
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Proof. By Theorem 3 if ls , nl ,...,1=  are the eigenvalues 

of the matrix A then ljkk
l

k
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ϕ= , nl ,...,1=  are the 

eigenvalues of the matrix k
A , ,...3,2=k . Applying to the 

system (14) Theorem 1 we obtain the condition (15). □ 

Example 1. Consider the fractional system (14) for 

20 << α  and 
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
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for ,...3,2=k . 

The characteristic polynomial of (16) has the form 
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Proof. By Theorem 3 if sl, l = 1, …, n are the eigenvalues of 
the matrix A then sl

k = jsl
kje jkφl, l = 1, …, n are the eigenvalues 

of the matrix Ak, k = 2, 3, … Applying to the system (14) The-
orem 1 we obtain the condition (15). □

Example 1. Consider the fractional system (14) for 0 < α < 2 
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Definition 1. [8] The system (1) (or equivalently the 
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Definition 2. [8] The fractional system (1) - (3) is called 

(internally) positive if ntx +ℜ∈)( , ],0[ +∞∈t  for all 

nx +ℜ∈0 . 

Definition 3. [2, 18] A matrix 
nn

ijaA
×ℜ∈= ][  is called 

Metzler matrix if 0≥ija  for ji ≠ , nji ,...,1, = . 

Theorem 2. [8] The fractional system (1) - (3) is positive 

if and only if 

nMA∈  and 10 << α .                      (9) 

 

Definition 4. [8] The positive fractional system (1) - (3) 

(the matrix A) is called asymptotically stable if 
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Theorem 3. [8] The positive fractional system (1) - (3) 
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ii ess
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Theorem 4. [21-22] Let ls , nl ,...,1=  be the eigenvalues 

(not necessarily distinct) of the matrix nnA ×ℜ∈  and 

)( lsf  be well defined on the spectrum },...,,{ 21 nA sss=σ  

of A. Then )( lsf , nl ,...,1=  are the eigenvalues of the 

matrix A. 

For example if ls , nl ,...,1=  are the nonzero eigenvalues 

of the matrix nnA ×ℜ∈  then 1−
ls , nl ,...,1=  are the 

eigenvalues of the inverse matrix 1−
A . 

Theorem 5. The fractional linear system 

 

)(
)(

tAx
dt

txd
=

α

α

, nnA ×ℜ∈ , 20 << α       (12) 

 

is asymptotically stable if and only if the system 

 

)(
)(

tAx
dt

txd
−=

α

α

, nnA ×ℜ∈ , 20 << α      (13) 

 

is unstable. 

Proof. By Theorem 3 if  ks , nk ,...,1=  are the 

eigenvalues of A then ls− , nl ,...,1=  are the eigenvalues 

of A− . Therefore, the system (12) is asymptotically stable 

if and only if the system (13) is unstable. □ 

3. Fractional linear systems 

Case 1, ,...3,2=k  

First we shall consider the asymptotic stability of the 

fractional continuous-time linear systems of the form 

 

)(
)(

txA
dt

txd k=
α

α

, nnA ×ℜ∈ , 20 << α        (14) 

 

for ,...3,2=k . 

Theorem 6. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...3,2=k  if and only if 

the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition 

 

nlk
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,...,2,1  and...3,2for

2
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2
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2
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






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ϕ
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α
π

πϕα
π

 (15) 

 

Proof. By Theorem 3 if ls , nl ,...,1=  are the eigenvalues 

of the matrix A then ljkk
l

k
l ess

ϕ= , nl ,...,1=  are the 

eigenvalues of the matrix k
A , ,...3,2=k . Applying to the 

system (14) Theorem 1 we obtain the condition (15). □ 

Example 1. Consider the fractional system (14) for 

20 << α  and 









−−

=
11

10
A                              (16) 

for ,...3,2=k . 

The characteristic polynomial of (16) has the form 

� (16)

for k = 2, 3, …
The characteristic polynomial of (16) has the form

	

3 

 1
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1
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2
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+

−
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s
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and its zeros are 
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From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 
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4
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2
1

ππ
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The system is unstable for 3=k  and 20 << α  since 
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π
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and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 









−−

=
32

10
A  and 20 << α .           (21) 

 

The characteristic polynomial of (21) has the form 
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1
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2
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+

−
=− ss

s

s
AsI         (22) 

 

and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  
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Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 

 








 −−
=−

01

111
A                            (26) 

 

and its eigenvalues are: 
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The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 
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
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
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Therefore, the fractional system with (27) is also 

asymptotically stable. 

For (16) and 3−=k  we have 
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
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
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and the fractional system with (28) is unstable. 
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and its zeros are
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From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 
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The system is unstable for 3=k  and 20 << α  since 
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and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 









−−

=
32

10
A  and 20 << α .           (21) 

 

The characteristic polynomial of (21) has the form 

 

23
32

1
]det[

2
2 ++=

+

−
=− ss

s

s
AsI         (22) 

 

and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  
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2

2
2
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2
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
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
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−<−<
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ϕ
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π

πϕα
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Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 

 








 −−
=−

01

111
A                            (26) 

 

and its eigenvalues are: 
3

4

3

2

1
1

ππ
j

ees
j

==
−

− , 3

2

1
2

π
j

es =− . 

The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 

 









−−

=−

11

102
A                          (27) 

 

and its eigenvalues are: 3

2

1
2

1

π
j

ess ==− , 3

4

2
2

2

π
j

ess ==− . 

Therefore, the fractional system with (27) is also 

asymptotically stable. 

For (16) and 3−=k  we have 

 









=−

10

013
A                              (28) 

 

and the fractional system with (28) is unstable. 

� (18)
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From (18) and (15) it follows that the system with (16) is as-
ymptotically stable for k = 1 and 0 < α < 4/3. The system is 
also asymptotically stable for k = 2 and 0 < α < 4/3 since
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1
]det[

2
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+

−
=− ss

s

s
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and its zeros are 
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From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 

 

3

4
2

3

2

2
1

ππ
jj

ees =












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2
2

3
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2
2
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


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
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
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The system is unstable for 3=k  and 20 << α  since 

 

o
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3
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3

2

3
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j
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
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
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       (20) 

 

and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 









−−

=
32

10
A  and 20 << α .           (21) 

 

The characteristic polynomial of (21) has the form 

 

23
32

1
]det[

2
2 ++=

+

−
=− ss

s

s
AsI         (22) 

 

and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  

 

.
2

2
2
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2
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




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απ
ϕ
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πϕα
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              (25) 

 

Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 

 








 −−
=−

01

111
A                            (26) 

 

and its eigenvalues are: 
3

4

3

2

1
1

ππ
j

ees
j

==
−

− , 3

2

1
2

π
j

es =− . 

The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 

 









−−

=−

11

102
A                          (27) 

 

and its eigenvalues are: 3

2

1
2

1

π
j

ess ==− , 3

4

2
2

2

π
j

ess ==− . 

Therefore, the fractional system with (27) is also 

asymptotically stable. 

For (16) and 3−=k  we have 

 









=−

10

013
A                              (28) 

 

and the fractional system with (28) is unstable. 

.� (19)

The system is unstable for k = 3 and 0 < α < 2 since
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1
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2
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and its zeros are 
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From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 
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4
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2

2
1

ππ
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
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=  and 3
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
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The system is unstable for 3=k  and 20 << α  since 
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       (20) 

 

and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 









−−

=
32

10
A  and 20 << α .           (21) 

 

The characteristic polynomial of (21) has the form 

 

23
32

1
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2
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+

−
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and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  
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Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 

 








 −−
=−

01

111
A                            (26) 

 

and its eigenvalues are: 
3

4

3

2

1
1

ππ
j

ees
j

==
−

− , 3

2

1
2

π
j

es =− . 

The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 

 









−−

=−

11

102
A                          (27) 

 

and its eigenvalues are: 3

2

1
2

1

π
j

ess ==− , 3

4

2
2

2

π
j

ess ==− . 

Therefore, the fractional system with (27) is also 

asymptotically stable. 

For (16) and 3−=k  we have 

 









=−

10

013
A                              (28) 

 

and the fractional system with (28) is unstable. 

� (20)

and the condition (15) is not satisfied.
It is easy to show that the fractional system (14) with (16) 

and 0 < α < 2 is asymptotically stable for k = 2l, l = 1, 2, … 
and unstable for k = 2l + 1, l = 1, 2, …

Example 2. Consider the system (14) with
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and its zeros are 
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From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 
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The system is unstable for 3=k  and 20 << α  since 
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and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 


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
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The characteristic polynomial of (21) has the form 
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and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 
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1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  
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Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 
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The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 
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
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Therefore, the fractional system with (27) is also 
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For (16) and 3−=k  we have 

 


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


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and the fractional system with (28) is unstable. 

.� (21)

The characteristic polynomial of (21) has the form
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From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 
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The system is unstable for 3=k  and 20 << α  since 
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and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 


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

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
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=
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A  and 20 << α .           (21) 

 

The characteristic polynomial of (21) has the form 
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s
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and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
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2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  
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Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 
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
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

 −−
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and its eigenvalues are: 
3
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1
1

ππ
j
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− , 3
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π
j
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The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 

 









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A                          (27) 

 

and its eigenvalues are: 3

2

1
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1

π
j

ess ==− , 3
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Therefore, the fractional system with (27) is also 

asymptotically stable. 

For (16) and 3−=k  we have 
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
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and the fractional system with (28) is unstable. 

� (22)

and its zeros are: s1 = –1, s2 = –2.
The system for k = 1 is asymptotically stable for 0 < α < 2 

but for k = 2 is unstable since
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From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 
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The system is unstable for 3=k  and 20 << α  since 
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and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 









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=
32

10
A  and 20 << α .           (21) 

 

The characteristic polynomial of (21) has the form 
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1
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2
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−
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s
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and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  
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Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 

 








 −−
=−

01
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A                            (26) 

 

and its eigenvalues are: 
3

4

3

2

1
1

ππ
j
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j
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−

− , 3
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1
2

π
j
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The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 

 


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

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
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A                          (27) 

 

and its eigenvalues are: 3

2

1
2

1

π
j
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4

2
2

2

π
j
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Therefore, the fractional system with (27) is also 

asymptotically stable. 

For (16) and 3−=k  we have 
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




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and the fractional system with (28) is unstable. 

� (23)

and the condition (15) is not satisfied.
For k = 3 and 0 < α < 2 the system is asymptotically stable 

since
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and its zeros are 
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From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 
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The system is unstable for 3=k  and 20 << α  since 
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and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 









−−

=
32

10
A  and 20 << α .           (21) 

 

The characteristic polynomial of (21) has the form 

 

23
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1
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2
2 ++=

+

−
=− ss

s

s
AsI         (22) 

 

and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  
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Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 

 








 −−
=−
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A                            (26) 

 

and its eigenvalues are: 
3

4

3
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1
1

ππ
j
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j
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−

− , 3
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1
2

π
j
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The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 

 


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
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
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and its eigenvalues are: 3
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Therefore, the fractional system with (27) is also 

asymptotically stable. 

For (16) and 3−=k  we have 

 


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
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and the fractional system with (28) is unstable. 

� (24)

and the condition (15) is satisfied.
In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for k = 2l + 1, l = 0, 1, … and 
unstable for k = 2l, l = 1, 2, … and 0 < α < 2.

Case 2. k = –1, –2, … Consider the asymptotic stability of the 
system (14) for k = –1, –2, …

Theorem 7. The fractional continuous-time linear system (14) 
is asymptotically stable for k = –1, –2, … if and only if the 

eigenvalues sl = jslje jφl, l = 1, …, n of the matrix A satisfy the 
condition
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and its zeros are 
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From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 
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The system is unstable for 3=k  and 20 << α  since 
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and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 


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
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=
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10
A  and 20 << α .           (21) 

 

The characteristic polynomial of (21) has the form 
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and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  
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Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 
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


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
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3
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j
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− , 3
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The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 

 









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=−
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A                          (27) 

 

and its eigenvalues are: 3

2

1
2

1

π
j

ess ==− , 3

4

2
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2

π
j

ess ==− . 

Therefore, the fractional system with (27) is also 

asymptotically stable. 

For (16) and 3−=k  we have 

 









=−

10
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A                              (28) 

 

and the fractional system with (28) is unstable. 

� (25)

Proof. The proof is similar to the proof of Theorem 6.

Example 3. (Continuation of Example 1) The inverse matrix 
of (16) has the form
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and its zeros are 
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From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 
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The system is unstable for 3=k  and 20 << α  since 
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and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 
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Proof. The proof is similar to the proof of Theorem 6. 
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From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 

 

3

4
2

3

2

2
1

ππ
jj

ees =












=  and 3

2
2

3

4

2
2

ππ
jj

ees =












= . (19) 

 

The system is unstable for 3=k  and 20 << α  since 

 

o

o

04

3

3

4

3
2

02

3

3

2

3
1 and

jj
j

jj
j

eees

eees

==












=

==












=

π
π

π
π

       (20) 

 

and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 









−−

=
32

10
A  and 20 << α .           (21) 

 

The characteristic polynomial of (21) has the form 

 

23
32

1
]det[

2
2 ++=

+

−
=− ss

s

s
AsI         (22) 

 

and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  

 

.
2

2
2

or
2

2
2









−−<<−

−<−<

απ
ϕ

απ

α
π

πϕα
π

kk

k

l

l

              (25) 

 

Proof. The proof is similar to the proof of Theorem 6. 
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Proof. The proof is similar to the proof of Theorem 6. 
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20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  

 

.
2

2
2

or
2

2
2









−−<<−

−<−<

απ
ϕ

απ

α
π

πϕα
π

kk

k

l

l

              (25) 

 

Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 

 








 −−
=−

01

111
A                            (26) 

 

and its eigenvalues are: 
3

4

3

2

1
1

ππ
j

ees
j

==
−

− , 3

2

1
2

π
j

es =− . 

The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 

 









−−

=−

11

102
A                          (27) 

 

and its eigenvalues are: 3

2

1
2

1

π
j

ess ==− , 3

4

2
2

2

π
j

ess ==− . 

Therefore, the fractional system with (27) is also 

asymptotically stable. 

For (16) and 3−=k  we have 

 









=−

10

013
A                              (28) 

 

and the fractional system with (28) is unstable. 

� (27)

and its eigenvalues are: s1
–2 = s1 = e

3 

 1
11

1
]det[

2
2 ++=

+

−
=− ss

s

s
AsI               (17) 

 

and its zeros are 

 

.
2

3

2

1

,
2

3

2

1

3

4

3

2

2

3

2

1

ππ

π

jj

j

eejs

ejs

==−−=

=+−=

−

           (18) 

 

From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 

 

3

4
2

3

2

2
1

ππ
jj

ees =












=  and 3

2
2

3

4

2
2

ππ
jj

ees =












= . (19) 

 

The system is unstable for 3=k  and 20 << α  since 

 

o

o

04

3

3

4

3
2

02

3

3

2

3
1 and

jj
j

jj
j

eees

eees

==












=

==












=

π
π

π
π

       (20) 

 

and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 









−−

=
32

10
A  and 20 << α .           (21) 

 

The characteristic polynomial of (21) has the form 

 

23
32

1
]det[

2
2 ++=

+

−
=− ss

s

s
AsI         (22) 

 

and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  

 

.
2

2
2

or
2

2
2









−−<<−

−<−<

απ
ϕ

απ

α
π

πϕα
π

kk

k

l

l

              (25) 

 

Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 

 








 −−
=−

01

111
A                            (26) 

 

and its eigenvalues are: 
3

4

3

2

1
1

ππ
j

ees
j

==
−

− , 3

2

1
2

π
j

es =− . 

The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 

 









−−

=−

11

102
A                          (27) 

 

and its eigenvalues are: 3

2

1
2

1

π
j

ess ==− , 3

4

2
2

2

π
j

ess ==− . 

Therefore, the fractional system with (27) is also 

asymptotically stable. 

For (16) and 3−=k  we have 

 









=−

10

013
A                              (28) 

 

and the fractional system with (28) is unstable. 

, s2
–2 = s2 = e

3 

 1
11

1
]det[

2
2 ++=

+

−
=− ss

s

s
AsI               (17) 

 

and its zeros are 

 

.
2

3

2

1

,
2

3

2

1

3

4

3

2

2

3

2

1

ππ

π

jj

j

eejs

ejs

==−−=

=+−=

−

           (18) 

 

From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 

 

3

4
2

3

2

2
1

ππ
jj

ees =












=  and 3

2
2

3

4

2
2

ππ
jj

ees =












= . (19) 

 

The system is unstable for 3=k  and 20 << α  since 

 

o

o

04

3

3

4

3
2

02

3

3

2

3
1 and

jj
j

jj
j

eees

eees

==












=

==












=

π
π

π
π

       (20) 

 

and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 









−−

=
32

10
A  and 20 << α .           (21) 

 

The characteristic polynomial of (21) has the form 

 

23
32

1
]det[

2
2 ++=

+

−
=− ss

s

s
AsI         (22) 

 

and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  

 

.
2

2
2

or
2

2
2









−−<<−

−<−<

απ
ϕ

απ

α
π

πϕα
π

kk

k

l

l

              (25) 

 

Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 

 








 −−
=−

01

111
A                            (26) 

 

and its eigenvalues are: 
3

4

3

2

1
1

ππ
j

ees
j

==
−

− , 3

2

1
2

π
j

es =− . 

The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 

 









−−

=−

11

102
A                          (27) 

 

and its eigenvalues are: 3

2

1
2

1

π
j

ess ==− , 3

4

2
2

2

π
j

ess ==− . 

Therefore, the fractional system with (27) is also 

asymptotically stable. 

For (16) and 3−=k  we have 

 









=−

10

013
A                              (28) 

 

and the fractional system with (28) is unstable. 

3 

 1
11

1
]det[

2
2 ++=

+

−
=− ss

s

s
AsI               (17) 

 

and its zeros are 

 

.
2

3

2

1

,
2

3

2

1

3

4

3

2

2

3

2

1

ππ

π

jj

j

eejs

ejs

==−−=

=+−=

−

           (18) 

 

From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 

 

3

4
2

3

2

2
1

ππ
jj

ees =












=  and 3

2
2

3

4

2
2

ππ
jj

ees =












= . (19) 

 

The system is unstable for 3=k  and 20 << α  since 

 

o

o

04

3

3

4

3
2

02

3

3

2

3
1 and

jj
j

jj
j

eees

eees

==












=

==












=

π
π

π
π

       (20) 

 

and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 









−−

=
32

10
A  and 20 << α .           (21) 

 

The characteristic polynomial of (21) has the form 

 

23
32

1
]det[

2
2 ++=

+

−
=− ss

s

s
AsI         (22) 

 

and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  

 

.
2

2
2

or
2

2
2









−−<<−

−<−<

απ
ϕ

απ

α
π

πϕα
π

kk

k

l

l

              (25) 

 

Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 

 








 −−
=−

01

111
A                            (26) 

 

and its eigenvalues are: 
3

4

3

2

1
1

ππ
j

ees
j

==
−

− , 3

2

1
2

π
j

es =− . 

The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 

 









−−

=−

11

102
A                          (27) 

 

and its eigenvalues are: 3

2

1
2

1

π
j

ess ==− , 3

4

2
2

2

π
j

ess ==− . 

Therefore, the fractional system with (27) is also 

asymptotically stable. 

For (16) and 3−=k  we have 

 









=−

10

013
A                              (28) 

 

and the fractional system with (28) is unstable. 

.
Therefore, the fractional system with (27) is also asymp-

totically stable.
For (16) and k = –3 we have

	

3 

 1
11

1
]det[

2
2 ++=

+

−
=− ss

s

s
AsI               (17) 

 

and its zeros are 

 

.
2

3

2

1

,
2

3

2

1

3

4

3

2

2

3

2

1

ππ

π

jj

j

eejs

ejs

==−−=

=+−=

−

           (18) 

 

From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 

 

3

4
2

3

2

2
1

ππ
jj

ees =












=  and 3

2
2

3

4

2
2

ππ
jj

ees =












= . (19) 

 

The system is unstable for 3=k  and 20 << α  since 

 

o

o

04

3

3

4

3
2

02

3

3

2

3
1 and

jj
j

jj
j

eees

eees

==












=

==












=

π
π

π
π

       (20) 

 

and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 









−−

=
32

10
A  and 20 << α .           (21) 

 

The characteristic polynomial of (21) has the form 

 

23
32

1
]det[

2
2 ++=

+

−
=− ss

s

s
AsI         (22) 

 

and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  

 

.
2

2
2

or
2

2
2









−−<<−

−<−<

απ
ϕ

απ

α
π

πϕα
π

kk

k

l

l

              (25) 

 

Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 

 








 −−
=−

01

111
A                            (26) 

 

and its eigenvalues are: 
3

4

3

2

1
1

ππ
j

ees
j

==
−

− , 3

2

1
2

π
j

es =− . 

The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 

 









−−

=−

11

102
A                          (27) 

 

and its eigenvalues are: 3

2

1
2

1

π
j

ess ==− , 3

4

2
2

2

π
j

ess ==− . 

Therefore, the fractional system with (27) is also 

asymptotically stable. 

For (16) and 3−=k  we have 

 









=−

10

013
A                              (28) 

 

and the fractional system with (28) is unstable. 

� (28)

and the fractional system with (28) is unstable.
Note that the fractional system with (16) is unstable for 

k = –3, –6, … since

	

4 

Note that the fractional system with (16) is unstable for 

,...6,3 −−=k  since 

 

.,...6,3for

1)(and1)( 3

2

1
2

3

4

1
1

=

==== −−

k

eses

k
j

k

k
j

k

ππ

 (29) 

 

Example 4. (Continuation of Example 2) The inverse 

matrix of (21) has the form 

 














−−

=−

01
2

1

2

3
1

A                              (30) 

and its eigenvalues are: 
3

4

11
1

π

π
j

ees j ==−= −− , 

πj
es

−− =−=
2

1

2

11
2 . 

The fractional system with (30) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

For 2−=k  the eigenvalues of the matrix 

 

















−−

=−

2

1

2

3
4

3

4

7

2
A                              (31) 

 

are 
o02

1 1 jes ==− , 
o02

2
4

1 j
es =−

 and the fractional system 

with (31) is unstable since the condition (25) is not 

satisfied for 2−=k . 

It is easy to show that the fractional system with (21) is 

asymptotically stable for )21( lk +−= , ,...1,0=l  and it is 

unstable for lk 2−= , ,...2,1=l  and 20 << α . 

 

Case 3, 
q

p
k =  or 

q

p
k −= , ,...}2,1{, =qp  

Theorem 8. The fractional continuous-time linear system 

(14) is asymptotically stable for 
q

p
k ±= , ,...}2,1{, =qp  

if and only if the eigenvalues lj
ll ess

ϕ= , nl ,...,2,1=  of 

the matrix A satisfy the condition 

 

α
π

πϕα
π

2
2

2
−<±< l

q

p
 for nl ,...,1= .     (32) 

 

Proof. If ls , nl ,...,1=  are the eigenvalues of A then by 

Theorem 3 q

p

ls
±

, nl ,...,1=  are the eigenvalues of the 

matrix q

p

A
±

, and next applying Theorem 1 to the system 

(14) we obtain the condition (31). □ 

Example 5. (Continuation of Example 2) For 
3

2
=

q

p
 the 

eigenvalues of the matrix 

 

3

2

32

10








−−

=A                           (33) 

 

are 3

2

3

2

3

2

1 )()1(
3

2 π
π

j
j ees ==−= ,  

3

2

3

2

3

2

3

2

3

2

2 2)2()2(

π
π

j
j ees ==−=  and they satisfy the 

condition (32) for 20 << α . Therefore, the fractional 

system (14) with the matrix (21) is asymptotically stable 

for 2=p , 3=q  and 20 << α . 

For 
3

2
−=

q

p
 the eigenvalues of the matrix 

3

2

32

10
−









−−

=A                               (34) 

 

are 3

2

3

2

3

2

3

2

1 )()()1(
3

2 π
ππ

j
jj eees ===−=

−−−

, 

3

2

3

2

3

2

3

2

3

2

2 2)2()2(

π
π

j
j ees ==−=

−−−

 and they also satisfy 

the condition (32) for 20 << α . The fractional system 

(14) with (34) is also asymptotically stable. 

Theorem 9. The fractional continuous-time linear system 

(14) is unstable for all values of k (integer and rational) 

and 20 << α  if its matrix A has at least one real positive 

eigenvalue. 

Proof. If at least one eigenvalue ls , },...,1{ nl ∈  is 

positive then by Theorem 3 at least one eigenvalue of the 

matrix k
A  is also positive for all values (integer or 

rational) of k and the system is unstable for 20 << α . □ 

Example 6. Consider the fractional system (14) with the 

matrix 

















−

=

221

100

010

A  and 20 << α .       (35) 

 

The characteristic polynomial of (35) has the form 

 

122

221

10

01

]det[
23

3 −+−=

−−

−

−

=− sss

s

s

s

AsI    (36) 

 

� (29)

for k = –3, –6, …

Example 4. (Continuation of Example 2) The inverse matrix 
of (21) has the form

	

4 

Note that the fractional system with (16) is unstable for 

,...6,3 −−=k  since 

 

.,...6,3for

1)(and1)( 3

2

1
2

3

4

1
1

=

==== −−

k

eses

k
j

k

k
j

k

ππ

 (29) 

 

Example 4. (Continuation of Example 2) The inverse 

matrix of (21) has the form 

 














−−

=−

01
2

1

2

3
1

A                              (30) 

and its eigenvalues are: 
3

4

11
1

π

π
j

ees j ==−= −− , 

πj
es

−− =−=
2

1

2

11
2 . 

The fractional system with (30) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

For 2−=k  the eigenvalues of the matrix 

 

















−−

=−

2

1

2

3
4

3

4

7

2
A                              (31) 

 

are 
o02

1 1 jes ==− , 
o02

2
4

1 j
es =−

 and the fractional system 

with (31) is unstable since the condition (25) is not 

satisfied for 2−=k . 

It is easy to show that the fractional system with (21) is 

asymptotically stable for )21( lk +−= , ,...1,0=l  and it is 

unstable for lk 2−= , ,...2,1=l  and 20 << α . 

 

Case 3, 
q

p
k =  or 

q

p
k −= , ,...}2,1{, =qp  

Theorem 8. The fractional continuous-time linear system 

(14) is asymptotically stable for 
q

p
k ±= , ,...}2,1{, =qp  

if and only if the eigenvalues lj
ll ess

ϕ= , nl ,...,2,1=  of 

the matrix A satisfy the condition 

 

α
π

πϕα
π

2
2

2
−<±< l

q

p
 for nl ,...,1= .     (32) 

 

Proof. If ls , nl ,...,1=  are the eigenvalues of A then by 

Theorem 3 q

p

ls
±

, nl ,...,1=  are the eigenvalues of the 

matrix q

p

A
±

, and next applying Theorem 1 to the system 

(14) we obtain the condition (31). □ 

Example 5. (Continuation of Example 2) For 
3

2
=

q

p
 the 

eigenvalues of the matrix 

 

3

2

32

10








−−

=A                           (33) 

 

are 3

2

3

2

3

2

1 )()1(
3

2 π
π

j
j ees ==−= ,  

3

2

3

2

3

2

3

2

3

2

2 2)2()2(

π
π

j
j ees ==−=  and they satisfy the 

condition (32) for 20 << α . Therefore, the fractional 

system (14) with the matrix (21) is asymptotically stable 

for 2=p , 3=q  and 20 << α . 

For 
3

2
−=

q

p
 the eigenvalues of the matrix 

3

2

32

10
−









−−

=A                               (34) 

 

are 3

2

3

2

3

2

3

2

1 )()()1(
3

2 π
ππ

j
jj eees ===−=

−−−

, 

3

2

3

2

3

2

3

2

3

2

2 2)2()2(

π
π

j
j ees ==−=

−−−

 and they also satisfy 

the condition (32) for 20 << α . The fractional system 

(14) with (34) is also asymptotically stable. 

Theorem 9. The fractional continuous-time linear system 

(14) is unstable for all values of k (integer and rational) 

and 20 << α  if its matrix A has at least one real positive 

eigenvalue. 

Proof. If at least one eigenvalue ls , },...,1{ nl ∈  is 

positive then by Theorem 3 at least one eigenvalue of the 

matrix k
A  is also positive for all values (integer or 

rational) of k and the system is unstable for 20 << α . □ 

Example 6. Consider the fractional system (14) with the 

matrix 

















−

=

221

100

010

A  and 20 << α .       (35) 

 

The characteristic polynomial of (35) has the form 

 

122

221

10

01

]det[
23

3 −+−=

−−

−

−

=− sss

s

s

s

AsI    (36) 

 

� (30)

and its eigenvalues are: s1
–1 = –1 = e–jπ = e

3 

 1
11

1
]det[

2
2 ++=

+

−
=− ss

s

s
AsI               (17) 

 

and its zeros are 

 

.
2

3

2

1

,
2

3

2

1

3

4

3

2

2

3

2

1

ππ

π

jj

j

eejs

ejs

==−−=

=+−=

−

           (18) 

 

From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 

 

3

4
2

3

2

2
1

ππ
jj

ees =












=  and 3

2
2

3

4

2
2

ππ
jj

ees =












= . (19) 

 

The system is unstable for 3=k  and 20 << α  since 

 

o

o

04

3

3

4

3
2

02

3

3

2

3
1 and

jj
j

jj
j

eees

eees

==












=

==












=

π
π

π
π

       (20) 

 

and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 









−−

=
32

10
A  and 20 << α .           (21) 

 

The characteristic polynomial of (21) has the form 

 

23
32

1
]det[

2
2 ++=

+

−
=− ss

s

s
AsI         (22) 

 

and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  

 

.
2

2
2

or
2

2
2









−−<<−

−<−<

απ
ϕ

απ

α
π

πϕα
π

kk

k

l

l

              (25) 

 

Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 

 








 −−
=−

01

111
A                            (26) 

 

and its eigenvalues are: 
3

4

3

2

1
1

ππ
j

ees
j

==
−

− , 3

2

1
2

π
j

es =− . 

The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 

 









−−

=−

11

102
A                          (27) 

 

and its eigenvalues are: 3

2

1
2

1

π
j

ess ==− , 3

4

2
2

2

π
j

ess ==− . 

Therefore, the fractional system with (27) is also 

asymptotically stable. 

For (16) and 3−=k  we have 

 









=−

10

013
A                              (28) 

 

and the fractional system with (28) is unstable. 

3 

 1
11

1
]det[

2
2 ++=

+

−
=− ss

s

s
AsI               (17) 

 

and its zeros are 

 

.
2

3

2

1

,
2

3

2

1

3

4

3

2

2

3

2

1

ππ

π

jj

j

eejs

ejs

==−−=

=+−=

−

           (18) 

 

From (18) and (15) it follows that the system with (16) is 

asymptotically stable for 1=k  and 20 << α . The 

system is also asymptotically stable for 2=k  and 

20 << α  since 

 

3

4
2

3

2

2
1

ππ
jj

ees =












=  and 3

2
2

3

4

2
2

ππ
jj

ees =












= . (19) 

 

The system is unstable for 3=k  and 20 << α  since 

 

o

o

04

3

3

4

3
2

02

3

3

2

3
1 and

jj
j

jj
j

eees

eees

==












=

==












=

π
π

π
π

       (20) 

 

and the condition (15) is not satisfied. 

It is easy to show that the fractional system (14) with (16) 

and 20 << α  is asymptotically stable for lk 2= , 

,...2,1=l  and unstable for 12 += lk , ,...2,1=l . 

Example 2. Consider the system (14) with 

 









−−

=
32

10
A  and 20 << α .           (21) 

 

The characteristic polynomial of (21) has the form 

 

23
32

1
]det[

2
2 ++=

+

−
=− ss

s

s
AsI         (22) 

 

and its zeros are: 11 −=s , 22 −=s . 

The system for 1=k  is asymptotically stable for 

20 << α  but for 2=k  is unstable since 

 
o022

1 )1( jes =−=  and 
o022

2 4)2( jes =−=    (23) 

 

and the condition (15) is not satisfied. 

For 3=k  and 20 << α  the system is asymptotically 

stable since 

 
o18033

1 1)1( jes =−=−=  and 
o18023

2 8)2( jes =−=  (24) 

 

and the condition (15) is satisfied. 

In general case it is easy to show that the system (14) with 

(21) is asymptotically stable for 12 += lk , ,...1,0=l  and 

unstable for lk 2= , ,...2,1=l  and 20 << α . 

 

Case 2, ,...2,1 −−=k  

Consider the asymptotic stability of the system (14) 

for ,...2,1 −−=k . 

Theorem 7. The fractional continuous-time linear system 

(14) is asymptotically stable for ,...2,1 −−=k  if and only 

if the eigenvalues lj
ll ess

ϕ= , nl ,...,1=  of the matrix A 

satisfy the condition  

 

.
2

2
2

or
2

2
2









−−<<−

−<−<

απ
ϕ

απ

α
π

πϕα
π

kk

k

l

l

              (25) 

 

Proof. The proof is similar to the proof of Theorem 6. 

Example 3. (Continuation of Example 1) The inverse 

matrix of (16) has the form 

 








 −−
=−

01

111
A                            (26) 

 

and its eigenvalues are: 
3

4

3

2

1
1

ππ
j

ees
j

==
−

− , 3

2

1
2

π
j

es =− . 

The fractional system with (26) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

Note that for (16) and 2−=k  we have 

 









−−

=−

11

102
A                          (27) 

 

and its eigenvalues are: 3

2

1
2

1

π
j

ess ==− , 3

4

2
2

2

π
j

ess ==− . 

Therefore, the fractional system with (27) is also 

asymptotically stable. 

For (16) and 3−=k  we have 

 









=−

10

013
A                              (28) 

 

and the fractional system with (28) is unstable. 

, s2
–1 = – 1

2 = 12e–jπ.

The fractional system with (30) is asymptotically stable 
since the condition (25) is satisfied for k = –1 and 0 < α < 2.
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For k = –2 the eigenvalues of the matrix

	

4 

Note that the fractional system with (16) is unstable for 

,...6,3 −−=k  since 

 

.,...6,3for

1)(and1)( 3

2

1
2

3

4

1
1

=

==== −−

k

eses

k
j

k

k
j

k

ππ

 (29) 

 

Example 4. (Continuation of Example 2) The inverse 

matrix of (21) has the form 

 














−−

=−

01
2

1

2

3
1

A                              (30) 

and its eigenvalues are: 
3

4

11
1

π

π
j

ees j ==−= −− , 

πj
es

−− =−=
2

1

2

11
2 . 

The fractional system with (30) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

For 2−=k  the eigenvalues of the matrix 

 

















−−

=−

2

1

2

3
4

3

4

7

2
A                              (31) 

 

are 
o02

1 1 jes ==− , 
o02

2
4

1 j
es =−

 and the fractional system 

with (31) is unstable since the condition (25) is not 

satisfied for 2−=k . 

It is easy to show that the fractional system with (21) is 

asymptotically stable for )21( lk +−= , ,...1,0=l  and it is 

unstable for lk 2−= , ,...2,1=l  and 20 << α . 

 

Case 3, 
q

p
k =  or 

q

p
k −= , ,...}2,1{, =qp  

Theorem 8. The fractional continuous-time linear system 

(14) is asymptotically stable for 
q

p
k ±= , ,...}2,1{, =qp  

if and only if the eigenvalues lj
ll ess

ϕ= , nl ,...,2,1=  of 

the matrix A satisfy the condition 

 

α
π

πϕα
π

2
2

2
−<±< l

q

p
 for nl ,...,1= .     (32) 

 

Proof. If ls , nl ,...,1=  are the eigenvalues of A then by 

Theorem 3 q

p

ls
±

, nl ,...,1=  are the eigenvalues of the 

matrix q

p

A
±

, and next applying Theorem 1 to the system 

(14) we obtain the condition (31). □ 

Example 5. (Continuation of Example 2) For 
3

2
=

q

p
 the 

eigenvalues of the matrix 

 

3

2

32

10








−−

=A                           (33) 

 

are 3

2

3

2

3

2

1 )()1(
3

2 π
π

j
j ees ==−= ,  

3

2

3

2

3

2

3

2

3

2

2 2)2()2(

π
π

j
j ees ==−=  and they satisfy the 

condition (32) for 20 << α . Therefore, the fractional 

system (14) with the matrix (21) is asymptotically stable 

for 2=p , 3=q  and 20 << α . 

For 
3

2
−=

q

p
 the eigenvalues of the matrix 

3

2

32

10
−









−−

=A                               (34) 

 

are 3

2

3

2

3

2

3

2

1 )()()1(
3

2 π
ππ

j
jj eees ===−=

−−−

, 

3

2

3

2

3

2

3

2

3

2

2 2)2()2(

π
π

j
j ees ==−=

−−−

 and they also satisfy 

the condition (32) for 20 << α . The fractional system 

(14) with (34) is also asymptotically stable. 

Theorem 9. The fractional continuous-time linear system 

(14) is unstable for all values of k (integer and rational) 

and 20 << α  if its matrix A has at least one real positive 

eigenvalue. 

Proof. If at least one eigenvalue ls , },...,1{ nl ∈  is 

positive then by Theorem 3 at least one eigenvalue of the 

matrix k
A  is also positive for all values (integer or 

rational) of k and the system is unstable for 20 << α . □ 

Example 6. Consider the fractional system (14) with the 

matrix 

















−

=

221

100

010

A  and 20 << α .       (35) 

 

The characteristic polynomial of (35) has the form 

 

122

221

10

01

]det[
23

3 −+−=

−−

−

−

=− sss

s

s

s

AsI    (36) 

 

� (31)

are s1
–2 = 1 = e j0°, s2

–2 = 1/4e j0° and the fractional system with 
(31) is unstable since the condition (25) is not satisfied for 
k = –2.

It is easy to show that the fractional system with (21) is 
asymptotically stable for k = –(1 + 2l), l = 0, 1, … and it is 
unstable for k = –2l, l = 1, 2, … and 0 < α < 2.

Case 3. k =  p
q  or k = – p

q , p, q = {1, 2, …}

Theorem 8. The fractional continuous-time linear system (14) 
is asymptotically stable for k = §p/q, p, q = {1, 2, …} if and 
only if the eigenvalues sl = jslje jφl, l = 1, 2, …, n of the matrix 
A satisfy the condition

	

4 

Note that the fractional system with (16) is unstable for 

,...6,3 −−=k  since 

 

.,...6,3for

1)(and1)( 3

2

1
2

3

4

1
1

=

==== −−

k

eses

k
j

k

k
j

k

ππ

 (29) 

 

Example 4. (Continuation of Example 2) The inverse 

matrix of (21) has the form 

 














−−

=−

01
2

1

2

3
1

A                              (30) 

and its eigenvalues are: 
3

4

11
1

π

π
j

ees j ==−= −− , 

πj
es

−− =−=
2

1

2

11
2 . 

The fractional system with (30) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 

For 2−=k  the eigenvalues of the matrix 

 

















−−

=−

2

1

2

3
4

3

4

7

2
A                              (31) 

 

are 
o02

1 1 jes ==− , 
o02

2
4

1 j
es =−

 and the fractional system 

with (31) is unstable since the condition (25) is not 

satisfied for 2−=k . 

It is easy to show that the fractional system with (21) is 

asymptotically stable for )21( lk +−= , ,...1,0=l  and it is 

unstable for lk 2−= , ,...2,1=l  and 20 << α . 

 

Case 3, 
q

p
k =  or 

q

p
k −= , ,...}2,1{, =qp  
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q

p
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Proof. If sl, l = 1, …, n are the eigenvalues of A then by The-
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the condition (32) for 20 << α . The fractional system 

(14) with (34) is also asymptotically stable. 

Theorem 9. The fractional continuous-time linear system 

(14) is unstable for all values of k (integer and rational) 

and 20 << α  if its matrix A has at least one real positive 

eigenvalue. 

Proof. If at least one eigenvalue ls , },...,1{ nl ∈  is 

positive then by Theorem 3 at least one eigenvalue of the 

matrix k
A  is also positive for all values (integer or 

rational) of k and the system is unstable for 20 << α . □ 
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Example 4. (Continuation of Example 2) The inverse 

matrix of (21) has the form 
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The fractional system with (30) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 
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with (31) is unstable since the condition (25) is not 

satisfied for 2−=k . 

It is easy to show that the fractional system with (21) is 

asymptotically stable for )21( lk +−= , ,...1,0=l  and it is 

unstable for lk 2−= , ,...2,1=l  and 20 << α . 

 

Case 3, 
q

p
k =  or 
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p
k −= , ,...}2,1{, =qp  

Theorem 8. The fractional continuous-time linear system 

(14) is asymptotically stable for 
q

p
k ±= , ,...}2,1{, =qp  

if and only if the eigenvalues lj
ll ess

ϕ= , nl ,...,2,1=  of 

the matrix A satisfy the condition 
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Proof. If ls , nl ,...,1=  are the eigenvalues of A then by 

Theorem 3 q

p

ls
±

, nl ,...,1=  are the eigenvalues of the 

matrix q

p

A
±

, and next applying Theorem 1 to the system 

(14) we obtain the condition (31). □ 
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 and they also satisfy 

the condition (32) for 20 << α . The fractional system 

(14) with (34) is also asymptotically stable. 

Theorem 9. The fractional continuous-time linear system 

(14) is unstable for all values of k (integer and rational) 

and 20 << α  if its matrix A has at least one real positive 

eigenvalue. 

Proof. If at least one eigenvalue ls , },...,1{ nl ∈  is 

positive then by Theorem 3 at least one eigenvalue of the 

matrix k
A  is also positive for all values (integer or 

rational) of k and the system is unstable for 20 << α . □ 

Example 6. Consider the fractional system (14) with the 
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the condition (32) for 0 < α < 4/3. The fractional system (14) 
with (34) is also asymptotically stable.

Theorem 9. The fractional continuous-time linear system (14) is 
unstable for all values of k (integer and rational) and 0 < α < 2 
if its matrix A has at least one real positive eigenvalue.

Proof. If at least one eigenvalue sl, l 2 {1, …, n} is positive then 
by Theorem 3 at least one eigenvalue of the matrix Ak is also 

positive for all values (integer or rational) of k and the system 
is unstable for 0 < α < 2. □

Example 6. Consider the fractional system (14) with the matrix
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since the condition (25) is satisfied for 1−=k  and 
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with (31) is unstable since the condition (25) is not 

satisfied for 2−=k . 

It is easy to show that the fractional system with (21) is 

asymptotically stable for )21( lk +−= , ,...1,0=l  and it is 

unstable for lk 2−= , ,...2,1=l  and 20 << α . 
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Theorem 8. The fractional continuous-time linear system 

(14) is asymptotically stable for 
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p
k ±= , ,...}2,1{, =qp  
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ll ess
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Proof. If ls , nl ,...,1=  are the eigenvalues of A then by 
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±

, and next applying Theorem 1 to the system 
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 and they also satisfy 

the condition (32) for 20 << α . The fractional system 

(14) with (34) is also asymptotically stable. 

Theorem 9. The fractional continuous-time linear system 

(14) is unstable for all values of k (integer and rational) 

and 20 << α  if its matrix A has at least one real positive 

eigenvalue. 

Proof. If at least one eigenvalue ls , },...,1{ nl ∈  is 

positive then by Theorem 3 at least one eigenvalue of the 

matrix k
A  is also positive for all values (integer or 

rational) of k and the system is unstable for 20 << α . □ 

Example 6. Consider the fractional system (14) with the 
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
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Example 4. (Continuation of Example 2) The inverse 

matrix of (21) has the form 

 














−−

=−

01
2

1

2

3
1

A                              (30) 

and its eigenvalues are: 
3

4

11
1

π

π
j

ees j ==−= −− , 

πj
es

−− =−=
2

1

2

11
2 . 

The fractional system with (30) is asymptotically stable 

since the condition (25) is satisfied for 1−=k  and 

20 << α . 
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with (31) is unstable since the condition (25) is not 

satisfied for 2−=k . 

It is easy to show that the fractional system with (21) is 

asymptotically stable for )21( lk +−= , ,...1,0=l  and it is 

unstable for lk 2−= , ,...2,1=l  and 20 << α . 
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Theorem 8. The fractional continuous-time linear system 

(14) is asymptotically stable for 
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if and only if the eigenvalues lj
ll ess
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the matrix A satisfy the condition 
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 and they also satisfy 

the condition (32) for 20 << α . The fractional system 

(14) with (34) is also asymptotically stable. 

Theorem 9. The fractional continuous-time linear system 

(14) is unstable for all values of k (integer and rational) 

and 20 << α  if its matrix A has at least one real positive 

eigenvalue. 

Proof. If at least one eigenvalue ls , },...,1{ nl ∈  is 

positive then by Theorem 3 at least one eigenvalue of the 

matrix k
A  is also positive for all values (integer or 

rational) of k and the system is unstable for 20 << α . □ 
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and its zeros are s1 = 1, s2 = 1/2 + j 

5 

and its zeros are 11 =s , 
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1
2 js += , 

2

3
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1
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The fractional system is unstable for all values of k and 

20 << α  since 11 =ks  for k integer and rational. 

4. Positive fractional linear systems 

Case 1, ,...3,2=k  

 First we shall consider the asymptotic stability of 

the positive fractional continuous-time linear system (14) 

for ,...3,2=k , 10 << α  and nMA∈ . 
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,...3,2=k  if and only if the eigenvalues lj
ll ess

ϕ= , 

nl ,...,2,1=  of the matrix nMA∈  satisfy the condition 

 

2

3

2

π
ϕ

π
<< lk for ,...3,2=k  and nl ,...,1= .    (37) 

 

Proof. If ls , nl ,...,1=  are  the eigenvalues of nMA∈  

then by Theorem 4 ljkk
l

k
l ess

ϕ= , ,...3,2=k  and 

nl ,...,1=  are the eigenvalues of k
A , ,...3,2=k . 

Applying to the positive fractional system (14) Theorem 3 

we obtain the condition (37). □ 

Example 7. Consider the fractional system (14) for 

10 << α  and 









−

−
=

20

11
A                            (38) 

for ,...3,2=k . 

The fractional system (14) with (38) for 10 << α  is 

positive since 2MA∈ . The eigenvalues of (38) are 

πjes =−= 11 , πjes 222 =−=  and the condition (37) is 

satisfied for 12 += lk , ,...2,1,0=l  and it is not satisfied 

for lk 2= , ,...2,1=l . Therefore, the fractional positive 

system with (38) is asymptotically stable for 10 << α  

and 12 += lk , ,...2,1,0=l  and it is unstable for lk 2= , 

,...2,1=l . 

 

Case 2, ,...2,1 −−=k  

Theorem 11. The fractional positive linear system (14) 

for 10 << α  is asymptotically stable for )12( +−= lk , 

,...2,1,0=l  if and only if the eigenvalues lj

ll ess
ϕ= , 

nl ,...,2,1=  of the matrix nMA∈  satisfy the condition 
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3
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π
ϕ

π
<−< lk  for ,...2,1=k  and nl ,...,1= .    (39) 

 

Proof. If ls , nl ,...,1=  are the eigenvalues of nMA∈  

then by Theorem 4 ljkk
l

k
l ess

ϕ−−− = , ,...2,1=k  and 

nl ,...,1=  are the eigenvalues of k
A

− , ,...2,1=k  and by 

Theorem 3 the fractional system is asymptotically stable if 

and only if the condition (39) is satisfied. □ 

Example 8. (Continuation of Example 7) The inverse 

matrix of (38) has the form 
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and its eigenvalues are πjes =−=− 11
1 , 

πj
es

2

1

2

1
2 =−= . 

For 1−=k  the condition (39) is satisfied and the 

fractional positive system (14) for 10 << α  with the 

matrix (38) is asymptotically stable for 1−=k . 

In a similar way it is easy to check that the fractional 

system (14) for 10 << α  with (38) is asymptotically 

stable for )12( +−= lk , ,...2,1,0=l  and unstable for 

lk 2−= , ,...2,1=l . 

Note that the system with (40) is not positive since 

2
1 MA ∉− . 

Example 9. Consider the fractional positive linear system 

for 10 << α  with 
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The characteristic polynomial of (41) has the form 
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and its zeros are 11 −=s , js +−= 42 , js −−= 43 . 

Remark 1. In [23] it was shown that the matrix 3MA∈  

has real negative zero 11 α−=s  and two complex 

conjugate zeros βα js +−=2 , βα js −−=3  

( 0>α , 0>β ) if the coefficients of the characteristic 

polynomial 
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satisfy the conditions 

 

/2, s3 = 1/2 ¡ j 
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and its zeros are 11 =s , 
2
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1
2 js += , 

2
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2

1
3 js −= . 

The fractional system is unstable for all values of k and 

20 << α  since 11 =ks  for k integer and rational. 

4. Positive fractional linear systems 

Case 1, ,...3,2=k  

 First we shall consider the asymptotic stability of 

the positive fractional continuous-time linear system (14) 

for ,...3,2=k , 10 << α  and nMA∈ . 

Theorem 10. The positive fractional linear system (14) 

with nMA∈ , 10 << α  is asymptotically stable for 

,...3,2=k  if and only if the eigenvalues lj
ll ess

ϕ= , 

nl ,...,2,1=  of the matrix nMA∈  satisfy the condition 
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2

π
ϕ

π
<< lk for ,...3,2=k  and nl ,...,1= .    (37) 

 

Proof. If ls , nl ,...,1=  are  the eigenvalues of nMA∈  

then by Theorem 4 ljkk
l

k
l ess

ϕ= , ,...3,2=k  and 

nl ,...,1=  are the eigenvalues of k
A , ,...3,2=k . 

Applying to the positive fractional system (14) Theorem 3 

we obtain the condition (37). □ 

Example 7. Consider the fractional system (14) for 

10 << α  and 









−

−
=

20

11
A                            (38) 

for ,...3,2=k . 

The fractional system (14) with (38) for 10 << α  is 

positive since 2MA∈ . The eigenvalues of (38) are 

πjes =−= 11 , πjes 222 =−=  and the condition (37) is 

satisfied for 12 += lk , ,...2,1,0=l  and it is not satisfied 

for lk 2= , ,...2,1=l . Therefore, the fractional positive 

system with (38) is asymptotically stable for 10 << α  

and 12 += lk , ,...2,1,0=l  and it is unstable for lk 2= , 

,...2,1=l . 

 

Case 2, ,...2,1 −−=k  

Theorem 11. The fractional positive linear system (14) 

for 10 << α  is asymptotically stable for )12( +−= lk , 

,...2,1,0=l  if and only if the eigenvalues lj

ll ess
ϕ= , 

nl ,...,2,1=  of the matrix nMA∈  satisfy the condition 
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π
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π
<−< lk  for ,...2,1=k  and nl ,...,1= .    (39) 

 

Proof. If ls , nl ,...,1=  are the eigenvalues of nMA∈  

then by Theorem 4 ljkk
l

k
l ess

ϕ−−− = , ,...2,1=k  and 

nl ,...,1=  are the eigenvalues of k
A

− , ,...2,1=k  and by 

Theorem 3 the fractional system is asymptotically stable if 

and only if the condition (39) is satisfied. □ 

Example 8. (Continuation of Example 7) The inverse 

matrix of (38) has the form 
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and its eigenvalues are πjes =−=− 11
1 , 

πj
es

2

1

2

1
2 =−= . 

For 1−=k  the condition (39) is satisfied and the 

fractional positive system (14) for 10 << α  with the 

matrix (38) is asymptotically stable for 1−=k . 

In a similar way it is easy to check that the fractional 

system (14) for 10 << α  with (38) is asymptotically 

stable for )12( +−= lk , ,...2,1,0=l  and unstable for 

lk 2−= , ,...2,1=l . 

Note that the system with (40) is not positive since 

2
1 MA ∉− . 

Example 9. Consider the fractional positive linear system 

for 10 << α  with 
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MA ∈
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

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The characteristic polynomial of (41) has the form 

 

17259

401

430

112

]det[

23

3

+++=

















+−

−+

−−+

=−

sss

s

s

s

AsI
         (42) 

 

and its zeros are 11 −=s , js +−= 42 , js −−= 43 . 

Remark 1. In [23] it was shown that the matrix 3MA∈  

has real negative zero 11 α−=s  and two complex 

conjugate zeros βα js +−=2 , βα js −−=3  

( 0>α , 0>β ) if the coefficients of the characteristic 

polynomial 
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satisfy the conditions 

 

/2.
The fractional system is unstable for all values of k and 

0 < α < 2 since s1
k = 1 for k integer and rational.

4.	 Positive fractional linear systems

Case 1. k = 2, 3, …
First we shall consider the asymptotic stability of the positive 

fractional continuous-time linear system (14) for k = 2, 3, …, 
0 < α < 1 and A 2 Mn.

Theorem 10. The positive fractional linear system (14) with 
A 2 Mn, 0 < α < 1 is asymptotically stable for k = 2, 3, … if 
and only if the eigenvalues sl = jslje jφl, l = 1, 2, …, n of the 
matrix A 2 Mn satisfy the condition
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and its zeros are 11 =s , 
2

3

2

1
2 js += , 

2

3

2

1
3 js −= . 

The fractional system is unstable for all values of k and 

20 << α  since 11 =ks  for k integer and rational. 

4. Positive fractional linear systems 

Case 1, ,...3,2=k  

 First we shall consider the asymptotic stability of 

the positive fractional continuous-time linear system (14) 

for ,...3,2=k , 10 << α  and nMA∈ . 

Theorem 10. The positive fractional linear system (14) 

with nMA∈ , 10 << α  is asymptotically stable for 

,...3,2=k  if and only if the eigenvalues lj
ll ess

ϕ= , 

nl ,...,2,1=  of the matrix nMA∈  satisfy the condition 
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3

2

π
ϕ

π
<< lk for ,...3,2=k  and nl ,...,1= .    (37) 

 

Proof. If ls , nl ,...,1=  are  the eigenvalues of nMA∈  

then by Theorem 4 ljkk
l

k
l ess

ϕ= , ,...3,2=k  and 

nl ,...,1=  are the eigenvalues of k
A , ,...3,2=k . 

Applying to the positive fractional system (14) Theorem 3 

we obtain the condition (37). □ 

Example 7. Consider the fractional system (14) for 

10 << α  and 









−

−
=

20

11
A                            (38) 

for ,...3,2=k . 

The fractional system (14) with (38) for 10 << α  is 

positive since 2MA∈ . The eigenvalues of (38) are 

πjes =−= 11 , πjes 222 =−=  and the condition (37) is 

satisfied for 12 += lk , ,...2,1,0=l  and it is not satisfied 

for lk 2= , ,...2,1=l . Therefore, the fractional positive 

system with (38) is asymptotically stable for 10 << α  

and 12 += lk , ,...2,1,0=l  and it is unstable for lk 2= , 

,...2,1=l . 

 

Case 2, ,...2,1 −−=k  

Theorem 11. The fractional positive linear system (14) 

for 10 << α  is asymptotically stable for )12( +−= lk , 

,...2,1,0=l  if and only if the eigenvalues lj

ll ess
ϕ= , 

nl ,...,2,1=  of the matrix nMA∈  satisfy the condition 
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π
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π
<−< lk  for ,...2,1=k  and nl ,...,1= .    (39) 

 

Proof. If ls , nl ,...,1=  are the eigenvalues of nMA∈  

then by Theorem 4 ljkk
l

k
l ess

ϕ−−− = , ,...2,1=k  and 

nl ,...,1=  are the eigenvalues of k
A

− , ,...2,1=k  and by 

Theorem 3 the fractional system is asymptotically stable if 

and only if the condition (39) is satisfied. □ 

Example 8. (Continuation of Example 7) The inverse 

matrix of (38) has the form 
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

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and its eigenvalues are πjes =−=− 11
1 , 

πj
es

2

1

2

1
2 =−= . 

For 1−=k  the condition (39) is satisfied and the 

fractional positive system (14) for 10 << α  with the 

matrix (38) is asymptotically stable for 1−=k . 

In a similar way it is easy to check that the fractional 

system (14) for 10 << α  with (38) is asymptotically 

stable for )12( +−= lk , ,...2,1,0=l  and unstable for 

lk 2−= , ,...2,1=l . 

Note that the system with (40) is not positive since 

2
1 MA ∉− . 

Example 9. Consider the fractional positive linear system 

for 10 << α  with 

 

3
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MA ∈
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
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The characteristic polynomial of (41) has the form 
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and its zeros are 11 −=s , js +−= 42 , js −−= 43 . 

Remark 1. In [23] it was shown that the matrix 3MA∈  

has real negative zero 11 α−=s  and two complex 

conjugate zeros βα js +−=2 , βα js −−=3  

( 0>α , 0>β ) if the coefficients of the characteristic 

polynomial 
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3 ]det[ asasasAsI +++=−             (43) 

 

satisfy the conditions 

 

.� (37)

Proof. If sl, l = 1, …, n are the eigenvalues of A 2 Mn then by 
Theorem 4 sl

k = jsl
kje jkφl, k = 2, 3, … and l = 1, …, n are the 

eigenvalues of Ak, k = 2, 3, …. Applying to the positive frac-
tional system (14) Theorem 3 we obtain the condition (37). □

Example 7. Consider the fractional system (14) for 0 < α < 1 
and
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and its zeros are 11 =s , 
2

3

2

1
2 js += , 

2

3

2

1
3 js −= . 

The fractional system is unstable for all values of k and 

20 << α  since 11 =ks  for k integer and rational. 

4. Positive fractional linear systems 

Case 1, ,...3,2=k  

 First we shall consider the asymptotic stability of 

the positive fractional continuous-time linear system (14) 

for ,...3,2=k , 10 << α  and nMA∈ . 

Theorem 10. The positive fractional linear system (14) 

with nMA∈ , 10 << α  is asymptotically stable for 

,...3,2=k  if and only if the eigenvalues lj
ll ess

ϕ= , 

nl ,...,2,1=  of the matrix nMA∈  satisfy the condition 
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3

2

π
ϕ

π
<< lk for ,...3,2=k  and nl ,...,1= .    (37) 

 

Proof. If ls , nl ,...,1=  are  the eigenvalues of nMA∈  

then by Theorem 4 ljkk
l

k
l ess

ϕ= , ,...3,2=k  and 

nl ,...,1=  are the eigenvalues of k
A , ,...3,2=k . 

Applying to the positive fractional system (14) Theorem 3 

we obtain the condition (37). □ 

Example 7. Consider the fractional system (14) for 

10 << α  and 









−

−
=

20

11
A                            (38) 

for ,...3,2=k . 

The fractional system (14) with (38) for 10 << α  is 

positive since 2MA∈ . The eigenvalues of (38) are 

πjes =−= 11 , πjes 222 =−=  and the condition (37) is 

satisfied for 12 += lk , ,...2,1,0=l  and it is not satisfied 

for lk 2= , ,...2,1=l . Therefore, the fractional positive 

system with (38) is asymptotically stable for 10 << α  

and 12 += lk , ,...2,1,0=l  and it is unstable for lk 2= , 

,...2,1=l . 

 

Case 2, ,...2,1 −−=k  

Theorem 11. The fractional positive linear system (14) 

for 10 << α  is asymptotically stable for )12( +−= lk , 

,...2,1,0=l  if and only if the eigenvalues lj

ll ess
ϕ= , 

nl ,...,2,1=  of the matrix nMA∈  satisfy the condition 
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<−< lk  for ,...2,1=k  and nl ,...,1= .    (39) 

 

Proof. If ls , nl ,...,1=  are the eigenvalues of nMA∈  

then by Theorem 4 ljkk
l

k
l ess

ϕ−−− = , ,...2,1=k  and 

nl ,...,1=  are the eigenvalues of k
A

− , ,...2,1=k  and by 

Theorem 3 the fractional system is asymptotically stable if 

and only if the condition (39) is satisfied. □ 

Example 8. (Continuation of Example 7) The inverse 

matrix of (38) has the form 
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and its eigenvalues are πjes =−=− 11
1 , 

πj
es
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2

1
2 =−= . 

For 1−=k  the condition (39) is satisfied and the 

fractional positive system (14) for 10 << α  with the 

matrix (38) is asymptotically stable for 1−=k . 

In a similar way it is easy to check that the fractional 

system (14) for 10 << α  with (38) is asymptotically 

stable for )12( +−= lk , ,...2,1,0=l  and unstable for 

lk 2−= , ,...2,1=l . 

Note that the system with (40) is not positive since 

2
1 MA ∉− . 

Example 9. Consider the fractional positive linear system 

for 10 << α  with 
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The characteristic polynomial of (41) has the form 
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and its zeros are 11 −=s , js +−= 42 , js −−= 43 . 

Remark 1. In [23] it was shown that the matrix 3MA∈  

has real negative zero 11 α−=s  and two complex 

conjugate zeros βα js +−=2 , βα js −−=3  

( 0>α , 0>β ) if the coefficients of the characteristic 

polynomial 
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satisfy the conditions 

 

� (38)

for k = 2, 3, ….
The fractional system (14) with (38) for 0 < α < 1 is pos-

itive since A 2 M2. The eigenvalues of (38) are s1 = –1 = e jπ, 
s2 = –2 = 2e jπ and the condition (37) is satisfied for k = 2l + 1, 
l = 0, 1, 2, … and it is not satisfied for k = 2l, l = 1, 2, … 
Therefore, the fractional positive system with (38) is asymp-
totically stable for 0 < α < 1 and k = 2l + 1, l = 0, 1, 2, … and 
it is unstable for k = 2l, l = 1, 2, …
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Case 2. k = –1, –2, …

Theorem 11. The fractional positive linear system (14) 
for 0 < α < 1 is asymptotically stable for k = –(2l + 1), 
l = 0, 1, 2, … if and only if the eigenvalues sl = jslje jφl, 
l = 1, 2, …, n of the matrix A 2 Mn satisfy the condition
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and its zeros are 11 =s , 
2

3

2

1
2 js += , 
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1
3 js −= . 

The fractional system is unstable for all values of k and 

20 << α  since 11 =ks  for k integer and rational. 

4. Positive fractional linear systems 

Case 1, ,...3,2=k  

 First we shall consider the asymptotic stability of 

the positive fractional continuous-time linear system (14) 

for ,...3,2=k , 10 << α  and nMA∈ . 

Theorem 10. The positive fractional linear system (14) 

with nMA∈ , 10 << α  is asymptotically stable for 

,...3,2=k  if and only if the eigenvalues lj
ll ess

ϕ= , 

nl ,...,2,1=  of the matrix nMA∈  satisfy the condition 
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Proof. If ls , nl ,...,1=  are  the eigenvalues of nMA∈  

then by Theorem 4 ljkk
l

k
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ϕ= , ,...3,2=k  and 

nl ,...,1=  are the eigenvalues of k
A , ,...3,2=k . 

Applying to the positive fractional system (14) Theorem 3 

we obtain the condition (37). □ 

Example 7. Consider the fractional system (14) for 
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for ,...3,2=k . 

The fractional system (14) with (38) for 10 << α  is 

positive since 2MA∈ . The eigenvalues of (38) are 

πjes =−= 11 , πjes 222 =−=  and the condition (37) is 

satisfied for 12 += lk , ,...2,1,0=l  and it is not satisfied 

for lk 2= , ,...2,1=l . Therefore, the fractional positive 

system with (38) is asymptotically stable for 10 << α  

and 12 += lk , ,...2,1,0=l  and it is unstable for lk 2= , 

,...2,1=l . 

 

Case 2, ,...2,1 −−=k  

Theorem 11. The fractional positive linear system (14) 

for 10 << α  is asymptotically stable for )12( +−= lk , 

,...2,1,0=l  if and only if the eigenvalues lj

ll ess
ϕ= , 

nl ,...,2,1=  of the matrix nMA∈  satisfy the condition 
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Proof. If ls , nl ,...,1=  are the eigenvalues of nMA∈  

then by Theorem 4 ljkk
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ϕ−−− = , ,...2,1=k  and 

nl ,...,1=  are the eigenvalues of k
A

− , ,...2,1=k  and by 

Theorem 3 the fractional system is asymptotically stable if 

and only if the condition (39) is satisfied. □ 

Example 8. (Continuation of Example 7) The inverse 

matrix of (38) has the form 
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and its eigenvalues are πjes =−=− 11
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For 1−=k  the condition (39) is satisfied and the 

fractional positive system (14) for 10 << α  with the 

matrix (38) is asymptotically stable for 1−=k . 

In a similar way it is easy to check that the fractional 

system (14) for 10 << α  with (38) is asymptotically 

stable for )12( +−= lk , ,...2,1,0=l  and unstable for 

lk 2−= , ,...2,1=l . 

Note that the system with (40) is not positive since 

2
1 MA ∉− . 

Example 9. Consider the fractional positive linear system 

for 10 << α  with 
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The characteristic polynomial of (41) has the form 
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and its zeros are 11 −=s , js +−= 42 , js −−= 43 . 

Remark 1. In [23] it was shown that the matrix 3MA∈  

has real negative zero 11 α−=s  and two complex 

conjugate zeros βα js +−=2 , βα js −−=3  

( 0>α , 0>β ) if the coefficients of the characteristic 

polynomial 
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Proof. If sl, l = 1, …, n are the eigenvalues of A 2 Mn then by 
Theorem 4 sl
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system is asymptotically stable if and only if the condition (39) 
is satisfied. □

Example 8. (Continuation of Example 7) The inverse matrix 
of (38) has the form
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The fractional system is unstable for all values of k and 

20 << α  since 11 =ks  for k integer and rational. 

4. Positive fractional linear systems 

Case 1, ,...3,2=k  

 First we shall consider the asymptotic stability of 

the positive fractional continuous-time linear system (14) 

for ,...3,2=k , 10 << α  and nMA∈ . 

Theorem 10. The positive fractional linear system (14) 

with nMA∈ , 10 << α  is asymptotically stable for 

,...3,2=k  if and only if the eigenvalues lj
ll ess

ϕ= , 

nl ,...,2,1=  of the matrix nMA∈  satisfy the condition 
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Proof. If ls , nl ,...,1=  are  the eigenvalues of nMA∈  

then by Theorem 4 ljkk
l

k
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ϕ= , ,...3,2=k  and 

nl ,...,1=  are the eigenvalues of k
A , ,...3,2=k . 

Applying to the positive fractional system (14) Theorem 3 

we obtain the condition (37). □ 
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10 << α  and 









−

−
=

20

11
A                            (38) 

for ,...3,2=k . 
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positive since 2MA∈ . The eigenvalues of (38) are 

πjes =−= 11 , πjes 222 =−=  and the condition (37) is 

satisfied for 12 += lk , ,...2,1,0=l  and it is not satisfied 

for lk 2= , ,...2,1=l . Therefore, the fractional positive 

system with (38) is asymptotically stable for 10 << α  
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For 1−=k  the condition (39) is satisfied and the 

fractional positive system (14) for 10 << α  with the 

matrix (38) is asymptotically stable for 1−=k . 

In a similar way it is easy to check that the fractional 

system (14) for 10 << α  with (38) is asymptotically 

stable for )12( +−= lk , ,...2,1,0=l  and unstable for 

lk 2−= , ,...2,1=l . 

Note that the system with (40) is not positive since 
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1 MA ∉− . 
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and its zeros are 11 −=s , js +−= 42 , js −−= 43 . 

Remark 1. In [23] it was shown that the matrix 3MA∈  

has real negative zero 11 α−=s  and two complex 

conjugate zeros βα js +−=2 , βα js −−=3  

( 0>α , 0>β ) if the coefficients of the characteristic 

polynomial 

 

01
2

2
3

3 ]det[ asasasAsI +++=−             (43) 
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20 << α  since 11 =ks  for k integer and rational. 

4. Positive fractional linear systems 
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For 1−=k  the condition (39) is satisfied and the 

fractional positive system (14) for 10 << α  with the 

matrix (38) is asymptotically stable for 1−=k . 

In a similar way it is easy to check that the fractional 

system (14) for 10 << α  with (38) is asymptotically 

stable for )12( +−= lk , ,...2,1,0=l  and unstable for 

lk 2−= , ,...2,1=l . 

Note that the system with (40) is not positive since 
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and its zeros are 11 −=s , js +−= 42 , js −−= 43 . 

Remark 1. In [23] it was shown that the matrix 3MA∈  

has real negative zero 11 α−=s  and two complex 
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( 0>α , 0>β ) if the coefficients of the characteristic 
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The characteristic polynomial of (41) has the form
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and its zeros are 11 =s , 
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The fractional system is unstable for all values of k and 

20 << α  since 11 =ks  for k integer and rational. 

4. Positive fractional linear systems 

Case 1, ,...3,2=k  

 First we shall consider the asymptotic stability of 

the positive fractional continuous-time linear system (14) 

for ,...3,2=k , 10 << α  and nMA∈ . 

Theorem 10. The positive fractional linear system (14) 

with nMA∈ , 10 << α  is asymptotically stable for 

,...3,2=k  if and only if the eigenvalues lj
ll ess

ϕ= , 

nl ,...,2,1=  of the matrix nMA∈  satisfy the condition 
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Proof. If ls , nl ,...,1=  are  the eigenvalues of nMA∈  

then by Theorem 4 ljkk
l

k
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ϕ= , ,...3,2=k  and 

nl ,...,1=  are the eigenvalues of k
A , ,...3,2=k . 

Applying to the positive fractional system (14) Theorem 3 

we obtain the condition (37). □ 
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for ,...3,2=k . 

The fractional system (14) with (38) for 10 << α  is 

positive since 2MA∈ . The eigenvalues of (38) are 

πjes =−= 11 , πjes 222 =−=  and the condition (37) is 

satisfied for 12 += lk , ,...2,1,0=l  and it is not satisfied 

for lk 2= , ,...2,1=l . Therefore, the fractional positive 

system with (38) is asymptotically stable for 10 << α  

and 12 += lk , ,...2,1,0=l  and it is unstable for lk 2= , 

,...2,1=l . 

 

Case 2, ,...2,1 −−=k  
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ϕ−−− = , ,...2,1=k  and 
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For 1−=k  the condition (39) is satisfied and the 

fractional positive system (14) for 10 << α  with the 

matrix (38) is asymptotically stable for 1−=k . 

In a similar way it is easy to check that the fractional 

system (14) for 10 << α  with (38) is asymptotically 

stable for )12( +−= lk , ,...2,1,0=l  and unstable for 

lk 2−= , ,...2,1=l . 

Note that the system with (40) is not positive since 
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and its zeros are 11 −=s , js +−= 42 , js −−= 43 . 

Remark 1. In [23] it was shown that the matrix 3MA∈  

has real negative zero 11 α−=s  and two complex 

conjugate zeros βα js +−=2 , βα js −−=3  

( 0>α , 0>β ) if the coefficients of the characteristic 
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The fractional system is unstable for all values of k and 

20 << α  since 11 =ks  for k integer and rational. 

4. Positive fractional linear systems 

Case 1, ,...3,2=k  

 First we shall consider the asymptotic stability of 

the positive fractional continuous-time linear system (14) 

for ,...3,2=k , 10 << α  and nMA∈ . 

Theorem 10. The positive fractional linear system (14) 
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positive since 2MA∈ . The eigenvalues of (38) are 

πjes =−= 11 , πjes 222 =−=  and the condition (37) is 

satisfied for 12 += lk , ,...2,1,0=l  and it is not satisfied 

for lk 2= , ,...2,1=l . Therefore, the fractional positive 

system with (38) is asymptotically stable for 10 << α  

and 12 += lk , ,...2,1,0=l  and it is unstable for lk 2= , 

,...2,1=l . 

 

Case 2, ,...2,1 −−=k  

Theorem 11. The fractional positive linear system (14) 
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For 1−=k  the condition (39) is satisfied and the 

fractional positive system (14) for 10 << α  with the 

matrix (38) is asymptotically stable for 1−=k . 

In a similar way it is easy to check that the fractional 

system (14) for 10 << α  with (38) is asymptotically 

stable for )12( +−= lk , ,...2,1,0=l  and unstable for 

lk 2−= , ,...2,1=l . 

Note that the system with (40) is not positive since 
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and its zeros are 11 −=s , js +−= 42 , js −−= 43 . 
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The fractional system is unstable for all values of k and 

20 << α  since 11 =ks  for k integer and rational. 

4. Positive fractional linear systems 

Case 1, ,...3,2=k  

 First we shall consider the asymptotic stability of 

the positive fractional continuous-time linear system (14) 

for ,...3,2=k , 10 << α  and nMA∈ . 
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πjes =−= 11 , πjes 222 =−=  and the condition (37) is 
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for lk 2= , ,...2,1=l . Therefore, the fractional positive 
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and 12 += lk , ,...2,1,0=l  and it is unstable for lk 2= , 
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fractional positive system (14) for 10 << α  with the 

matrix (38) is asymptotically stable for 1−=k . 

In a similar way it is easy to check that the fractional 

system (14) for 10 << α  with (38) is asymptotically 

stable for )12( +−= lk , ,...2,1,0=l  and unstable for 

lk 2−= , ,...2,1=l . 

Note that the system with (40) is not positive since 

2
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and the condition (39) is satisfied for 1−=k . Therefore, 

the fractional system with (41) for 1−=k  is 

asymptotically stable. 

For 2−=k  the fractional system with (41) is unstable 

since 12
1 =−s  and the condition (41) is not satisfied. 

In a similar way it can be shown that the fractional system 
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)12( +−= lk , ,...2,1,0=l  and unstable for lk 2−= , 
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is not positive since 3
1 MA ∉− . 

In general case we have the following theorem. 

Theorem 12. If nonsingular nMA∈  and it is 

asymptotically stable then its inverse nnA ×
+

− ℜ∈− 1  and it 

is unstable. 

Proof. The proof will be accomplished by induction. The 

hypothesis is valid for 2=n  since by assumption  
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Assuming that the hypothesis is valid for 1−n  it will be 

shown that it is also true for 1−n . 
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since nnnnn IAAAA == −− 11 . For (49) we have 
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By assumption nn MA ∈  is asymptotically stable and its 

eigenvalues kj
kk ess

ϕ= , nk ,...,1=  satisfy the condition 
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and 0>nna . By Theorem 4 the eigenvalues ks− , 

nk ,...,1=  of the matrix nA−  do not satisfy the condition 

(50) and the matrix 1−− nA  is unstable. □ 
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q

p
k ±= , ,...}2,1{, =qp  

Theorem 13. The fractional positive linear system (14) 

for 10 << α  is asymptotically stable for 
q

p
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,...}2,1{, ∈qp  if and only if the eigenvalues lj
ll ess

ϕ= , 
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Proof. The proof is similar to the proof of Theorem 11. 

Example 10. (Continuation of Example 7) The 

eigenvalues of the matrix (38) are πjes =−= 11 , 
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It is easy to check that the zeros of (42) satisfy the conditions (44).
For the matrix (41) we have
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and the condition (39) is satisfied for 1−=k . Therefore, 

the fractional system with (41) for 1−=k  is 

asymptotically stable. 

For 2−=k  the fractional system with (41) is unstable 

since 12
1 =−s  and the condition (41) is not satisfied. 

In a similar way it can be shown that the fractional system 

with (41) and 10 << α  is asymptotically stable for 

)12( +−= lk , ,...2,1,0=l  and unstable for lk 2−= , 

,...2,1=l . 

Note that the fractional system with the inverse matrix 
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is not positive since 3
1 MA ∉− . 

In general case we have the following theorem. 

Theorem 12. If nonsingular nMA∈  and it is 

asymptotically stable then its inverse nnA ×
+

− ℜ∈− 1  and it 

is unstable. 

Proof. The proof will be accomplished by induction. The 

hypothesis is valid for 2=n  since by assumption  
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Assuming that the hypothesis is valid for 1−n  it will be 

shown that it is also true for 1−n . 

It is easy to verify that if 
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since nnnnn IAAAA == −− 11 . For (49) we have 
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nA ×
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− ℜ∈− 1  since )1()1(1
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−×−
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By assumption nn MA ∈  is asymptotically stable and its 

eigenvalues kj
kk ess

ϕ= , nk ,...,1=  satisfy the condition 

 

2

3

2

π
ϕ

π
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and 0>nna . By Theorem 4 the eigenvalues ks− , 

nk ,...,1=  of the matrix nA−  do not satisfy the condition 

(50) and the matrix 1−− nA  is unstable. □ 

 

Case 3, 
q

p
k ±= , ,...}2,1{, =qp  

Theorem 13. The fractional positive linear system (14) 

for 10 << α  is asymptotically stable for 
q

p
k ±= , 

,...}2,1{, ∈qp  if and only if the eigenvalues lj
ll ess

ϕ= , 

nl ,...,2,1=  of the matrix nMA∈  satisfy the condition 
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Proof. The proof is similar to the proof of Theorem 11. 

Example 10. (Continuation of Example 7) The 

eigenvalues of the matrix (38) are πjes =−= 11 , 

πjes 222 =−=  and of the matrix (38) in power 
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and the condition (39) is satisfied for k = –1. Therefore, the 
fractional system with (41) for k = –1 is asymptotically stable.

For k = –2 the fractional system with (41) is unstable since 
s1

–2 = 1 and the condition (41) is not satisfied.
In a similar way it can be shown that the fractional system with 

(41) and 0 < α < 1 is asymptotically stable for k = – (2l + 1), 
l = 0, 1, 2, … and unstable for k = –2l, l = 1, 2, …

Note that the fractional system with the inverse matrix
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It is easy to check that the zeros of (42) satisfy the 

conditions (44). 

For the matrix (41) we have 
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and the condition (39) is satisfied for 1−=k . Therefore, 

the fractional system with (41) for 1−=k  is 

asymptotically stable. 

For 2−=k  the fractional system with (41) is unstable 

since 12
1 =−s  and the condition (41) is not satisfied. 

In a similar way it can be shown that the fractional system 

with (41) and 10 << α  is asymptotically stable for 

)12( +−= lk , ,...2,1,0=l  and unstable for lk 2−= , 

,...2,1=l . 

Note that the fractional system with the inverse matrix 
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is not positive since 3
1 MA ∉− . 

In general case we have the following theorem. 

Theorem 12. If nonsingular nMA∈  and it is 

asymptotically stable then its inverse nnA ×
+

− ℜ∈− 1  and it 

is unstable. 

Proof. The proof will be accomplished by induction. The 

hypothesis is valid for 2=n  since by assumption  
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Assuming that the hypothesis is valid for 1−n  it will be 

shown that it is also true for 1−n . 

It is easy to verify that if 
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since nnnnn IAAAA == −− 11 . For (49) we have 
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− ℜ∈− 1  since )1()1(1
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−
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By assumption nn MA ∈  is asymptotically stable and its 

eigenvalues kj
kk ess

ϕ= , nk ,...,1=  satisfy the condition 
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and 0>nna . By Theorem 4 the eigenvalues ks− , 

nk ,...,1=  of the matrix nA−  do not satisfy the condition 

(50) and the matrix 1−− nA  is unstable. □ 

 

Case 3, 
q

p
k ±= , ,...}2,1{, =qp  

Theorem 13. The fractional positive linear system (14) 

for 10 << α  is asymptotically stable for 
q

p
k ±= , 

,...}2,1{, ∈qp  if and only if the eigenvalues lj
ll ess

ϕ= , 
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Proof. The proof is similar to the proof of Theorem 11. 

Example 10. (Continuation of Example 7) The 

eigenvalues of the matrix (38) are πjes =−= 11 , 

πjes 222 =−=  and of the matrix (38) in power 
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is not positive since A–1 2/ M3.
In general case we have the following theorem.

Theorem 12. If nonsingular A 2 Mn and it is asymptotically 
stable then its inverse A–1 2/ ℜ+

n×n and it is unstable.

Proof. The proof will be accomplished by induction. The hy-
pothesis is valid for n = 2 since by assumption
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It is easy to check that the zeros of (42) satisfy the 
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For the matrix (41) we have 

 

π

ππ

58.01
3

58.01
2

1
1

17

1

4

1

,
17

1

4

1
,1

j

jj

e
j

s

e
j

ses

=
−−

=

=
+−

==−=

−

−−−

(45) 

 

and the condition (39) is satisfied for 1−=k . Therefore, 

the fractional system with (41) for 1−=k  is 

asymptotically stable. 

For 2−=k  the fractional system with (41) is unstable 

since 12
1 =−s  and the condition (41) is not satisfied. 

In a similar way it can be shown that the fractional system 

with (41) and 10 << α  is asymptotically stable for 

)12( +−= lk , ,...2,1,0=l  and unstable for lk 2−= , 

,...2,1=l . 

Note that the fractional system with the inverse matrix 
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is not positive since 3
1 MA ∉− . 

In general case we have the following theorem. 

Theorem 12. If nonsingular nMA∈  and it is 

asymptotically stable then its inverse nnA ×
+
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is unstable. 
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Assuming that the hypothesis is valid for 1−n  it will be 

shown that it is also true for 1−n . 
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eigenvalues kj
kk ess
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and 0>nna . By Theorem 4 the eigenvalues ks− , 

nk ,...,1=  of the matrix nA−  do not satisfy the condition 

(50) and the matrix 1−− nA  is unstable. □ 
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Theorem 13. The fractional positive linear system (14) 
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Proof. The proof is similar to the proof of Theorem 11. 
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It is easy to check that the zeros of (42) satisfy the 

conditions (44). 

For the matrix (41) we have 
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and the condition (39) is satisfied for 1−=k . Therefore, 

the fractional system with (41) for 1−=k  is 

asymptotically stable. 

For 2−=k  the fractional system with (41) is unstable 

since 12
1 =−s  and the condition (41) is not satisfied. 

In a similar way it can be shown that the fractional system 

with (41) and 10 << α  is asymptotically stable for 

)12( +−= lk , ,...2,1,0=l  and unstable for lk 2−= , 

,...2,1=l . 

Note that the fractional system with the inverse matrix 
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the state matrices satisfy some conditions imposed only on the 
phases of the eigenvalues (Theorems 6 – 8 and 10 – 13). The 
fractional standard linear systems are unstable for all integer 
and rational powers of the state matrices if the state matrix has 
at least one positive eigenvalue (Theorem 9). It is also shown 
that if nonsingular Metzler matrix is asymptotically stable then 
its inverse matrix has nonpositive entries (Theorem 12). The 
considerations have been illustrated by numerical examples of 
the matrices with real and complex conjugate eigenvalues.

The considerations can be extended to fractional positive 
discrete-time linear systems.
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and the condition (39) is satisfied for 1−=k . Therefore, 
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asymptotically stable. 
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since 12
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since AnAn
–1 = An

–1An = In. For (49) we have –An
–1 2 ℜ+

n×n since 
–An

–1
–1 2 ℜ+

(n–1)£(n–1).
By assumption An 2 Mn is asymptotically stable and its ei-

genvalues sk = jskje jφk, k = 1, …, n satisfy the condition
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Theorem 13. The fractional positive linear system (14) for 
0 < α < 1 is asymptotically stable for k = §p/q, p, q 2 {1, 2, …} 
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eigenvalues kj
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ϕ= , nk ,...,1=  satisfy the condition 
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and 0>nna . By Theorem 4 the eigenvalues ks− , 

nk ,...,1=  of the matrix nA−  do not satisfy the condition 

(50) and the matrix 1−− nA  is unstable. □ 

 

Case 3, 
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Theorem 13. The fractional positive linear system (14) 
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Proof. The proof is similar to the proof of Theorem 11. 
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and the condition (39) is satisfied for 1−=k . Therefore, 

the fractional system with (41) for 1−=k  is 

asymptotically stable. 

For 2−=k  the fractional system with (41) is unstable 

since 12
1 =−s  and the condition (41) is not satisfied. 

In a similar way it can be shown that the fractional system 
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is not positive since 3
1 MA ∉− . 

In general case we have the following theorem. 

Theorem 12. If nonsingular nMA∈  and it is 

asymptotically stable then its inverse nnA ×
+

− ℜ∈− 1  and it 

is unstable. 

Proof. The proof will be accomplished by induction. The 

hypothesis is valid for 2=n  since by assumption  
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Assuming that the hypothesis is valid for 1−n  it will be 

shown that it is also true for 1−n . 
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By assumption nn MA ∈  is asymptotically stable and its 

eigenvalues kj
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ϕ= , nk ,...,1=  satisfy the condition 
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and 0>nna . By Theorem 4 the eigenvalues ks− , 

nk ,...,1=  of the matrix nA−  do not satisfy the condition 

(50) and the matrix 1−− nA  is unstable. □ 
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Theorem 13. The fractional positive linear system (14) 
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Proof. The proof is similar to the proof of Theorem 11. 
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eigenvalues of the matrix (38) are πjes =−= 11 , 
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Proof. The proof is similar to the proof of Theorem 11.

Example 10. (Continuation of Example 7) The eigenvalues of 
the matrix (38) are s1 = –1 = e jπ, s2 = –2 = 2e jπ and of the 
matrix (38) in power § p/q = §2/3 are
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and the condition (39) is satisfied for 1−=k . Therefore, 
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asymptotically stable. 

For 2−=k  the fractional system with (41) is unstable 

since 12
1 =−s  and the condition (41) is not satisfied. 

In a similar way it can be shown that the fractional system 
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is not positive since 3
1 MA ∉− . 

In general case we have the following theorem. 
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shown that it is also true for 1−n . 
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eigenvalues kj
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ϕ= , nk ,...,1=  satisfy the condition 
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and 0>nna . By Theorem 4 the eigenvalues ks− , 

nk ,...,1=  of the matrix nA−  do not satisfy the condition 

(50) and the matrix 1−− nA  is unstable. □ 

 

Case 3, 
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p
k ±= , ,...}2,1{, =qp  

Theorem 13. The fractional positive linear system (14) 

for 10 << α  is asymptotically stable for 
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p
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,...}2,1{, ∈qp  if and only if the eigenvalues lj
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ϕ= , 
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Proof. The proof is similar to the proof of Theorem 11. 

Example 10. (Continuation of Example 7) The 

eigenvalues of the matrix (38) are πjes =−= 11 , 

πjes 222 =−=  and of the matrix (38) in power 
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The eigenvalues (52) satisfy the condition (51) and the frac-
tional positive system with (38) for 0 < α < 1 and k = §2/3 is 
asymptotically stable.

5.	 Concluding remarks

The stability of fractional standard and positive continuous-time 
linear systems with state matrices in integer and rational powers 
has been addressed. It has been shown that the fractional sys-
tems are asymptotically stable if and only if the eigenvalues of 



311Bull.  Pol.  Ac.:  Tech.  65(3)  2017

Stability of fractional positive continuous-time linear systems with state matrices in integer and rational powers

	[17]	 T. Kaczorek: “Positive linear systems consisting of n subsystems 
with different fractional orders”, IEEE Trans. Circuits and Sys-
tems 58(6), 1203‒1210 (2011).

	[18]	 T. Kaczorek: “Fractional positive continuous-time systems 
and their reachability”, Int. J. Appl. Math. Comput. Sci. 18(2), 
223‒228 (2008).

	[19]	 J. Klamka: “Controllability and minimum energy control problem 
of fractional discrete-time systems”, Chapter in “New Trends 
in Nanotechology and Fractional Calculus”, Eds. D. Baleanu, 
Z. B. Guvenc, J. A. Tenreiro Machado, Springer-Verlag, New 
York, 503‒509 (2010).

	[20]	 Ł. Sajewski: “Reachability, observability and minimum energy 
control of fractional positive continuous-time linear systems with 
two different fractional orders”, Multidimensional Systems and 
Signal Processing 27(1), 27‒41 (2016).

	[21]	 F. R. Gantmacher: “The Theory of Matrices”. Chelsea Pub. 
Comp., London, 1959.

	[22]	 T. Kaczorek: “Vectors and Matrices in Automation and Electro-
technics”, WNT, Warszawa, 1998 (in Polish).

	[23]	 T. Kaczorek: “Determination of the set of Metzler matrices for 
given stable polynomials”, Measurement Automation Monitoring 
58(5), 407‒412 (2012).


