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1. Introduction

Fractional calculus (FC) was born almost the same time as the integer order calculus \([1–6]\) and resulted from a discussion between Leibniz and Bernoulli. Recently FC abandoned a pure mathematical perspective and was recognised by the applied sciences community, namely physics and engineering \([7–23]\), giving rise to interesting applications in many fields, such as biology \([24, 25]\), biomedical engineering \([4, 26–28]\), finance \([29]\), and signal processing \([30]\) just to mention a few.

FC is an essential tool for modelling long memory and long range processes. This non-locality in time and space can be found in many phenomena, such as the diffusion processes \([31–34]\), anomalous porous media \([35]\), and fractional spaces \([36]\). Viscoelasticity is another subject of active studies \([37]\). The modelling of mechanical systems, from 1-D \([38]\) to \(n\)-D \([16, 39, 40]\), is also an important subject that attracted the attention of researchers. This has been accomplished through the fractionalization of Hamiltonian and gradient concepts \([16, 17, 39, 40]\). The general case of field theories was tackled by Herrmann \([41, 42]\).

The generalization of the vectorial operators: gradient, divergence, curl, and Laplacian was discussed in \([43]\), starting by the space version of the fractional forward and backward Grünwald-Letnikov and Liouville derivatives \([5, 44]\). These operators are used to define a pair of left and right fractional gradients that lead to the corresponding divergences and curls. The fractional Laplacian is obtained from the inner product of the left and right gradients. Such operators are backward compatible in the sense that they recover the classical definitions when the order is 1.

An important aspect of our formulation concerns the use of distinct orders for different directions. These non-local tools, unlike the classical ones, look more suitable for dealing with non-homogeneous and anisotropic media.

With those operators the generalized Helmholtz decomposition theorem for fractional space and time is reviewed and decoupled by means of fractional wave equations for fields or potentials. The generalization is based on differential operators and points to the need for an integral formulation.

The importance of the classical Green’s, Stokes’, and Ostrogradski-Gauss’s integral theorems is unquestionable. Hence, attempts to derive a fractional formulation based on two different point of views have been made, namely, fractal geometry \([35, 36, 39, 45]\) and FC \([31, 39, 46]\). In this line of thought, we propose the fractional version of such theorems for rectangular domains. The starting point is the generalization of the fundamental theorem of calculus. Several researchers tried this topic \([16, 46, 47]\), but without having the support of the notion of fractional definite integral (FDI) and, consequently, achieving limited results. However, recently this concept was tackled by means of the generalization of the Barrow formula \([48]\). Having defined the FDI on \(\mathbb{R}\), we can introduce definite integrals in \(\mathbb{R}^2\) and \(\mathbb{R}^3\) for rectangular domains. Here we use those ideas to generalize the classic Green’s, Stokes’, and Ostrogradski-Gauss’s theorems, bearing in mind a full agreement with the fractional vectorial operators proposed in \([43]\). In a wider scope, this work follows the generalization of the FC the concepts and provides a straightforward methodology for the adoption of FC in applied sciences.

The manuscript is organized as follows. Section 2 defines the main fractional derivatives suitable for fractional vectorial calculus. Time and space derivatives are introduced using the Grünwald-Letnikov and Liouville formulations. Two-sided derivatives are also included due to their importance in the development of differential vectorial tools, namely the Laplacian. The tools are described in Sec. 3, where we analyze the left and right gradients, divergences, and curls, called “first generation operators”, leading to a second group of “second
generation operators” and particularly to the fractional Laplacian. This is compared with the fractional Laplacian based on the Riesz potential. The generalized Helmholtz decomposition is recalled and its solution expressed in terms of those corresponding to several fractional wave equations. In Sec. 4, the fractional definite integrals are described. They are used in Sec. 5 to extend the classic integral theorems towards the fractional case. The Green’s, Stoke’s, and Ostrogradskian’s theorems in rectangular domains are formulated. The particular cases of uniform fractional orders is also discussed. Finally, Sec. 6 outlines the main conclusions.

1.1. Remarks

- We will assume that we are working on $\mathbb{R}^3$ and that the set $\{e_1, e_2, e_3\}$ constitutes its standard orthonormal base. Therefore, each vector has the representation
  \[ \mathbf{v} = v_1 e_1 + v_2 e_2 + v_3 e_3. \]
  In particular, we define the vector
  \[ \mathbf{r} = x_1 e_1 + x_2 e_2 + x_3 e_3. \]
- A vectorial function is represented by
  \[ f(x_1, x_2, x_3) = f_1(x_1, x_2, x_3) e_1 + f_2(x_1, x_2, x_3) e_2 + f_3(x_1, x_2, x_3) e_3. \]
- When necessary, we write $\pi = (\alpha_1, \alpha_2, \alpha_3)$ and $\pi = (\omega_1, \omega_2, \omega_3)$ and similarly for other cases, as $\pi$.
- We will use the two-sided Laplace transform (LT) of $f(x_1, x_2, x_3)$ defined on $\mathbb{R}^3$ and given by:
  \[ F(\pi) = \mathcal{L} \left[ f(x_1, x_2, x_3) \right] = \int_{\mathbb{R}^3} f(x_1, x_2, x_3) e^{-i(\pi \cdot x)} dx_1 dx_2 dx_3, \]
  under the usual existence conditions. The inverse LT is [49]
  \[ f(x_1, x_2, x_3) = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} F(\pi) e^{i(\pi \cdot x)} d^3\pi, \]
  where $\pi = (\alpha_1, \alpha_2, \alpha_3)$ is in the region of convergence of the transform and $i = \sqrt{-1}$.
- The Fourier transform (FT) is obtained from the LT using the substitution $\pi = \sqrt{\pi}$ with $\pi \in \mathbb{R}^3$ is defined by the synthesis equation [50]
  \[ F(\pi) = \mathcal{F} \left[ f(x_1, x_2, x_3) \right] = \int_{\mathbb{R}^3} f(x_1, x_2, x_3) e^{-i(\pi \cdot x)} dx_1 dx_2 dx_3, \]

2. Suitable fractional derivatives

2.1. Previous comments. In [51], two criteria were proposed for deciding if a given operator can be considered as a fractional derivative. According to such criteria, there are several acceptable definitions. Later, it was shown that only some of such derivatives are suitable when thinking on the generalizing classic tools [44]. In particular, they must verify the index law in order to ensure that, given a derivative, there exists its inverse, that is the anti-derivative, [48]. In the follow-up such derivatives are recalled.

2.2. About time derivatives. Let $f(t)$, $t \in \mathbb{R}$, be a function of time, having Laplace transform, $F(s)$, with a given region of convergence and introduce the Pochhammer symbol $(a)_n = a(a + 1) \cdots (a + n - 1)$, $n \in \mathbb{N}$, with $(a)_0 = 1$. Let us define two sets of fractional derivatives according to the arrow of time, namely the forward and backward derivatives:

**Definition 2.1** (forward Grünwald-Letnikov).

\[ D^\alpha_t f(t) = \lim_{h \to 0} h^{-\alpha} \sum_{n=0}^{\infty} \frac{(-\alpha)_n}{n!} f(t - nh), \]

**Definition 2.2** (backward Grünwald-Letnikov).

\[ D^\alpha_t f(t) = e^{-i\pi \alpha} \lim_{h \to 0} h^{-\alpha} \sum_{n=0}^{\infty} \frac{(-\alpha)_n}{n!} f(t + nh). \]

There are several properties exhibited by (6) and (7) [51]:

- Linearity
- Additivity and commutativity of the orders (index law). If we apply (6) twice for any two orders $\alpha$ and $\beta$, we have
  \[ D^\alpha_t D^\beta_t f(t) = D^{\beta+\alpha}_t f(t) = D^\beta_t D^\alpha_t f(t). \]
- Neutral and inverse elements
  \[ D^\alpha_t D^\alpha_t f(t) = D^\alpha_t f(t). \]

From (9) we conclude that there is always an inverse element, that is, for every order $\alpha$ there is always the $-\alpha$ order derivative.

- Backward compatibility ($n \in \mathbb{N}$)

If $\alpha = n$, then:

\[ D^n_t f(t) = \lim_{h \to 0} \sum_{k=0}^{n} \frac{(-1)^k}{k!} f(t - kh) h^n. \]

We obtain this expression repeating the first order derivative. If $\alpha = -n$, then:

\[ D^{-n}_t f(t) = \lim_{h \to 0} \sum_{k=0}^{n} \frac{(n)_k}{k!} f(t - kh) h^n, \]

that corresponds to a $n$-th repeated summation [5].
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- We can apply the LT to (6) and (7) to obtain
  \[ \mathcal{L} \left[ D^\alpha_{t^\tau} f(t) \right] = s^{-\alpha} \mathcal{L} \left[ f(t) \right], \tag{10} \]
  with \( Re(s) > 0 \) in the first and \( Re(s) < 0 \) in the second.

  Let \( N = [\alpha] + 1 \). For functions with LT or FT, there are
  integral formulations for the fractional derivatives, enjoying
  the same set of properties.

  The most general integral formulations of derivatives, in
  the sense of being valid for any functions defined in \( \mathbb{R} \),
  are introduced in the following definitions [44,52].

  **Definition 2.3** (forward regularised Liouville derivative).
  \[ D^\alpha_t f(t) = \frac{1}{\Gamma(-\alpha)} \int_0^t f(t - \tau) - u(\tau) \sum_{n=1}^{N-1} \frac{(-1)^n \Gamma(n+\alpha)}{n!} \tau^n \tau^{-\alpha-1} d\tau, \tag{11} \]
  where \( u(\cdot) \) is the unit step function.

  **Definition 2.4** (backward regularised Liouville derivative).
  \[ D^\alpha_0 f(t) = \frac{e^{-\alpha \pi} \Gamma(-\alpha)}{\Gamma(-\alpha)} \int_0^\infty f(t + \tau) - u(\tau) \sum_{n=1}^{N-1} \frac{f^{(n)}(\tau)}{n!} \tau^n \tau^{-\alpha-1} d\tau. \tag{12} \]
  Other Liouville derivatives can be defined on \( \mathbb{R} \). One, simply
  called “Liouville derivative”, is similar to the Riemann-Liouville [1]
  and the other is the “Liouville-Caputo derivative” [44,53,54], similar to the Caputo derivative.

  **2.3. On space derivatives.** For derivatives in the time domain
  we consider two cases with the same LT and we interpreted
  them as causal and anti-causal according to the region
  of convergence.

  When dealing with derivatives in the space domain there is
  no need to impose causality, since we can move in all directions.
  Therefore, two fractional space derivatives called “left” and “right”,
  are adopted. The left (in space) is defined by the
  same expression as for the forward derivative (in time) and
  denoted \( D^\alpha_{sx} f(x) \).

  **Definition 2.5** (left and right Grünwald-Letnikov derivatives).
  \[ D^\alpha_{lx} f(x) = \lim_{h \to 0^+} h^{-\alpha} \sum_{n=0}^{\infty} \frac{(-\alpha)_n}{n!} f(x - nh). \tag{13} \]
  The right space derivative, \( D^\alpha_{rx} f(x) \), is defined as the
  backward, but removing the exponential factor – see (7)
  \[ D^\alpha_{rx} f(x) = \lim_{h \to 0^+} h^{-\alpha} \sum_{n=0}^{\infty} \frac{(-\alpha)_n}{n!} f(x + nh). \tag{14} \]
  The lack of the exponential factor in the right derivative,
  when compared with the backward definition (7), has, as
  consequence, that the corresponding LT is different from the
  LT of the left derivative. In fact, if we apply the LT to (13)
  and (14), then we obtain
  \[ \mathcal{L} \left[ D^\alpha_{sx} f(x) \right] = (\pm s)^\alpha \mathcal{L} \left[ f(x) \right], \tag{15} \]
  with \( Re(s) > 0 \), in the left derivative (+ sign), and \( Re(s) < 0 \),
  in the right (− sign) case.

  **2.4. Two-sided derivatives.** The composition of derivatives
  of the same type (e.g. left) is a derivative of the same type.
  If the composition is mixed, say a left with a right one, then
  we obtain a two-sided derivative, that can be called centred
derivative.

  Two centred derivatives were introduced in [55–57]. Let us
  consider the composition of a left and a right derivatives.
  As shown in [55,56], the composition \( D^\alpha_{lx} D^\beta_{rx} f(x) \)
  leads to the GL centred (two-sided) fractional derivative:
  \[ D^{\alpha + \beta}_{cx} f(x) := \lim_{h \to 0^+} h^{-\alpha - \beta} \sum_{n=-\infty}^{\infty} (-1)^n \frac{\Gamma(\alpha + \beta + 1)}{\Gamma(\alpha - n + 1) \Gamma(\beta + n + 1)} f(x - nh). \tag{16} \]
  In a general setup we would proceed as in [57] by
  introducing two parameters: \( \gamma = \alpha + \beta \) defining the derivative
  order and \( \theta = \alpha - \beta \) sometimes called skewness. In this paper
  it will be called dissymmetry, since it determines the symmetry
  of the binomial parameters in (16) [57]. Nonetheless, here
  we retained the order as \( \alpha + \beta \) to enhance the two sources.

  The above formula has the usual integer order derivatives
  as particular cases, but it introduces also others not existing
  before as shown in the following examples.

  **Examples.** Some examples show the relation between the
centred and the classic derivatives

  \bullet \ \alpha = 1 \ and \ \beta = 0 \quad D^{1+0}_{cx} f(x) = \lim_{h \to 0^+} \frac{f(x) - f(x - h)}{h}.

  This is one of the classical derivative definitions.

  \bullet \ \alpha = 0 \ and \ \beta = 1 \quad D^{0+1}_{cx} f(x) = \lim_{h \to 0^+} \frac{f(x) - f(x + h)}{h}.

  Aside a factor \( -1 \) this is another classical derivative.
  Substituting \( -h \) for \( h \) we obtain the previous expression.

  \bullet \ \alpha = 1/2 \ and \ \beta = 1/2 \quad D^{1/2+1/2}_{cx} f(x) = \lim_{h \to 0^+} \sum_{n=-\infty}^{\infty} (-1)^n \frac{1}{\Gamma(3/2 - n) \Gamma(3/2 + n)} f(x - nh).

  This represents a new derivative without having an interpretation
  in classical terms.
\[ D_{cx}^{1+1} f(x) = \lim_{h \to 0^+} \frac{2f(x) - f(x + h) - f(x - h)}{h^2}. \]

This derivative is the classical centred derivative of order 2. Aside a factor \((-1)\) coincides with the classic order two derivative

\[ D_{cx}^2 f(x) = \lim_{h \to 0^+} \frac{f(x) - 2f(x - h) + f(x - 2h)}{h^2}. \]

We can obtain other order 2 derivatives with other combinations. For example with \( \alpha = 3/2 \) and \( \beta = 1/2 \) we obtain

\[ D_{cx}^{3/2+1/2} = \lim_{h \to 0^+} h^{-1} \sum_{n=-\infty}^{+\infty} (-1)^n \frac{1}{\Gamma((5/2 - n)\Gamma(3/2 + n))} f(x - nh). \]

This represents also a new derivative.

We must note that the LT of the centred derivatives does not exist. In fact, it would be given by \((s)\alpha(-s)\beta\), but the region of convergence is the empty set. However, the corresponding Fourier transform is given by [55, 56]

\[ \lim_{s \to ik} (s)\alpha(-s)\beta = |k|^{\alpha+\beta} e^{i\pi/2(\alpha-\beta) \text{sgn}(k)}. \]

We can write

\[ \mathcal{F} \left[ D_{cx}^{\alpha+\beta} f(x) \right] = |k|^{\alpha+\beta} e^{i\pi/2(\alpha-\beta) \text{sgn}(k)} F(ik), \tag{17} \]

where \( \text{sgn}() \) is the sign function and \( F(ik) \) is the FT of \( f(x) \).

The special case where \( \alpha = \beta \)

\[ \mathcal{F} \left[ D_{cx}^{2\alpha} f(x) \right] = |k|^{2\alpha} F(ik) \tag{18} \]

will be very important due to its relation with the FT of the Laplacian. The properties of the two-sided derivatives are discussed in detail in [55, 56]. In the following we describe the most important:

- Linearity
- Additivity and commutativity

If \( 2\alpha + 2/3 > -1 \), \[ D_{cx}^{2\alpha} \left[ D_{cx}^{2\beta} f(x) \right] = D_{cx}^{2\beta} \left[ D_{cx}^{2\alpha} f(x) \right] = D_{cx}^{2\alpha+2\beta} f(x) \tag{19} \]

- Neutral and inverse elements

In particular, with \( 2\alpha + 2/3 = 0 \), relations (19) show that, for any centred derivative of order \( \alpha \), with \( |\alpha| \leq 1/2 \), there is an anti-derivative, with order \(-\alpha\), [55, 56] and it can be obtained by using formula (18)

\[ D_{cx}^{2\alpha} \left[ D_{cx}^{-2\alpha} f(x) \right] = D_{cx}^{0} f(x) = f(x). \tag{20} \]

This implies that the derivative of order 2\( \alpha = 1 \) does not have inverse given by (16).

- Relation with the Riesz-Feller derivative

In the 1-D case, the Riesz and the Riesz-Feller operators are closely related with the centred derivative defined in (16). In particular such operators can be obtained for \( \alpha = \beta \), and for \( \alpha - \beta = \pm 1 \), respectively [55, 56] and [1], page 214.

\textbf{Remark 2.1.} All the results derived using the GL derivative can be obtained with the integral formulations, due to their equivalence, at least for functions with LT [52].

\textbf{Remark 2.2.} Partial derivatives are readily obtained from the above definitions. Usually the symbol \( \partial_x \) is adopted for denoting the partial derivatives. Here, we will continue using \( D_x \). For example

\[ D_{lx}^{0} = \lim_{h \to 0^+} h^{-\alpha} \sum_{n=0}^{+\infty} (-1)^n (\alpha)n n! f(x_1, x_2 - nh, x_3). \]

For the other derivatives, the notations are similar.

3. Fractional vectorial differential operators

3.1. The gradients, divergences, and curls. Let us consider a scalar field \( f(x_1, x_2, x_3) \). The usual integer order gradient is a vector with components corresponding to the partial derivatives of the scalar field. The gradient points in the direction of the largest rate of function increase and its magnitude is the slope of the graph in that direction. This important and useful tool has some limitations since it requires a smooth field and uses derivatives of order one.

Here we extend its applications by considering not only fractional derivatives, but also (and more important) different order. With this in mind, we are able to model non-homogenous and non-isotropic spaces. Essentially we can face complexity in different directions.

For any \( \alpha \in \mathbb{R} \), we define \textit{left gradient} operator by

\[ \text{grad}_{l}^\alpha (\cdot) = \nabla_l^\alpha (\cdot) := D_{lx_1}^{\alpha} (\cdot) \textbf{e}_1 + D_{lx_2}^{\alpha} (\cdot) \textbf{e}_2 + D_{lx_3}^{\alpha} (\cdot) \textbf{e}_3. \tag{21} \]

Similarly, for any \( \alpha \in \mathbb{R}^3 \), we define \textit{right gradient} operator through

\[ \text{grad}_{r}^\alpha (\cdot) = \nabla_r^\alpha (\cdot) := D_{rx_1}^{\alpha} (\cdot) \textbf{e}_1 + D_{rx_2}^{\alpha} (\cdot) \textbf{e}_2 + D_{rx_3}^{\alpha} (\cdot) \textbf{e}_3. \tag{22} \]

The gradients act on a scalar function defined on \( \mathbb{R}^3 \) and generate vectors having as components the partial derivatives of the function: the \textit{nabla} is a \textit{vectorial differential operator}. Their action over other vectors, namely vectorial functions with components defined on \( \mathbb{R}^3 \), originates two pairs of differential vectors obtained using the \textit{inner} or \textit{scalar product} and the \textit{cross} or \textit{vectorial product}. Let \( f(x_1, x_2, x_3) \) be a vectorial function. Calculating the inner product of the left gradient and \( \textbf{f} \) we get the \textit{left divergence of \textbf{f}}

\[ \text{div}_{l}^\alpha (\textbf{f}) = \nabla_l^\alpha \cdot \textbf{f} := D_{lx_1}^{\alpha} f_1 + D_{lx_2}^{\alpha} f_2 + D_{lx_3}^{\alpha} f_3. \tag{23} \]

With the right nabla we obtain the \textit{right divergence} (\textit{div}_{r}^\alpha (\textbf{f})) , similarly defined.

If, instead of the inner product, we use the cross product, then we derive the \textit{left and right curls}. For the \textit{left curl} we have
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\[ \text{curl} f = (\nabla \times f) := \begin{vmatrix} D^\alpha_{l x_1} & D^\alpha_{l x_2} & D^\alpha_{l x_3} \\ f_1 & f_2 & f_3 \\ e_1 & e_2 & e_3 \end{vmatrix}. \tag{24} \]

We can write
\[ (\nabla^r \times f) = \left[ D^\alpha_{l x_1} f_3 - D^\alpha_{l x_2} f_2 \right] e_1 + \left[ D^\alpha_{l x_2} f_1 - D^\alpha_{l x_3} f_3 \right] e_2 + \left[ D^\alpha_{l x_3} f_2 - D^\alpha_{l x_1} f_1 \right] e_3. \tag{25} \]

The corresponding right (\(\text{curl}^r(f)\)) is readily obtained.

The three pairs of operators defined in (21)-(24) will be called first generation operators [43], because they use only the left or right derivatives, that is, not both.

**Remark 3.1.** With the LT such operators can be formulated easily from a transform perspective. To exemplify, the LT of the divergence is given in the LT domain by the inner product of the vector \(s^r\) and the transform of the vector field,

\[ \mathcal{L} \left[ \text{div} f \right] = \left( \pm \mathbb{R} \nabla \right) \cdot \mathcal{L} \left[ f \right]. \]

**Remark 3.2.** The choice of the region of convergence (Re(\(\tau\)) > 0 or Re(\(\tau\)) < 0) and the sign determines the type of divergence: left or right.

Similarly, we obtain for the LT of the curl

\[ \mathcal{L} \left[ \text{curl} f \right] = \left( \pm \mathbb{R} \nabla \right) \times \mathcal{L} \left[ f \right], \]

under the conditions stated in Remark 3.2.

3.2. **Mixed operators.** The above operators can be combined to get second generation operators in several distinct ways, but in agreement with the previous ideas. The most important are those resulting from combinations of left/right operators that produce two-sided derivatives.

3.2.1. **Internabla operations.** Divergence and curl operators were defined by inner and outer products of the nabla (left or right) and a vectorial function. If we substitute this function by the left/right nabla, then we get the following operators.

1. (a) \((\nabla^r \times \nabla^r)\)
   Using (25) we can write
   \[ (\nabla^r \times \nabla^r) = \left[ D^\alpha_{l x_1} D^\alpha_{l x_2} - D^\alpha_{l x_2} D^\alpha_{l x_1} \right] e_1 + \left[ D^\alpha_{l x_2} D^\alpha_{l x_3} - D^\alpha_{l x_3} D^\alpha_{l x_2} \right] e_2 + \left[ D^\alpha_{l x_3} D^\alpha_{l x_1} - D^\alpha_{l x_1} D^\alpha_{l x_3} \right] e_3. \]
   It is well known that in integer order calculus we have the important property: \(\nabla^1 \times \nabla^1 = 0\). This is not valid with the operator \((\nabla^r \times \nabla^r)\) that in general is not null.

(b) \((\nabla^r \times \nabla^r)\) and \((\nabla^r \times \nabla^r)\)
   We have:
   \[ (\nabla^r \times \nabla^r) = (\nabla^r \times \nabla^r) = 0 \tag{26} \]
   that will be useful in 3.3.

2. (a) \((\nabla^r \times \nabla^r)\)
   With the results presented in 3.1 we have
   \[ (\nabla^r \times \nabla^r) = D^\alpha_{l x_1} + D^\alpha_{l x_2} + D^\alpha_{l x_3}. \]

(b) \((\nabla^r \times \nabla^r)\)
   This is similar to the previous case
   \[ (\nabla^r \times \nabla^r) = D^\alpha_{l x_1} + D^\alpha_{l x_2} + D^\alpha_{l x_3}. \]

**Remark 3.3.** The two last operators are scalar one-sided. They are similar to the fractional Laplacian that we will define next.

(c) \((\nabla^r \times \nabla^r)\)
   Attending to the results presented in Subsec. 3.1, we obtain easily:
   \[ (\nabla^r \times \nabla^r) = D^\alpha_{l x_1} + D^\alpha_{l x_2} + D^\alpha_{l x_3} \]
   and from (16) we derive that
   \[ D^\alpha_{l x_1} + D^\alpha_{l x_2} f(x, x, x) = D^\alpha_{l x_1} f(x, x, x), \]
   \[ = \lim_{h \to 0} \frac{1}{\Gamma(\alpha_1 + 1)} \sum_{n = -\infty}^{\infty} (-1)^n \Gamma(\alpha_1 + 1) \Gamma(\alpha_1 + 1) f(x - nh, y, z). \]

This expression is the central fractional derivative [5] of order \(2\alpha_1\) relatively to the variable \(x_1\). For \(x_2\) and \(x_3\) the expressions are similar.

**Definition 3.3.** With (27) we can define the fractional Laplacian with order \(\alpha\) by
\[ \Delta^\alpha := (\nabla^r \times \nabla^r) = D^\alpha_{l x_1} + D^\alpha_{l x_2} + D^\alpha_{l x_3}. \tag{28} \]

**Remark 3.4.** When \(\alpha_1 = \alpha_2 = \alpha_3 = 1\) the centred derivative equals the classical centred derivative of order 2, but we do not recover the classical Laplacian, because it uses a non centred derivative and as consequence, it yields a \((1)\) factor.

Attending to these considerations about the use of LT in Remarks 3.1 and 3.2 and relations (17) and (18) we conclude that, for this operator, the region of convergence degenerates into the imaginary axis. This means that the suitable transform is the FT.

For the FT of the Laplacian we use (18) and the properties of the two-sided derivatives [55,56] to obtain
\[ \text{FT} \left[ \Delta^\alpha f(x_1, x_2, x_3) \right] = ||k||^{\alpha^2} F(i k), \tag{29} \]
where
\[ ||k||^{\alpha^2} = |k_1|^{2\alpha_1} + |k_2|^{2\alpha_2} + |k_3|^{2\alpha_3}. \tag{30} \]

When \(\alpha_1 = 1/2, i = 1, \ldots, 3\), we obtain a new Laplacian of order \(\alpha^2 = 1/2\) that results from the application of derivatives of order 1/2.

The above Laplacian is valid for orders verifying \(\alpha_i > -1/2\), due to the conditions of existence of the two-sided derivatives, [55,56]. However, due to the relation between the centred derivative and the Riesz potential referred above, we can compute the partial derivatives in (28) for \(\alpha_i \leq -1/2\) with the 1-D Riesz potential, which enlarges the validity of the definition to any orders. This means that the Laplacian introduced in (28) can be computed for any real order.
It is relevant to refer here that we can define a more general Laplacian by using operators with different orders:

$$\Delta^\gamma f(x_1, x_2, x_3) = D_{x_1}^{\alpha_1+\beta_1} + D_{x_2}^{\alpha_2+\beta_2} + D_{x_3}^{\alpha_3+\beta_3}$$

with FT given by

$$\mathcal{F}(\Delta^\gamma f(x_1, x_2, x_3)) = |\mathbf{k}|^{\gamma} \mathcal{F}(f(x_1, x_2, x_3)),$$

where

$$|\mathbf{k}|^{\gamma} := \sum_{m=1}^{3} |k_m|^{\alpha_m+\beta_m} e^{\frac{2\pi i}{\lambda c} (\alpha_m \beta_m)} \text{sgn}(k_m).$$

### 3.2.2. On the Laplacian

The Laplacian is an important operator in physics and engineering. However, the standard definition does not cope with domains that are neither homogeneous, nor isotropic. Researchers in applied sciences have been interested in a definition of fractional Laplacian suitable for describing such type of media. In recent studies the fractional Laplacian was implemented by means of the inverse of the Riesz potential [58–60]. However, it is not straightforward that this is the suitable option when thinking in applications where the properties change with direction. In fact, the inverse of the Riesz potential cannot be expressed as a sum of partial derivatives and is only defined using the inverse of Fourier transform of the operator [61].

The classical Laplacian is defined in 3-D by

$$\Delta f(\mathbf{x}) = \frac{\partial^2 f(\mathbf{x})}{\partial x_1^2} + \frac{\partial^2 f(\mathbf{x})}{\partial x_2^2} + \frac{\partial^2 f(\mathbf{x})}{\partial x_3^2}.$$  \hspace{1cm} (31)

where \( \mathbf{x} = (x_1, x_2, x_3) \). This operator is fundamental in physics, namely in electromagnetism. Applying the FT to equation (31), we obtain

$$\mathcal{F}(\Delta f(\mathbf{x})) = |\mathbf{k}|^2 \mathcal{F}(f(\mathbf{x}))$$  \hspace{1cm} (32)

with

$$|\mathbf{k}|^2 = \sum_{j=1}^{3} k_j^2.$$  \hspace{1cm} (33)

**Remark 3.5.** If instead of the usual right derivative used to define the Laplacian, the centred one is adopted, then the sign \(-\) can be removed.

In his work [58], Riesz implicitly suggested several possible definitions of fractional Laplacian [3,58], but he did not present the explicit realization of such operators. Nonetheless, Riesz deduced expressions suggesting that the potential defined by

$$\mathcal{F}(f(\mathbf{x})) := \int_{\mathbb{R}^3} f(\mathbf{y}) \frac{d^\gamma \mathcal{F}^{-1}(f)}{d\mathbf{y}^\gamma},$$  \hspace{1cm} (34)

for any positive \( \alpha \), could implement the inverse of the integer order Laplacian. The normalizing constant \( \gamma_3(\alpha) \) is given by

$$\gamma_3(\alpha) = \frac{\Gamma(\frac{3}{2}+\alpha)}{\pi^2} = \frac{\Gamma(\frac{1}{2}+\alpha)}{\Gamma(\frac{3}{2})}.$$  \hspace{1cm} (35)

In the literature several authors have proposed expressions for the Riesz Laplacian by looking for an operator satisfying the generalization of (32), that is, by verifying:

$$\mathcal{F}((-\Delta)^{\alpha/2} f(x)) = |k|^{\frac{\alpha}{2}} \mathcal{F}(f(x)),$$

with \( 0 < \alpha \leq 1 \) and

$$|k|^{2\alpha} = \sum_{j=1}^{3} k_j^{2\alpha}.$$  \hspace{1cm} (37)

This operator can be implemented by [1] means of

$$(-\Delta)^{\alpha} f(x) := \frac{1}{\gamma_3(\alpha)} \int_{\mathbb{R}^3} \frac{(\Delta_{l} f)(y)}{|x-y|^{2\alpha+3}} dy,$$  \hspace{1cm} (38)

where \( (\Delta_{l} f)(y) \) is the \( l \)-th difference of \( f(y) \). For \( l > 2\alpha \) the above integral is absolutely convergent. Often we have \( \alpha < 1 \) and \( l \) is chosen as \( l = 1 \) yielding [59,60]

$$(-\Delta)^{\alpha} f(x) := \frac{1}{\gamma_3(\alpha)} \int_{\mathbb{R}^3} \frac{f(y) - f(x)}{|x-y|^{2\alpha+3}} dy.$$  \hspace{1cm} (39)

Operator (39) has been used to implement the fractional Laplacian [59,60]. However, the Riesz based Laplacian does not fit into our proposal pointing to the generalization of classic vectorial operators.

### 3.3. Vectorial Laplacian and mixed operators

Starting from the Laplacian formulation, (28), we can define the vectorial Laplacian

$$\text{lap}^{\gamma}(f) = \Delta^\gamma f(e_1) + \Delta^\gamma f(e_2) + \Delta^\gamma f(e_3)$$

(40)

that enjoys a very important relation shared with two pairs of mixed operators

1. Gradient of a divergence

We define gradient of a divergence as

$$\text{grad}_{\gamma}^v(\text{div}_{\gamma}^v f) := \nabla^\gamma (\text{div}_{\gamma}^v f)$$

$$= D_{x_1}^{\alpha_1} f_1 e_1 + D_{x_2}^{\alpha_2} f_2 e_2 + D_{x_3}^{\alpha_3} f_3 e_3$$

$$+ D_{r_1}^{\alpha_1} D_{x_2}^{\alpha_2} f_2 e_1 + D_{r_2}^{\alpha_2} D_{x_3}^{\alpha_3} f_3 e_2 + D_{r_3}^{\alpha_3} D_{x_1}^{\alpha_1} f_1 e_3$$

$$+ D_{r_1}^{\alpha_1} D_{x_2}^{\alpha_2} D_{x_3}^{\alpha_3} f_3 e_1 + D_{r_2}^{\alpha_2} D_{x_1}^{\alpha_1} D_{x_3}^{\alpha_3} f_3 e_2 + D_{r_3}^{\alpha_3} D_{x_1}^{\alpha_1} D_{x_2}^{\alpha_2} f_2 e_3.$$  \hspace{1cm} (41)

**Remark 3.6.** We obtain \( \text{grad}_{\gamma}^v(\text{div}_{\gamma}^v f) \) with the substitutions \( l \) for \( r \) and \( r \) for \( l \).

**Remark 3.7.** We can also define \( \text{grad}_{\gamma}^v(\text{div}_{\gamma}^v f) \) and \( \text{grad}_{\gamma}^v(\text{div}_{\gamma}^v f) \), but they are one-sided operators of limited interest.

2. Divergence of a curl

We can define several divergence of a curl operators as before. The most interesting are the following

$$\text{div}_{\gamma}^v(\text{curl}_{\gamma}^v f) = \nabla^\gamma (\text{curl}_{\gamma}^v f) = \nabla^\gamma \times f,$$

$$\text{div}_{\gamma}^v(\text{curl}_{\gamma}^v f) = \nabla^\gamma (\text{curl}_{\gamma}^v f) = \nabla^\gamma \times f = 0,$$

because they are identically null as in the usual integer order case.
3. Curl of a curl
We start defining \emph{curl of a curl} by \(\text{curl}_\alpha(\text{curl}_\beta(F))\). To obtain a closed form for this operator we use the vectorial Laplacian to get:
\[
\text{curl}_\alpha(\text{curl}_\beta(F)) = \text{grad}_\alpha(\text{div}_\beta(F)) - \text{lap}_\alpha F
\]  
(44)
in agreement with the classical result. Obviously we can have alternative order for the symbols “\(\alpha\)” and “\(\beta\)” obtaining a second valid relation:
\[
\text{curl}_\beta(\text{curl}_\alpha(F)) = \text{grad}_\beta(\text{div}_\alpha(F)) - \text{lap}_\beta F.
\]  
(45)

**Remark 3.8.** It is possible to generalize and to combine operators with any triplets of orders: \(\mathbf{\tau} = (\alpha_1, \alpha_2, \alpha_3) \neq \mathbf{\beta} = (\beta_1, \beta_2, \beta_3)\) as we did before for the Laplacian.

**Remark 3.9.** In the above expressions it was assumed that the orders of the operators are fixed. Nevertheless, we can consider changing the orders of derivation. As concerns the derivation in time, we only have to perform another derivative using a suitable order, since the proposed time derivative verifies the additivity of the orders that can assume any real value. Concerning the space derivatives, the problem may not have a such simple solution. It was conjectured [43] that we can substitute a given field, \(F\), by \(\text{grad}_\gamma \text{div}_\gamma F\), but that conjecture remains to be proved.

### 3.4. Fractional generalized Helmholtz decomposition theorem
The Helmholtz decomposition theorem is a classical result that allows the decomposition a given time independent field into curl-free and divergence-free components [62, 63]. This theorem was extended by Kapuściński for the time variant case and simultaneously deduced some gauge invariants of classical field theories [64]. This development was used by Nevels [65] to present a derivation of Maxwell equations. Following Kapuściński’s procedure, similar conclusions for a fractional setup were obtained in [43]. Essentially the procedure consists in the decomposition of two fields in terms of time-dependent scalar and vectorial potentials. The decomposition involves the vectorial tools presented in the previous sections and the forward fractional time derivative (to impose causality).

**Theorem 3.1.** Helmholtz decomposition theorem
1. Consider a pair of time-dependent vector fields \(F_1\) and \(F_2\) that are null at an infinitely long distance. Such pair is uniquely determined by
\[
\begin{align*}
  r_1 &= \text{div}_\alpha F_1, \\
r_2 &= \text{div}_\beta F_2,
\end{align*}
\] 
(46)
and
\[
\begin{align*}
  j_1 &= \text{curl}_\alpha F_1 + a_2 \frac{\partial \gamma}{\partial t} F_2, \\
j_2 &= \text{curl}_\beta F_2 + a_1 \frac{\partial \gamma}{\partial t} F_1,
\end{align*}
\] 
(49)
where \(a_1\) and \(a_2\) are two constants with physical meaning used to match the physical dimensions.

2. For the above pair of fields there are four potentials, two scalar, \(\phi_1\) and \(\phi_2\), and two vectorial, \(A_1\) and \(A_2\), that are able to represent those fields according to
\[
\begin{align*}
  F_1 &= -\text{grad}_\alpha \phi_1 - \frac{\partial \gamma}{\partial t} A_1 + \frac{1}{a_1} \text{curl}_\beta A_2, \\
F_2 &= -\text{grad}_\beta \phi_2 - \frac{\partial \gamma}{\partial t} A_2 + \frac{1}{a_2} \text{curl}_\alpha A_1.
\end{align*}
\]  
(50, 51)

**Remark 3.10.** In this generalization of the Helmholtz decomposition, the gradient and the rotational have different character: one is left and the other right-sided.

**Remark 3.11.** The scalars \(r_1\) and \(r_2\) and the vectors \(j_1\) and \(j_2\) have the role of inputs to the system defined by (46) to (49).

**Remark 3.12.** The two fields are interlaced. The solution of (46) to (49) for obtaining the fields consists of decoupling that relationship.

**Remark 3.13.** Another manifestation of that relationship can be obtained with the divergence operators in (48) and (49) using (42) and (43) to get
\[
\begin{align*}
  \text{div}_\alpha j_1 &= a_2 \frac{\partial \gamma}{\partial t} r_2, \\
\text{div}_\beta j_2 &= a_1 \frac{\partial \gamma}{\partial t} r_1.
\end{align*}
\]  
(52, 53)

**Remark 3.14.** The scalar and vectorial potentials serve as intermediate tools to obtain the fields (outputs of the system).

#### 3.4.1. Solution in terms of potentials.
To justify this theorem it was shown that the pair of fields can be determined from the four potentials [43]. As referred above we consider \(r_1\), \(r_2\), \(j_1\), and \(j_2\) as inputs to the system and \(F_1\) and \(F_2\) the outputs. The scalar and vectorial potentials are auxiliary functions. Therefore, we need relations involving such potentials serving as intermediate tools to compute the fields from the input functions.

Such relations are obtained by applying the divergence and rotational operators for both fields and manipulating the equations with the help of the vectorial operators introduced in Sec. 3. As shown in [43] the four potentials are completely determined from four equations and once they are known we obtain the fields \(F_1\) and \(F_2\). Such equations assume the form
\[
\begin{align*}
  a_1 j_1 &= \text{grad}_\alpha \left[ \text{div}_\gamma A_2 - a_1 a_2 \frac{\partial \gamma}{\partial t} \phi_2 \right] , \\
&= \left[ \text{lap}_\alpha A_2 + a_1 a_2 \frac{\partial^2 \gamma}{\partial t^2} \phi_2 \right], \\
  a_2 j_2 &= \text{grad}_\beta \left[ \text{div}_\gamma A_1 - a_1 a_2 \frac{\partial \gamma}{\partial t} \phi_1 \right] , \\
&= \left[ \text{lap}_\beta A_1 + a_1 a_2 \frac{\partial^2 \gamma}{\partial t^2} \phi_1 \right],
\end{align*}
\]  
(54, 55)
\[ r_1 = -\frac{\partial \gamma}{\partial t^\alpha} \left[ \text{div}_\gamma A_1 - a_1 a_2 \frac{\partial^\gamma \phi_1}{\partial t^{2\gamma}} \right] \]
\[ r_2 = -\frac{\partial \gamma}{\partial t^\alpha} \left[ \text{div}_\gamma A_2 - a_1 a_2 \frac{\partial^\gamma \phi_2}{\partial t^{2\gamma}} \right] \]
\[ = \Delta^\gamma \phi_1 + a_1 a_2 \frac{\partial^\gamma \phi_1}{\partial t^{2\gamma}}, \]
\[ = \Delta^\gamma \phi_2 + a_1 a_2 \frac{\partial^\gamma \phi_2}{\partial t^{2\gamma}}. \]

This formulation suggests that for each pair \((\phi_i, A_i), i = 1, 2\), we expect to have:

1. \[ \text{div}_\gamma A_1 - a_1 a_2 \frac{\partial^\gamma \phi_1}{\partial t^{2\gamma}} = 0, \]
2. \[ \text{div}_\gamma A_2 - a_1 a_2 \frac{\partial^\gamma \phi_2}{\partial t^{2\gamma}} = 0, \]

allowing us to obtain 4 decoupled equations.

2. Let \(u_1\) and \(u_2\) be two scalar potentials, and \(B_1\) and \(B_2\) be two vectorial potentials verifying (58), (59), and (61). Then, the fields (50) and (51) remain invariant under the transformations:

\[ \phi_1 \rightarrow \phi_1 - \frac{\partial^\gamma u_1}{\partial t^{2\gamma}} - \frac{1}{a_1 a_2} \text{div}_\gamma B_1 \]
\[ \phi_2 \rightarrow \phi_2 - \frac{\partial^\gamma u_2}{\partial t^{2\gamma}} - \frac{1}{a_1 a_2} \text{div}_\gamma B_2 \]
\[ A_1 \rightarrow A_1 + \text{grad}_\gamma u_1 = -\frac{\partial^\gamma B_1}{\partial t} - \frac{1}{a_1} \text{curl}_\gamma B_1 \]
\[ A_2 \rightarrow A_2 + \text{grad}_\gamma u_2 = -\frac{\partial^\gamma B_2}{\partial t} - \frac{1}{a_2} \text{curl}_\gamma B_1 \]

3. Any other scalar or vector potential used to obtain the invariants must give a null contribution to the fields, meaning that they must verify the condition:

\[ \Delta^\gamma \psi + a_1 a_2 \frac{\partial^\gamma \psi}{\partial t^{2\gamma}} = 0. \]

According to the above relations (54) to (61) we conclude that we can always choose the scalar and vectorial potentials verifying (61). This together with (60) implies that the conditions (58) and (59) are also satisfied leading to simplified decoupled equations for the potentials

\[ a_1 j_1 = -\left[ \text{lap}_\gamma A_2 + a_1 a_2 \frac{\partial^\gamma A_2}{\partial t^{2\gamma}} \right], \]
\[ a_2 j_2 = -\left[ \text{lap}_\gamma A_1 + a_1 a_2 \frac{\partial^\gamma A_1}{\partial t^{2\gamma}} \right], \]
\[ r_1 = -\left[ \Delta^\gamma \phi_1 + a_1 a_2 \frac{\partial^\gamma \phi_1}{\partial t^{2\gamma}} \right], \]
\[ r_2 = -\left[ \Delta^\gamma \phi_2 + a_1 a_2 \frac{\partial^\gamma \phi_2}{\partial t^{2\gamma}} \right], \]

establishing a set of 8 independent equations involving the Laplacian. Once the potentials are computed, the fields \(F_1\) and \(F_2\) are readily obtained using (50) and (51).

### 3.4.2. Decoupled solution involving the fields.

We can avoid passing by intermediate potentials if we use wave equations for the fields (see [43]). Such equations are

\[ \text{lap}_\gamma F_1 + a_1 a_2 \frac{\partial^\gamma F_1}{\partial t^{2\gamma}} = -\text{curl}_\gamma j_1, \]
\[ + \text{grad}_\gamma r_1 + a_2^2 \frac{\partial^\gamma j_2}{\partial t^{2\gamma}}, \]
\[ \text{lap}_\gamma F_2 + a_1 a_2 \frac{\partial^\gamma F_2}{\partial t^{2\gamma}} = -\text{curl}_\gamma j_2, \]
\[ + \text{grad}_\gamma r_2 + a_1^2 \frac{\partial^\gamma j_1}{\partial t^{2\gamma}}. \]

**Remark 3.15.** The above theory only makes sense if it is a true generalization of the classic integer order counterpart. Therefore, when the orders in the gradients, divergences, and curls become 1 we have to obtain the classic Helmholtz decomposition theorem. From the derivative definitions given in Sec. 2 we conclude that the fractional left and right gradients, divergences, and curls recover the classic corresponding operators, since there is no difference between integer order left and right derivatives. On the other hand, these operators are continuous functions of the orders. The unique difference lies in the Laplacian definition. The one proposed here leads to an expression that has a “-” sign when compared to the classic one, due to the use of the two-sided derivative.

**Remark 3.16.** There are several approaches for obtaining the fractional Maxwell equations [22, 39, 40, 66], but without the coherence given by the previous formalism. In [43] a version of fractional Maxwell equations based on the generalized Helmholtz decomposition was proposed.

### 4. On the fractional definite integrals

#### 4.1. Previous considerations.

The concept of fractional definite integrals (FDI) was introduced in [48]. Starting with a generalization of Barrow formula an FDI definition was proposed, followed by the formulation of the “fractional fundamental theorem of calculus”. These developments allowed the definition of double and triple integrals on rectangular spaces. Here we will recall those results in the scope of the present work.

#### 4.2. A generalized Barrow formula.

Let \(f(x), x \in \mathbb{R}\), such that \(f^{(\alpha)}_I(x), \alpha > 0\), exist – it is enough to assume that \(f(x)\) has LT with a non void region of convergence. We denote the two cases of left and right anti-derivatives by \(f^{(-\alpha)}_I(x)\).

**Definition 4.1.** The \(\alpha\)-order fractional integral (FI) of \(f(x)\) over the interval \((a, b)\) is defined through the fractional Barrow formula

\[ I^{\alpha}_{Ir} f(a, b) = \int_a^b f(x) dx^\alpha = f^{(-\alpha)}_I(b) - f^{(-\alpha)}_I(a), \]
\[ I_{tr}^a f(a, b) = \frac{1}{\Gamma(\alpha + 1)} \int_0^b [f(b \pm x) - f(a \pm x)] \, dx^\alpha, \quad (69) \]

since \( \frac{dx^\alpha}{\alpha} = x^{\alpha-1} \), as \( x \geq 0 \). From the standard (integer order) Barrow formula \( \int_a^b f'(x) \, dx = f(b) - f(a) \) we obtain the expression

\[ I_{tr}^a f(a, b) = \frac{1}{\Gamma(\alpha + 1)} \int_0^b \int_a^b f'(y \pm x) \, dy \, dx^\alpha. \quad (70) \]

Since the function \( f(x) \) has LT, the integral in (69) exists. The same happens with inner integral in (70) that is uniformly convergent. Consequently, we can commute the integrations to obtain

\[ I_{tr}^a f(a, b) = \frac{2}{\Gamma(\alpha + 1)} \int_a^b f'(x) \, dx. \quad (71) \]

Considering as variable the upper limit, \( b = z \in \mathbb{R} \), (71) leads to a fractional formulation of the fundamental theorem of integral calculus. In fact, setting \( f(x) = D_{tr}^a g(x) \) we can write [48]

\[ I_{tr}^a D_{tr}^a g(a, b) = \int_a^b D_{tr}^{(1)} g(x) \, dx = g(z) - g(a), \quad (72) \]

and

\[ D_{tr}^a [I_{tr}^a f(a, z)] = D_{tr}^a [f_{tr}^{(-\alpha)}(z) - f_{tr}^{(-\alpha)}(a)] = f(z), \quad (73) \]

since, for the adopted formulations of derivatives, the derivative of a constant is zero.

4.3. Integrals in \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \). Let us assume that the function \( g \) is dependent of a variable, \( x_1 \), and a parameter, \( x_2 \), that is kept fixed, \( f(x_1, x_2) \). We define the parametric integral

\[ I_{tr}^a g(a_1, b_1, x_2) = \int_{a_1}^{b_1} g(x_1, x_2) \, dx_1^{\alpha_1}, \quad (74) \]

\[ = g_{tr}^{(-\alpha_1)}(b_1, x_2) - g_{tr}^{(-\alpha_1)}(a_1, x_2). \]

Similarly, fixing \( x_1 \) and having \( x_2 \) for variable, we define the parametric integral

\[ I_{tr}^a g(a_2, x_1, b_2) = \int_{a_2}^{b_2} g(x_1, x_2) \, dx_2^{\alpha_2}, \quad (75) \]

\[ = g_{tr}^{(-\alpha_2)}(x_1, b_2) - g_{tr}^{(-\alpha_2)}(x_1, a_2). \]

This motivates to the following definition.

**Definition 4.2.** The FI on a rectangular region \((a_1, b_1) \times (a_2, b_2)\) is given by

\[ I_{tr}^a g(a_1, b_1, a_2, b_2) = \int_{a_1}^{b_1} \int_{a_2}^{b_2} g(x_1, x_2) \, dx_1^{\alpha_1} \, dx_2^{\alpha_2}, \quad (76) \]

where each integration is obtained by the fractional Barrow formula.

If the orders of the FD are equal (i.e., \( \alpha_1 = \alpha_2 = \alpha \)), then we can consider the standard expression for surface, \( x_1, x_2 = S \), to get the fractional surface integral

\[ I_{tr}^a g(a_1, b_1, a_2, b_2, b_3) = \int_S g(x_1, x_2) \, dS^\alpha. \quad (77) \]

The integral in \( \mathbb{R}^3 \) is obtained in a similar way.

**Definition 4.3.** The FI in \( \mathbb{R}^3 \) is defined by

\[ I_{tr}^a g(a_1, b_1, a_2, b_2, a_3, b_3) = \int_{a_1}^{b_1} \int_{a_2}^{b_2} \int_{a_3}^{b_3} g(x_1, x_2, x_3) \, dx_1^{\alpha_1} \, dx_2^{\alpha_2} \, dx_3^{\alpha_3}, \quad (78) \]

where each integration is performed by means of the fractional Barrow formula.

If the derivative orders are equal (i.e., \( \alpha_1 = \alpha_2 = \alpha_3 = \alpha \)), then we get

\[ I_{tr}^a g(a_1, b_1, a_2, b_2, a_3, b_3) = \int_V g(x_1, x_2, x_3) \, dV^\alpha, \quad (79) \]

where we considered the standard expression for volume, \( V = x_1, x_2, x_3 \).

5. Fractional classic integral theorems in rectangular domains

In this section we generalize the classic integral theorems of Green, Stokes, and Ostrogradski-Gauss by following a procedure similar to the one adopted in [46]. Furthermore, we will use the left derivative unless another option is explicitly mentioned.

5.1. The Green’s theorem. Let us consider a closed path \( \gamma \) defining a rectangle in the horizontal plane \( \Sigma = \{(x_1, x_2) : a_1 \leq b_1, a_2 \leq b_2\} \) and a vectorial function \( f(x_1, x_2) = f_1(x_1, x_2) \hat{e}_1 + f_2(x_1, x_2) \hat{e}_2 \), where \( \hat{e}_i, i = 1, 2 \), define the usual orthogonal base in \( \mathbb{R}^2 \). Let \( \alpha \), \( i = 1, 2 \), be the order of the derivative with respect to the variable \( x_i \). The line FI along \( \gamma \) is defined by

\[ I_{tr}^\gamma f(\gamma) = \int_{a_1}^{b_1} f_1(x_1, a_2) \, dx_1^{\alpha_1} + \int_{a_2}^{b_2} f_2(b_1, x_2) \, dx_2^{\alpha_2} \]

\[ + \int_{b_1}^{a_1} f_1(x_1, b_2) \, dx_1^{\alpha_1} + \int_{b_2}^{a_2} f_2(a_1, x_2) \, dx_2^{\alpha_2} \]

\[ = \int_{a_1}^{b_1} [f_1(x_1, a_2) - f_1(x_1, b_2)] \, dx_1^{\alpha_1} \]

\[ + \int_{a_2}^{b_2} [f_2(b_1, x_2) - f_2(a_1, x_2)] \, dx_2^{\alpha_2}. \]
Using the fractional formulation of the fundamental theorem of integral calculus (72) and the Fubini theorem [67], we can write

\[
I_{I_{\gamma}} f(\gamma) = \int_{\gamma_1} b_1 a_1 \int_{\gamma_2} a_2 b_2 \left[ -D_{x_1}^{\alpha_1} f_1(x_1, x_2) + D_{x_2}^{\alpha_2} f_2(x_1, x_2) \right] dx_1^{\alpha_1} dx_2^{\alpha_2}.
\]

In this line of thought, introducing the notation \( \int_{\gamma} f(\gamma) d\gamma = I_{I_{\gamma}} f(\gamma) \), we can formulate the following theorem.

**Theorem 5.1.** The fractional Green’s theorem for a rectangular domain \( \Sigma \) is given by

\[
\int_{\gamma_1} f(\gamma) d\gamma_1^{\alpha_1} + \int_{\gamma_2} f(\gamma) d\gamma_2^{\alpha_2} = \int_{\Sigma} f(x_1, x_2) dx_1^{\alpha_1} dx_2^{\alpha_2}.
\]

This theorem is valid for a region formed by juxtaposing a finite number of small rectangles. In this case the integration paths is a succession of horizontal and vertical segments. We can write \( d\gamma = dx_1^{\alpha_1} + (1-c) dx_2^{\alpha_2} \), with \( c = 1 \) and \( c = 0 \) for horizontal and vertical segments, respectively.

Consider two rectangles placed side by side, \( \Sigma_1 = \{(x_1, x_2) : a_1 \leq b_1, a_2 \leq b_2\} \), and \( \Sigma_2 = \{(x_1, x_2) : b_1 \leq 2b - a_1, a_2 \leq b_2\} \). The corresponding surrounding lines are \( \gamma_1 \) and \( \gamma_2 \). Let \( \Sigma \) be the union of the two rectangles and \( \gamma \) the surrounding line. We have:

\[
\int_{\gamma_1} f(\gamma) d\gamma_1^{\alpha_1} + \int_{\gamma_2} f(\gamma) d\gamma_2^{\alpha_2} = \int_{a_1}^{b_1} f_1(x_1, a_2) dx_1^{\alpha_1} + \int_{b_1}^{b_2} f_2(b_1, x_2) dx_2^{\alpha_2}
\]

\[
+ \int_{a_2}^{b_2} f_1(x_1, b_2) dx_1^{\alpha_1} + \int_{a_2}^{b_1} f_2(b_1, x_2) dx_2^{\alpha_2}
\]

\[
+ \int_{b_1}^{b_2} f_2(2b_1 - a_1, x_2) dx_2^{\alpha_2} = \int_{\gamma_1} f(\gamma) d\gamma_1^{\alpha_1} + \int_{\gamma_2} f(\gamma) d\gamma_2^{\alpha_2} = \int_{\gamma} f(\gamma) d\gamma.
\]

We set \( 2b_1 - a_1 = \tilde{b}_1 \). This procedure can be used with regions bounded by integration paths similar to that illustrated in Fig. 1.

5.2. The Stokes’ theorem. In this case we adopt a strategy similar to the one followed for the Green’s theorem, with the difference that now the integration path is a line in \( \mathbb{R}^3 \) with 6 segments parallel to the coordinate axis.

Let us consider a surface constituted by 3 contiguous faces of a parallelepiped \( \Psi = \{(x_1, x_2, x_3) : a_1 \leq b_1, a_2 \leq b_2, a_3 \leq b_3\} \) and a vectorial function \( f(x_1, x_2, x_3) = f_1(x_1, x_2, x_3) \vec{e}_1 + f_2(x_1, x_2, x_3) \vec{e}_2 + f_3(x_1, x_2, x_3) \vec{e}_3 \), and \( a_i, i = 1, 2, 3 \), the derivative orders relatively to variables \( x_i \). The 3 faces define a path, \( \gamma \), with 6 segments. To compute the fractional line integral along \( \gamma \) we apply to each face the Green’s theorem above introduced. The direction of the walk must be the same in each face. This leads to a cancellation of the contributions in edges belonging to two contiguous faces. We can write

- Upper horizontal face

\[
\int_{\gamma_3} f(\gamma) d\gamma_3 = \int_{a_1}^{b_1} \left[ D_{x_1}^{\alpha_1} f_2(x_1, x_2, b_3) - D_{x_2}^{\alpha_2} f_1(x_1, x_2, b_3) \right] dx_1^{\alpha_1} dx_2^{\alpha_2}.
\]

- Close frontal face

\[
\int_{\gamma_1} f(\gamma) d\gamma_1 = \int_{a_2}^{b_2} \left[ D_{x_2}^{\alpha_2} f_3(b_1, x_2, x_3) - D_{x_3}^{\alpha_3} f_2(b_1, x_2, x_3) \right] dx_2^{\alpha_2} dx_3^{\alpha_3}.
\]

- Right hand face

\[
\int_{\gamma_2} f(\gamma) d\gamma_2 = \int_{a_3}^{b_3} \left[ D_{x_3}^{\alpha_3} f_1(x_1, b_2, x_3) - D_{x_1}^{\alpha_1} f_3(x_1, b_2, x_3) \right] dx_1^{\alpha_1} dx_3^{\alpha_3}.
\]
Attending to the definition of the fractional curl operator introduced in Sec. 3, we have
\[
\langle \nabla^{\alpha}_{\gamma} \times \mathbf{f} \rangle = [D_{x_2}^{\alpha_1} f_5 - D_{x_3}^{\alpha_1} f_2] \mathbf{e}_1 \\
+ [D_{x_3}^{\alpha_2} f_1 - D_{x_1}^{\alpha_2} f_3] \mathbf{e}_2 + [D_{x_1}^{\alpha_3} f_2 - D_{x_2}^{\alpha_3} f_1] \mathbf{e}_3 \tag{84}
\]
we can rewrite the relations (81)–(83) in the form

- **Upper horizontal face** ($x_3 = b_3$)
\[
\int_{\gamma_3} f(x) \, d\gamma^\alpha = \int_{a_1}^{b_1} \int_{a_2}^{b_2} \nabla_{\gamma}^{\alpha} \times \mathbf{f} \cdot \mathbf{e}_3 \, dx_1 \, dx_2 .
\]

- **Close front face** ($x_2 = b_2$)
\[
\int_{\gamma_3} f(x) \, d\gamma^\alpha = \int_{a_1}^{b_1} \int_{a_3}^{b_3} \nabla_{\gamma}^{\alpha} \times \mathbf{f} \cdot \mathbf{e}_1 \, dx_2 \, dx_3 .
\]

Adding the 3 terms we obtain the following theorem.

**Theorem 5.2.** The fractional Stokes’s theorem for a parallelepipedic domain, $\Psi$, becomes
\[
\int_{\gamma} f(x) \, d\gamma^\alpha = \sum_{i=1}^{3} b_i \int_{a_i}^{b_i} \nabla_{\gamma}^{\alpha} \times \mathbf{f} \cdot \mathbf{e}_i \, dx_i \, dx_{i+1} ,
\]
where $j, k = 1, 2, 3$, $j < k$, $j, k \neq i$, and, for each $i = 1, 2, 3$, the variable $x_i$ is kept constant equal to $b_i$.

As in the classical case, we define the flux, $\Phi_3$, through a horizontal face by
\[
\Phi_3 = \int_{a_1}^{b_1} \int_{a_2}^{b_2} f_3(x_1, x_2, x_3) \, dx_1 \, dx_2 ,
\]
where the $-$ or $+$ signs apply when $x_3 = a_3$ or $x_3 = b_3$. The fluxes $\Phi_1$ and $\Phi_2$, through frontal and lateral faces are defined in a similar way. Therefore, the fractional Stokes’ states that the fractional integral of a vectorial field along a rectangular line is equal to the total flux of the curl of such field through a surface supported on such line.

**5.3. The Ostrogradski-Gauss’s theorem.** Let us consider a parallelepipedic region $\Psi$ previously defined and a vectorial function $f(x_1, x_2, x_3) = f_1(x_1, x_2, x_3)\mathbf{e}_1 + f_2(x_1, x_2, x_3)\mathbf{e}_2 + f_3(x_1, x_2, x_3)\mathbf{e}_3$. Since each face is parallel to a coordinate plane, its normal is parallel to one of the unity vectors $\mathbf{e}_i$, $i = 1, 2, 3$.

According to the fractional fundamental theorem of integral calculus, summing the flux contributions of two parallel faces, we get
\[
\int_{a_1}^{b_1} \int_{a_2}^{b_2} \int_{a_3}^{b_3} D_{x_3}^{\alpha_1} f_3(x_1, x_2, x_3) \, dx_1 \, dx_2 \, dx_3 .
\]

We can sum of the six contributions and represent symbolically the result by
\[
\iint_{S} (\mathbf{f}(x_1, x_2, x_3) \cdot \mathbf{n}) \, dS^\alpha = \int_{a_1}^{b_1} \int_{a_2}^{b_2} \int_{a_3}^{b_3} \nabla_{x_3}^{\alpha_1} f_3(x_1, x_2, x_3) \, dx_1 \, dx_2 \, dx_3 ,
\]
where $j, k = 1, 2, 3$, $j \neq k \neq i$ and $x_i = b_i$. The normal $\mathbf{n}$ is equal to one of the base vectors, $\mathbf{e}_i$, $i = 1, 2, 3$, according to the integration surface.

With this result we can state the following theorem.

**Theorem 5.3.** Let the left divergence operator be defined in (23). Then the fractional Ostrogradski-Gauss or Divergence theorem can be written as
\[
\iint_{S} \left( \mathbf{f}(x_1, x_2, x_3) \cdot \mathbf{n} \right) \, dS^\alpha = \int_{a_1}^{b_1} \int_{a_2}^{b_2} \int_{a_3}^{b_3} \nabla_{x_3}^{\alpha_1} (f_3(x_1, x_2, x_3)) \, dx_1 \, dx_2 \, dx_3 .
\]

In particular, $\mathbf{f}(x_1, x_2, x_3)$ can be set equal to the gradient of a scalar function: $f(x_1, x_2, x_3) = \nabla^\alpha \phi(x)$ leading to

**Corollary 5.1.** As referred previously, the results deduced for a parallelepiped can be generalized to the region that results from joining as many parallelepipeds as needed in such a way that all the small surfaces are parallel to one coordinated plane.
5.4. Uniform derivative order cases. In the previous sections we assumed different orders for the three space directions. Herein, we derive formulae for the particular case of uniform order, that is, for $\alpha_1 = \alpha_2 = \alpha_3 = \alpha$.

In this case the FI on a rectangular region constituted by contiguous rectangles is given by (77) and is reproduced here

$$I_{\alpha} f(a_1, b_1, a_2, b_2) = \int \int f(x_1, x_2) dS^\alpha. \quad (91)$$

The integral in $\mathbb{R}^3$ was obtained in a similar way and the FI in $\mathbb{R}^3$ was defined in (79) and reads

$$I_{\alpha} f(a_1, b_1, a_2, b_2, a_3, b_3) = \int \int \int f(x_1, x_2, x_3) dV^\alpha. \quad (92)$$

A particular case of the Green’s theorem occurs when $\alpha_1 = \alpha_2 = \alpha$ and can be written as

$$\oint f(\gamma) d\gamma = \int \int \left[ D^\alpha_{\gamma_1} f_1(x_1, x_2) - D^\alpha_{\gamma_2} f_2(x_1, x_2) \right] dS^\alpha. \quad (93)$$

Similarly, for Stokes’ theorem 5.2, if $\alpha_1 = \alpha, \ i = 1, 2, 3$, then we can write from (88)

$$\oint f(\gamma) d\gamma = \sum_{i=1}^{3} \int_{S_i} \nabla^\alpha \cdot \bar{\gamma} \ dS^\alpha, \quad (94)$$

where $S_i, \ i = 1, 2, 3$, is a surface with normal given by $\bar{\gamma}, \ i = 1, 2, 3$.

Concerning the Ostrogradski-Gauss’s theorem 5.3, in the case of uniform orders we can write, from (89)

$$\oint f(x_1, x_2, x_3) \cdot \bar{n} \ dS^\alpha = \int \int \int \text{div}^\alpha(f) \ dV^\alpha. \quad (95)$$

With $\alpha = 1$, we recover the classical results.

6. Conclusions

In this paper, a generalization of classical fractional vectorial calculus was proposed, by considering the differential and integral formulations. Concerning the first we presented fractional versions of the vectorial tools, namely, the gradient, divergence, curl, and Laplacian. For this purpose, suitable formulations of fractional derivatives were described. Time and space derivatives were introduced using the Grünwald-Letnikov and Liouville formulations. Two-sided derivatives were also presented due to their importance in the development of differential vectorial tools, namely the Laplacian. We described left and right gradient, divergence, and curl, calling them “first generation operators”, since they led to the “second generation operators” and, in particular, to the fractional Laplacian. This formulation was compared with the fractional Laplacian based on the Riesz potential. The generalized Helmholtz decomposition was recalled and its solution expressed in terms of the solutions of several fractional wave equations. Before going into the integral tools the fractional definite integrals were defined. They were adopted to generalize the classic integral theorems to the fractional case. Considering rectangular domains the Green’s, Stokes’, and Ostrogradski-Gauss’s theorems were presented. A discussion of the particular case having uniform fractional orders was also included.
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