Modeling and control of a skid-steering mobile platform with coupled side wheels
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Abstract. This study is devoted to the modeling and control of a 4-wheel, skid-steering mobile platform with coupled side wheels, subject to lateral and longitudinal slips. The dynamics equations of the platform are derived, and 16 variants of motion distinguished. For the variant of motion allowing for all possible slips of the wheels two control problems are addressed: the motion planning problem and the trajectory tracking problem. The former problem is solved by means of a Jacobian motion planning algorithm based on the Endogenous Configuration Space Approach and, complementarily, using the Optimal Control Approach. The Nonlinear Model Predictive Control is applied to the latter problem. Performance of these control algorithms is illustrated by a sort of the parking problem. Significant robustness of the predictive control algorithm against the model uncertainty is revealed.
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1. Introduction

An increase of robot autonomy belongs to the challenges of contemporary search and rescue robotics [1]. In response to this challenge the Polish National Centre for Research and Development has launched the project RobREx focused on improving autonomy of the rescue and exploration robots. The project’s main research hypothesis is that the robot’s autonomy can be achieved by equipping the robot with control algorithms based on the model of its dynamics. This objective is to be achieved by intertwined design and modeling phases in the robot development. As a consequence, the mobile platform Rex is being designed, presented in Fig. 1. The Rex platform is a 4-wheel, skid-steering platform, whose wheels can either be driven independently or coupled sidewise. The platform serves as a mobile basis of the mobile manipulator RobRex, intended for inspection tasks, both indoor as well as outdoor. The guidelines of design of the platform Rex have been sketched in [2]. The design of its control system is following the principles formulated in [3].

This study addresses the problems of modeling and control of the mobile platform Rex based on the model of its dynamics. Throughout this study it has been assumed that the side wheels of the platform are coupled, the case of independently driven wheels is analyzed in [4]. A classical reference dealing with skid-steering mobile platforms is [5], that in the RobREx project has inspired a research direction explored in [6], whose methodology may be traced back to [7]. The approach presented here, motivated by nonholonomic robotics [8], the theory of automotive systems [9, 10], and the application of predictive control reported in [11], is based on more general assumptions, including lateral and longitudinal slips and an under actuated model of the platform dynamics. The dynamics equations of the Rex platform can be derived classically [12]. It is assumed that the wheels that are not permitted to slip are subject to traction forces, while the slips are counteracted by slip reaction forces. In the case of no slip, the traction forces are computed on the basis of the d’Alembert principle. A simple linear in the slip model of these forces has been employed, equivalent to the linearization of the model introduced in [13, 14]. All forces have been defined as the generalized forces, in the spirit of [15]. Friction in the drives and actuators is assumed known and compensated by feedback. Taking into account possible combinations of the slips, 16 variants of motion can be defined, starting from the motion completely without slips and ending with the motion admitting all kinds of slips. Each variant of motion is represented by a control affine system whose state space dimension varies from 6 up to 10. The dynamics model reflecting all the variants of motion results in a sort of switched system in which specific subsystems are switched on and off dynamically, depending on the road condition. A somewhat similar system is studied in [16], however in our case the switched subsystems

Fig. 1. Rex platform: actual view
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are control systems, and the switching is autonomous [17]. Alternatively, the totality of the platform motions could be regarded as a stratified system [18]. The control of the resulting switched system seems to be beyond the available analytic tools; on the other hand, it is rather unlikely to observe all 16 variants of motion during a mission of the Rex platform. For these reasons we have focused on two limit variants of motion: the motion without any slip and the motion with all slips permitted. The first case is easy, tantamount to a straight line motion with constant orientation. The second case, involving any curved motion, is analyzed in detail in the sequel.

Two control problems of the Rex platform moving with all possible slips is studied: the motion planning problem and the trajectory tracking problem. The motion planning problem consists in defining a control steering the platform to a desired position and orientation. This control produces a reference trajectory of motion of the platform. Given the reference trajectory, the trajectory tracking problem determines a control able to track the reference. The motion planning problem can be solved either by means of the Endogenous Configuration Space Approach (ECSA), [19,20] or the classical Optimal Control Approach (OCA). The trajectory tracking problem is solved using the Nonlinear Model Predictive Control (NMPC) method [21]. An advantage of the predictive control results from its robustness to the incomplete knowledge of the platform dynamics, particularly the traction/reaction and friction parameters. Both the OCA as well as NMPC are implemented with the use of the ACADO (Automatic Control and Dynamic Optimization) software package [22], dedicated to this type of problems. Performance of the proposed control algorithms is illustrated on a sort of parking problem. To reveal the robustness of the predictive control, the algorithm is applied in the case when the real platform parameters differ substantially from the nominal ones. Recently, a comprehensive overview of modeling and control issues of wheeled mobile robots has been presented in the monograph [23]. Due to their outstanding applied dimension, results of this monograph may appear of vital significance at the implementation stage of our approach.

This study is organized in the following way. Section 2 introduces a control theoretic model of the platform dynamics. Three variants of the platform motion are specified in Sec. 3. In Sec. 4 two control problems: the motion planning problem and the trajectory tracking problem are defined, along with suitable control algorithms. Section 5 gathers computational results. Section 6 contains conclusions.

2. Dynamics equations

The Rex platform has been intended to serve as a tool for implementing and testing model-based motion control algorithms. The platform’s geometric schematic is displayed in Fig. 2. is a 4-wheel, skid-steering type mobile platform. Its wheels are identical, and can either be steered independently or coupled sideways. In what follows it is assumed that the left and the right wheels of the platform have been coupled and are actuated by the same motor. The platform motion is described with respect to the global reference frame \((X_0, Y_0, Z_0)\) with Z-axis pointing upward. The local frame \((X, Y, Z)\) is placed in the middle of the platform rear axle, with Z-axis pointing upward and X-axis set along the platform, directed forward. Having defined the left and right wheel rotation angles \(\theta_1 = \theta_2 = \theta_{12}\) and \(\theta_3 = \theta_4 = \theta_{34}\), we obtain a vector of generalized coordinates of the platform \(q = (x, y, \varphi, \theta_{12}, \theta_{34})^T \in \mathbb{R}^5\) consisting of the position of the middle point of the platform rear axle, the platform orientation, and the rotation angles of the wheels, cf. Fig. 2. In order to obtain the dimensional consistency of the coordinates, we represent the vector of generalized coordinates in the form \(w = (x, y, a \varphi, R_{\theta_{12}}, R_{\theta_{34}})^T\), with \(R\) denoting the wheel radius, and \(a\) being the distance between the platform rear and front axes. It is easily seen that the Pfaffian matrix related to the lateral and longitudinal slips of the platform wheels takes the following form

\[
H(w) = \begin{bmatrix}
-\sin \frac{a_\varphi}{a} & \cos \frac{a_\varphi}{a} & 0 & 0 & 0 \\
-\sin \frac{a_\varphi}{a} & \cos \frac{a_\varphi}{a} & 1 & 0 & 0 \\
\cos \frac{a_\varphi}{a} & \sin \frac{a_\varphi}{a} & -\frac{b}{a} & -1 & 0 \\
\cos \frac{a_\varphi}{a} & \sin \frac{a_\varphi}{a} & \frac{b}{a} & 0 & -1
\end{bmatrix}
\]

Subsequent rows of the matrix (1) define four possible slips of the platform wheels:

- the lateral slip of rear wheels \(s_1 = H^1(w)\dot{w}\),
- the lateral slip of front wheels \(s_2 = H^2(w)\dot{w}\),
- the longitudinal slip of left wheels \(s_3 = H^3(w)\dot{w}\),
- the longitudinal slip of right wheels \(s_4 = H^4(w)\dot{w}\).

Consequently, the identity of the form

\[
H^i(w)\dot{w} = 0, \quad i = 1, 2, 3, 4,
\]

describes the motion of the platform without a corresponding slip. By assuming that this identity holds for 4, 3, 2, 1 or 0 rows out of the four of the Pfaffian matrix (1), we arrive at...
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\[
\left( \frac{4}{4} + \frac{4}{3} + \frac{4}{2} + \frac{4}{1} + \frac{4}{0} \right) = 2^4 = 16
\]

admissible variants of motion of the Rex platform. In particular, the condition \( H(w) \dot{w} = 0 \) refers to the totally slip-less motion, whereas \( \dot{w} = 0 \) means allowing for all possible slips.

For a further reference we shall encode every variant of motion by a 4-digit binary number \( \alpha = 0102303044 \), \( \alpha_i = 0, 1 \), in such a way that \( \alpha_i = 1 \) means that the \( i \)-th motion constraint \( H^i(w) \dot{w} = 0 \) is enabled, while \( \alpha_i = 0 \) disables this constraint. Each number \( \alpha \) determines a sub-matrix \( H^\alpha(w) \) of the Pfaffian matrix, consisting of rows corresponding to the positions of non-zero digits in \( \alpha \). Specifically, if \( \alpha = 0101 \) then

\[
H^\alpha(w) = \begin{bmatrix}
H^2(w) \\
H^4(w)
\end{bmatrix}
\]

so \( H^\alpha(w) \dot{w} = 0 \) means the motion without the lateral slip of the front wheels and without the longitudinal slip of the right wheels of the platform.

Assuming that the platform Rex moves on the horizontal plane, and that the wheels touch the ground point-wise, its dynamics can be represented by the following control system

\[
P(w) \dot{w} + D(w, \dot{w}) = F(w, \dot{w}) + B(w)u, \quad y = k(w).
\]

In the above equations \( P(w) \) denotes the inertia matrix, \( D(w, \dot{w}) \) refers to centripetal and Coriolis forces, \( F(w, \dot{w}) = F_f(w, \dot{w}) + F_i(w, \dot{w}) \) describes friction, traction and slip reaction forces at the contact points of the wheels with the ground, \( B(w) = \frac{1}{2} [0_{2 \times 3}, [1, 2]]^T \) is the control matrix. The control inputs \( u = (u_1, u_2)^T \in \mathbb{R}^2 \) have the sense of torques exerted by the motors on the coupled left and right wheels. The output function \( k(w) = (w_1, w_2, \dot{w})^T \) provides the platform’s position and orientation. The following form of \( P(w) \) and \( D(w, \dot{w}) \) has been found

\[
P(w) = \begin{bmatrix}
Q_{11} & 0 & Q_{13} \\
0 & Q_{22} & 0 \\
Q_{13} & 0 & Q_{33}
\end{bmatrix}
\]

\[
D(w, \dot{w}) = \begin{bmatrix}
\frac{\dot{w}^2}{a^2} \\
0 \\
0
\end{bmatrix}
\]

where

\[
Q_{11} = Q_{22} = m_p + 4m_w, \quad Q_{44} = Q_{55} = 2I_{w33},
\]

\[
Q_{13} = -m_p \left( a_{p1} \sin \frac{w_3}{a} + a_{p2} \cos \frac{w_3}{a} \right) - 2m_w a \sin \frac{w_3}{a},
\]

\[
Q_{23} = m_p \left( a_{p1} \cos \frac{w_3}{a} - a_{p2} \sin \frac{w_3}{a} \right) + 2m_w a \cos \frac{w_3}{a},
\]

\[
Q_{33} = I_{p33} + m_p (a_{p1}^2 + a_{p2}^2) + 4(I_{w11} + m_w b^2) + 2m_w a^2.
\]

The symbols used above have the following meaning: \( m_p, m_w \) – mass of the platform and of a single wheel, \( a_{p1} \) and \( a_{p2} \) – position of the platform mass center in the local frame, \( I_{w11}, I_{w33} \) – wheel’s moments of inertia with respect to \( Y \) and \( Z \) axis of the local frame, \( I_{p33} \) – the platform moment of inertia with respect to \( Z \) axis of the local frame, \( a, b \) – the length and the width of the platform, \( R \) – the radius of each wheel.

The generalized forces standing on the right hand side of the dynamics Eq. (2), beyond controls, contain the generalized friction, traction and slip reaction forces. The friction forces describe the transmission of actuating torques from the motors to the wheels as well as all the other kinds of friction. In the simplest case it may be assumed that

\[
F_f(w, \dot{w}) = (0, 0, -\gamma_1 \dot{w}_4, -\gamma_2 \dot{w}_5)^T,
\]

where \( \gamma_i > 0 \) denote the viscous friction coefficients. Acting solely on the actuated generalized coordinates, the friction forces can be compensated by a feedback, so in what follows they are omitted. Concerning the traction and reaction forces, suppose that the Pfaffian motion constraints imposed on the platform have the form \( H^\alpha(w) \dot{w} = 0 \), for a certain \( \alpha \). Then, according to the d’Alembert principle, the generalized traction forces take the form

\[
F_t(w, \dot{w}) = H^\alpha T(w) \lambda_\alpha,
\]

\( \lambda_\alpha \) denoting a Lagrange multiplier. As far as \( \alpha \neq 1111 \), some slips of the wheels appear. Assume temporarily that not all slips are allowed, so also \( \alpha \neq 0000 \). Let \( s_j = H^j(w) \dot{w} \) denote an admissible slip. It is assumed that the presence of this slip induces at the contact point of the wheel with the ground a reaction force \( r_j = -\beta_j s_j = -\beta_j H^j(w) \dot{w} \) proportional to the slip and counteracting the slip. Since the slips have the sense of velocities, this means that the slip reaction acts like a linear dumper. The slip reaction coefficients \( \beta_j \) depend on the normal force \( N_j \) exerted by the wheel \( i \) on the ground, and on the properties of the ground at the contact point, specifically, \( \beta_1 = \gamma_1 N_1 + \gamma_4 \dot{N}_4, \beta_2 = \gamma_2 N_2 + \gamma_3 N_3, \beta_3 = \gamma_1 N_1 + \gamma_2 N_2, \) and \( \beta_4 = \gamma_3 N_3 + \gamma_4 N_4 \), where \( \gamma_i, \tau_i \) refer, respectively, to the lateral and the longitudinal slip of the wheel \( i \). Given the force \( r_j \), the corresponding generalized slip reaction force \( F_{s,j}(w, \dot{w}) \) can be found using the virtual work principle. Supposing that \( r_j s_j = H^j T(w) \dot{w} = F_{s,j}(w, \dot{w}) \dot{w} \), we conclude that \( F_{s,j}(w, \dot{w}) = H^j T(w) r_j \). Given \( \alpha = \alpha_1 \alpha_2 \alpha_3 \alpha_4 \), we define \( \overline{\pi} = \pi_1 \pi_2 \pi_3 \pi_4 \), where \( \pi_i \) is the negation of \( \alpha_i \). It is easily checked that, if the traction forces \( F_t(w, \dot{w}) = H^\alpha T(w) \lambda_\alpha \), then the generalized slip reaction forces can be written down as

\[
F_s(w, \dot{w}) = H^\overline{\pi} T(w) \overline{\lambda},
\]

for

\[
r_{\overline{\lambda}} = -\text{diag} \{ \overline{\lambda} \} H^\overline{\pi}(w) \dot{w},
\]

where \( \text{diag} \{ \overline{\lambda} \} \) is a diagonal matrix. Summarizing the above assumptions, for a given variant of motion \( \alpha \), the dynamics
In particular, this implies that\( H(\omega)\dot{\omega} = 0\) represent the platform kinematics in the \( \alpha \) variant of motion, and are tantamount to a driftless control system
\[
\dot{\omega} = G^\alpha(\omega)\eta_\alpha,
\]
where \( G^\alpha(\omega) \) is a matrix whose columns span the null space of \( H^\alpha(\omega) \), and \( \eta_\alpha \) has a suitable dimension. Since \( H^\alpha(\omega)G^\alpha(\omega) = 0 \), it follows that by multiplying the dynamics Eqs. (4) from the left by \( G^\alpha T(\omega) \) we can eliminate the traction forces. Furthermore, after a substitution of \( \dot{\omega} \) in (4) by \( G^\alpha(\omega)\eta_\alpha + G^\alpha(\omega)\dot{\eta}_\alpha \), we obtain the following motion equations in the \( \alpha \) variant of motion
\[
\begin{align*}
\dot{\omega} &= G^\alpha(\omega)\eta_\alpha, \\
\dot{\eta}_\alpha &= (G^\alpha T(\omega)P(\omega)G^\alpha(\omega))^{-1}G^\alpha T(\omega)
\end{align*}
\]
Having solved these equations for \( \omega \), the traction forces are computed from (4) as
\[
F_i(\omega, \dot{\omega}) = P(\omega)\dot{\omega} + D(\omega, \dot{\omega}) - H^T(\omega)r_T - B(\omega)u.
\]

3. Specification

In this section we shall specify the motion Eqs. (5) of the Rex platform to three example variants of motion.

3.1. No slip permitted, \( \alpha = 1111 \). In this case the platform motion satisfies full Pfaffian constraints (1), so \( H^\alpha(\omega) = H(\omega) \), whereas \( H^T(\omega) = 0 \), so the slip reaction forces are absent. Since \( G^\alpha(\omega) = (\cos \frac{u_3}{a}, \sin \frac{u_3}{a}, 1, 0, 1)^T \), then \( \eta_\alpha \in \mathbb{R} \), and the kinematics part of (5) takes the form
\[
\dot{\omega} = (\cos \frac{u_3}{a}, \sin \frac{u_3}{a}, 1, 0, 1)^T \eta_\alpha.
\]
In particular, this implies that \( \dot{\omega}_3 = 0 \), i.e. the platform moves along a straight line, with a fixed orientation. Consequently, we get \( D(\omega, \dot{\omega}) = 0 \), \( G^\alpha(\omega) = 0 \), and conclude that the dynamics part of the platform motion is governed by a single equation
\[
\dot{\eta}_\alpha = \frac{1}{Q_{11}R + 2Q_u\dot{u}_2}(u_1 + u_2).
\]
As can be seen, altogether the platform motion is determined by 6 differential equations. The traction forces are defined by suitably modified (6). It follows that the traction forces act at the contact points of wheels with the ground, in the direction parallel or perpendicular to the axe. Therefore, as long as these forces are less than the static friction forces at the contact points, the platform motion remains within the variant \( \alpha = 1111 \). Increasing the control torques results in the situation when the friction is no longer able to provide sufficient traction, so the variant of platform motion changes, e.g. both the rear and the front wheels start to slip laterally, \( \alpha = 0011 \). By design, forcing a lateral slip is necessary to change the orientation of the Rex platform. This case is studied in more detail in the next subsection.

3.2. Lateral slips permitted, \( \alpha = 0011 \). We have the motion without longitudinal slips, so the motion constraints become \( H^\alpha(\omega)\dot{\omega} = 0 \), where
\[
H^\alpha(\omega) = \begin{bmatrix}
\cos \frac{u_3}{a} & \sin \frac{u_3}{a} & b & -1 & 0 \\
\cos \frac{u_3}{a} & \sin \frac{u_3}{a} & 0 & b & -1
\end{bmatrix}.
\]
Consequently, we have
\[
H^T(\omega) = \begin{bmatrix}
-\sin \frac{u_3}{a} & \cos \frac{u_3}{a} & w_3 \\
-\sin \frac{u_3}{a} & \cos \frac{u_3}{a} & 1 & 0
\end{bmatrix}.
\]
Having computed
\[
G^\alpha(\omega) = \begin{bmatrix}
\cos \frac{u_3}{a} & \sin \frac{u_3}{a} & 0 & 1 & 1 \\
0 & 0 & 1 & -\frac{b}{a} & \frac{b}{a} \\
0 & 0 & -\frac{a}{\cos \frac{u_3}{a}} & 0 & 0
\end{bmatrix}^T
\]
we obtain the motion equations of the platform in the form
\[
\begin{align*}
\dot{\omega} &= G^\alpha(\omega)\eta_\alpha, \\
\dot{\eta}_\alpha &= (G^\alpha T(\omega)P(\omega)G^\alpha(\omega))^{-1}G^\alpha T(\omega)
\end{align*}
\]
where \( \eta_\alpha \in \mathbb{R}^3 \), and \( r_T = -\beta_TH^T(\omega)\dot{\omega} \), for \( \beta_T = diag(\beta_1, \beta_2) \).

The system of equations of motion is 8-dimensional. If, additionally, the traction forces necessary to prevent longitudinal slips are bigger than the corresponding friction forces at the contact points of the wheels with the ground, the platform passes to the variant of motion with all slips permitted, characterized by \( \alpha = 0000 \).

3.3. All slips permitted, \( \alpha = 0000 \). In this type of motion, there act only the slip reaction forces at the contacts of wheels with the ground. We have \( H^\alpha(\omega) = 0 \), therefore \( G^\alpha(\omega) = \mathbb{I}_5 \). Also, \( H^T(\omega) = H(\omega) \), \( \eta_\alpha \in \mathbb{R}^5 \), \( \lambda_\alpha = 0 \), so the motion equations take the form
\[
\begin{align*}
\dot{\omega} &= \eta_\alpha, \\
P(\omega)\dot{\eta}_\alpha + D(\omega, \dot{\omega}) &= -H^T(\omega)\beta H(\omega)\dot{\omega} + B(\omega)u, \\
y &= k(\omega),
\end{align*}
\]
where the diagonal matrix \( \beta = diag(\beta_1) \) collects all the slip reaction coefficients considered in Sec. 2. The motion equations are 10-dimensional. Observe that the control torques are
transmitted to the position and orientation coordinates only through the slip reactions.

4. Control

It has been shown in Sec. 2 that the platform motion can be described by a collection of 16 systems of equations of the form (5) involving two control inputs, each labelled by an $\alpha$, switched on and off in time. Either the number of variables appearing in these equations, varying from 6 to 10, or the switching times are not known a priori, but depend on the history of motion/actuation. The presence of autonomous switching in the motion equations makes the control and motion planning of the Rex platform extremely hard. On the other hand, it may be expected that not all variants of motion are equally meaningful from a practical point of view. Specifically, it seems that two limit variants are most significant, namely those described by $\alpha = 1111$ and $\alpha = 0000$. As has been shown in the previous section, the former case is easy, tantamount to controlling a simple linear control system. For this reason, below we shall focus on the latter case, whose motion equations are represented by a control affine system with output function. Specifically, the motion Eqs. (2) yield

$$\dot{x} = f(x) + g(x)u = f(x) + \sum_{i=1}^{m} g_i(x)u_i, \quad y = k(x),$$

where

$$x = (w, \dot{w}) = (x^1, x^2) \in \mathbb{R}^{10},$$

$$g(x) = [0_{5 \times 2}, P^{-1}(x^1)B],$$

and

$$u \in \mathbb{R}^2, \quad f(x) = (x^2, P^{-1}(x^1)(-D(x) + F(x))).$$

By definition, all vector fields and functions appearing in (7) are smooth. Let $T > 0$ denote a control time horizon. Suppose that admissible control functions belong to the Hilbert space $L^2_{\text{ad}}[0, T]$ equipped with the inner product $\langle u_1(\cdot), u_2(\cdot) \rangle = \int_0^T u_1^T(t)u_2(t)dt$. The space of control functions $\mathcal{X} = L^2_{\text{ad}}[0, T]$ is referred to as the endogenous configuration space. Let for the given control $u(\cdot), x(t) = \varphi_{x_0,T}(u(\cdot))$ be the state trajectory of the control system initialized at $x_0$. The corresponding output trajectory $y(t) = k(x(t))$. Then, the end point map of the system (7)

$$K_{x_0,T}(u(\cdot)) = k(x(T)) = k(\varphi_{x_0,T}(u(\cdot)))$$

(8)

determines the system output response at $T$ to the control function $u(\cdot)$.

4.1. Motion planning. Given the system (7), we shall study the following motion planning problem for the mobile platform subject to slipping: given a desired point $y_d$ in the task space, the initial state $x_0$ and a time horizon $T$, find a control function $u_d(t)$, such that the system output, starting from an initial point $y_0 = k(x_0)$, reaches the desired point $K_{x_0,T}(u_d(\cdot)) = y_d$.

Endogenous Configuration Space Approach. The motion planning problem can be solved by a Jacobian motion planning algorithm derived within the Endogenous Configuration Space Approach (ECSA), [19]. This derivation can be summarized as follows. We start from an arbitrarily chosen initial control function $u_0(\cdot) \in \mathcal{X}$. If this function solves the problem, we are done. Otherwise, (i.e. when $K_{x_0,T}(u_0(\cdot)) \neq y_d$) we look for a differentiable curve $u_0(\cdot), \theta \in \mathbb{R}$, passing through $u_0(\cdot)$, such that the task space error $e(\theta) = K_{x_0,T}(u_0(\cdot)) - y_d$ along this curve decreases exponentially along with $\theta$, with a prescribed rate of error decay $\gamma > 0$, i.e. $\frac{de(\theta)}{d\theta} = -\gamma e(\theta)$. After differentiating the error with respect to $\theta$, we arrive at the identity

$$D K_{x_0,T}(u_0(\cdot)) \frac{du_0(\cdot)}{d\theta} = J_{x_0,T}(u_0(\cdot)) \frac{du_0(\cdot)}{d\theta} = -\gamma e(\theta),$$

(9)

where $v(\cdot) \in \mathcal{X}$. The operator

$$J_{x_0,T}(u(\cdot))v(\cdot) = \rho(T) = C(T) \int_0^T \Phi(T, s)B(s)v(s)ds$$

(10)

called the Jacobian of the system (7) at the endogenous configuration $u(\cdot)$. For a given $v(\cdot)$, the Jacobian (10) determines the value at time $T$ of the output $\rho(t)$ of the linear approximation

$$\xi(t) = A(t)\xi(t) + B(t)v(t), \quad \rho(t) = C(t)\xi(t), \quad \xi(0) = 0,$$

(11)

to the system (7) along the control-trajectory pair $(u(t), x(t))$. This implies that the system matrices need to be computed as

$$A(t) = \frac{\partial (f(x(t)) + g(x(t))u(t))}{\partial x},$$

$$B(t) = g(x(t)), \quad C(t) = \frac{\partial k(x(t))}{\partial x},$$

while the transition matrix $\Phi(t, s)$ is a solution of the differential equation

$$\frac{\partial \Phi(t, s)}{\partial t} = A(t)\Phi(t, s)$$

passing through $\Phi(s, s) = I_{10}$. By plugging into (9) a right inverse $J_{x_0,T}^\#(u(\cdot))$ of the Jacobian (10), we obtain a Jacobian motion planning algorithm that provides a solution to the motion planning problem as the limit $u_d(t) = \lim_{t \to +\infty} u_0(t)$ of the solution of the functional differential equation

$$\frac{d u_0(\cdot)}{d\theta} = -\gamma J_{x_0,T}^\#(u_0(\cdot))(K_{x_0,T}(u_0(\cdot)) - y_d),$$

(12)

initialized at $u_{\theta=0}(t) = u_0(t)$. Customarily, the Moore-Penrose Jacobian inverse is used that gives the Eq. (12) the form

$$\frac{d u_0(\cdot)}{d\theta} = -\gamma B_{x_0,T}^\#(T)C_{x_0,T}(T)G_{x_0,T}^{-1}(u_0(\cdot))$$

$$\cdot (K_{x_0,T}(u_0(\cdot)) - y_d),$$

(13)

where the subscript $\theta$ means that the corresponding object needs to be computed along the control-trajectory pair $(u_0(t), x_0(t))$. The matrix $G_{x_0,T}(u(\cdot))$ standing in (13) is the output Gram matrix of the linear approximation (11), referred
to as the mobility matrix of the system (7), [24]. This matrix can be computed by integrating the Lyapunov differential equation

$$\dot{M}(t) = B(t)B^T(t) + A(t)M(t) + M(t)A^T(t),$$

with $M(0) = 0$, and setting $G_{e_n,T}(u(\cdot)) = C(T)M(T)C^T(T)$. The Moore-Penrose Jacobian algorithm works outside singular endogenous configurations at which the mobility matrix gets singular. The presented Jacobian motion planning algorithm refers to the unconstrained problem.

The presented Jacobian motion planning algorithm refers to the unconstrained problem.

To deal with a motion problem with constraints this algorithm may be extended to either the unbalanced Jacobian [25] or the prioritized Jacobian algorithm [20].

The functional differential Eq. (13) can be solved using a finite trigonometric (Fourier) parametrization of the control functions, i.e. by setting $u_\lambda(t) = P_\lambda(t)\lambda$, with $P_\lambda(t) = \text{diag}\{P(t), P(t)\}$ denoting a block diagonal matrix built of 2 copies of the row matrix $P(t) = [\sin \omega t, \cos \omega t, \ldots, \cos \omega_{p-2} t]$, $\omega = 2\pi/T$, containing $2p+1$ basic functions, $s = 2(2p+1)$. The vector $\lambda \in \mathbb{R}^s$ contains control parameters. The dimension $s$ of the control space should be at least equal to the number of output coordinates in (7). After the parametrization of control functions, the Jacobian operator (10) converts to the matrix

$$J_{x_0,T}(\lambda) = C(\lambda)(T)\int_0^T \Phi(\lambda(t), t)B(\lambda(t))P_s(t)dt$$

defined along the control-trajectory pair $(u_\lambda(t), x_\lambda(t))$. It is easily seen that the parametric Jacobian $J_{x_0,T}(\lambda)$ is $C(\lambda)(T)J(X)(T)$, where $J(X)(t)$ solves the differential equation

$$\dot{J}_X(t) = A(\lambda(t))J_X(t) + B(\lambda(t))P_s(t),$$

with initial condition $J(X)(0) = 0$. In the parametric setting and after applying the Euler scheme of integration, the Jacobian algorithm (13) gets equivalent to the updating of the control parameters

$$\lambda_{\theta+1} = \lambda_\theta - \gamma J_{x_0,T}(\lambda_\theta)G_{e_n,T}^{-1}(\lambda_\theta)(K_{x_0,T}(\lambda_\theta) - y_d),$$

$$\theta = 0, 1, \ldots,$$

starting from a certain $\lambda_0$, where the parametric mobility matrix $G_{e_n,T}(\lambda) = J_{x_0,T}(\lambda)J^T_{x_0,T}(\lambda)$. The solution of the motion planning problem in the parametric setting is given as $u_{\lambda}(t) = P_\lambda(t)\lambda_d$, where $\lambda_d = \lim_{\theta \to \infty} \lambda_\theta$.

**Optimal Control Approach.** Alternatively, a motion planning algorithm can be designed on the basis of the Optimal Control Approach (OCA). To this aim, the motion planning problem for system (7) is formulated as an optimal control problem with quadratic objective function

$$J_p(u(\cdot), x_0) = \int_0^T [(y(t) - y_d)^T P_s(y(t) - y_d)$$

$$+ u(t)^T R_s u(t)] dt,$$

involving symmetric matrices $P_s \geq 0$ and $R_s > 0$. Additionally, some constraints can be imposed, in the form $s(x(t), u(t)) \leq 0$ or $r(x(0), x(T)) \leq 0$, where the first inequality refers to the system’s state trajectory and control, and the second sets up the accuracy of reaching the desired output. Numerical solution of the motion planning problem within OCA can be obtained by means of the methods of sequential quadratic programming and direct multiple shooting implemented in the ACADO software package [26]. The computations result in a control function $u_d(t)$ that solves the motion planning problem with prescribed accuracy. A substitution of this control to the system (7) allows to find a corresponding state trajectory $x_d(t)$ and an output trajectory $y_d(t)$. The latter serves as the reference trajectory in the trajectory tracking problem.

**4.2. Tracking.** Because the motion of the Rex platform takes place on a finite time interval, the trajectory tracking problem is defined in the following way: For a given reference output trajectory $y_d(t)$ of the system (7), find a control $u(t)$, such that the corresponding trajectory $y(t)$ stays close to the reference in a certain measurable sense. Specifically, the tracking problem can be formulated as the optimal control problem, with objective function

$$J_s(u(\cdot), x_0) = \int_0^T [(y(t) - y_d(t))^T P_s(y(t) - y_d(t))$$

$$+ u(t)^T R_s u(t)] dt,$$

containing symmetric matrices $P_s \geq 0$, $R_s > 0$, and possibly including additional constraints imposed on the control functions. The control computed as a solution of the optimal control problem is by definition an open loop control, unable to cope with ubiquitous in practical situations modeling errors and measuring disturbances. A control strategy that joins the optimal control and the feedback control is the predictive control. Suppose that we have a real system and its model that takes the form of the nominal system (7). Due to modeling and measuring errors the optimal control computed for the nominal system may not guarantee the tracking in the real system. The Nonlinear Model Predictive Control (NMPC) consist in repeatedly solving the optimal control problem (19) in the system (7), over a time horizon $t_{pred} \leq T$ called the prediction time, and then applying this optimal control to the real system over the control time $t_{contr} \leq t_{pred}$, then computing the system current state/output, and finally resuming the optimal control problem (19) in the nominal system initialized by the the actual state/output of the real system. In this way the nominal model is used only over the control time, while the resulting control is updated systematically by the state of the real system in a way characteristic to the feedback control. For computational reasons the prediction time is divided into a number of subintervals on which the control is assumed constant, and the control time is taken as one of these intervals. Obviously, for $t_{contr} = t_{pred} = T$ the predictive control gets equivalent merely to the optimal control with the objective function (19). Similarly as in Subsect. (OCA), the NMPC solution of the trajectory tracking problem can be obtained by employing the ACADO package.
5. Simulation results

In this section we shall solve a motion planning problem and a trajectory tracking problem for the Rex platform, using the methods outlined in the previous section. The platform motion variant is $\alpha = 0\,000$, so that the system (7) is defined by the platform dynamics equations derived in Subsec. 3.3. A computation supported by the Autodesk Inventor 3D CAD software package provided the following values of the Rex platform parameters [27]: $m_p = 21.107 \text{ kg}$, $m_w = 2.380 \text{ kg}$, $a_{p1} = 0.377 \text{ m}$, $a_{p2} = 0.008 \text{ m}$, $a = 0.730 \text{ m}$, $b = 0.350 \text{ m}$, $R = 0.127 \text{ m}$, $I_{p33} = 1.991 \text{ kgm}^2$, $I_{w11} = 0.015 \text{ kgm}^2$, $I_{w33} = 0.009 \text{ kgm}^2$. The slip reaction force coefficients are set to $\epsilon_i = 1$, $\tau_i = 1.3$, $i = 1, 2, 3, 4$, and the normal forces exerted by each wheel are assumed the same.

5.1. Planning. The following motion planning problem is examined: Given the initial state $x_0 = (0, 0, a\pi/2, 0, 0, 0)^T$, and the time horizon $T = 8$, find a control $u_d(t) \in \mathbb{R}^2$ driving the platform to the desired point $y_d = (10, 0, a\pi/2)^T$. This problem is a sort of the parking manoeuvre.

ECSA. Firstly, the motion planning is solved by means of the algorithm (17). The controls are chosen in the form of truncated trigonometric series containing the constant and up to the 3rd order harmonics. The vector of initial values of the control parameters $\lambda_0 i = (0.5, 0.01, 0.01, 0.001, 0.001, 0.0001)^T$, $i = 1, 2$. The error decay rate is set to $\gamma = 1$, and the computations are terminated when the error norm $||y(T) - y_d|| \leq 10^{-4}$. The computation results are shown in Fig. 3. They present the plat-

![Graphs showing motion planning results](image-url)
form path, its orientation, controls, and slips. In order to visualize the effect of wheel slips, the platform orientation has been marked along the motion path. In the figure the original coordinates \( q \) are used instead of \( w \), and the slips renamed as \( s_1 = s_{14} \), \( s_2 = s_{23} \), \( s_3 = s_{12} \), \( s_4 = s_{34} \). Observe that the slips at \( T \) do not vanish, since the platform has not been requested to stop at the destination point.

**OCA.** Next, the same motion planning problem is solved using OCA. In the objective function (18) the unit matrices \( P_p = I_3 \) and \( R_p = I_4 \) have been chosen, and constraints on the platform linear velocity and control torques imposed in the form

\[
\sqrt{\dot{w}_1^2(t) + \dot{w}_2^2(t)} \leq 1.5 \text{ m/s} \quad \text{and} \quad |u_1(t)|, |u_2(t)| \leq 16 \text{ Nm}.
\]

The accuracy of reaching the desired point is \( |y_1(T) - y_{d1}|, |y_2(T) - y_{d2}| \leq 0.01, |y_3(T) - y_{d3}| \leq 0.05 \). The resulting platform path and controls are displayed in Fig. 4.

5.2. Tracking. The reference trajectory \( y_d(t) \) has been taken as computed in Subsec. (OCA). The NMPC algorithm is employed, described in Subsec. 4.2, with the prediction time \( t_{pred} = 1 \) s, and the control time \( t_{cont} = 25 \) ms. In the objective function (19) we set \( P_s = \text{diag}\{100, 100, 10\} \) and \( R_s = 0.001I_4 \). The control bounds are \( |u_i(t)| \leq 16 \text{ Nm} \), \( i = 1, 2 \). The result of tracking \( y_d(t) \) is presented in Fig. 5. This solution corresponds to the nominal parameters of Rex. For the purpose of demonstration of the robustness of predictive control against modeling errors, the predictive control algorithm has been applied in order to track the trajectory \( y_d(t) \) in three perturbed systems. One of them has zero off-diagonal elements of the inertia matrix (3) (so the term \( D(w, \dot{w}) \) vanishes), in two other the slip reaction force coefficients are deviated by \( \pm 50 \) percent of their nominal values, at the nominal inertia matrix. In all the computations the platform starts from a point at the desired trajectory. Results are shown in Figs. 6–8. Despite considerable model deficiencies, the NMPC tracking turns out to be satisfactory.

5.3. Efficiency of computations. The computations have been run on a PC with Intel Core i5 2.30GHz processor. The solution of the motion planning problem using ECSA shown in Fig. 3 \((\gamma = 1)\) was found in 44 s. Using OCA and the ACADO simulation environment, the motion planning problem was solved in 83 s. Observe that the solutions provided by ECSA and OCA are completely different. These computation times, however, are not very critical as the motion planning problem need not be solved on line. The computation times of the solution of trajectory tracking problems varied between 282 s and 743 s, depending on the problem. This might suggest that presented algorithms and their ACADO implementations are not suitable for real time control of the Rex platform. However, it should be noticed that for the generic implementation of the optimal control in ACADO these times include not only the integration time of the model of the control system residing inside the controller, but also the simulation time of the controlled object. This situation may be alleviated by using the ACADO Code Generation tool, able to automatically generate an optimized and highly efficient C code dedicated to a specific NMPC controller. In our computations it was assumed that the control time \( t_{cont} = 25 \) ms, so for a real time control new values of controls need to be computed every 25 ms. The controller based on the generated C code needs approximately 12 ms to do this, making the NMPC real time control of the Rex platform entirely possible. Similarly, the code generation can speed up solving the motion planning problem, and reduce the computation time to approximately 2 s.
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Modeling and control of a skid-steering mobile platform with coupled side wheels

Fig. 5. Tracking, the nominal parameters: platform path, tracking errors, controls

Fig. 6. Tracking, $Q_{13} = Q_{23} = 0$: platform path, tracking errors, controls
Fig. 7. Tracking, $\epsilon_i$, $\tau_i$ decreased by 50 percent: platform path, tracking errors, controls

Fig. 8. Tracking, $\epsilon_i$, $\tau_i$ increased by 50 percent: platform path, tracking errors, controls
6. Conclusions

We have studied modeling and control of the skid-steering Rex mobile platform. Depending on possible slip conditions of the wheels 16 variants of platform motion have been distinguished, dynamics equations for each variant provided. Special attention has been paid to the platform motion with all slips permitted. In this case the motion planning and the trajectory tracking problems have been addressed. Two motion planning algorithms have been proposed, one based on the Endogenous Configuration Space Approach, the other being an optimal control algorithm. In order to solve the tracking problem the Nonlinear Model Predictive Control has been used. Performance of these algorithms has been illustrated on an example of the parking problem. Remarkable robustness of the tracking algorithm has been demonstrated. In the computations of the optimal control as well the predictive control the ACADO software package has been exploited. A practically important advantage of ACADO is a possibility of generating a code that can be used as a tool for real time control of the Rex platform.

A part of this study devoted to the modeling of the Rex platform resulted in defining a switched control system with dynamic switching among 16 modes of operation. The motion planning and tracking control of such systems seems to be an open problem. Furthermore, the switching conditions, although well-defined theoretically, may appear difficult to detect in the real system. Taking this into account as well as for practical reasons we have concentrated on the motion with all slips of wheels allowed. These slips have been described directly as the velocities of the wheel’s contact point with the ground, and the expression for the slip reaction forces is patterned on the recent proposals [13, 14], formally resembling the classical Burkhardt’s formula [9]. A simplified, linear dependence of these forces on the slips is exploited. Correctness of this assumption needs to be verified experimentally, and if necessary, the full nonlinear model will be adopted. The motion planning and control algorithms of Rex are model-based. This means that when the design of Rex is completed, the final model parameters should be determined by means of an identification procedure. The tracking control of Rex is subordinated to the NMPC paradigm, whose robustness against incomplete knowledge of the model, and potential real time computability using ACADO tools has been confirmed in computer simulations. An experimental verification of this property, especially in connection with the state estimation of the Rex platform, is planned for the next future. These experiments will employ a dedicated the ROS-based programming framework that has already been implemented on Rex. Their results will be reported in a separate publication.
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