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MODELLING THE PUBLIC TRANSPORT CAPACITY CONSTRAINTS’ IMPACT ON
PASSENGER PATH CHOICES IN TRANSIT ASSIGNMENT MODELS

Arkadiusz Drabicki!, Rafal Kucharski?, Andrzej Szarata®
123 Cracow University of Technology, Faculty of Civil Engineering, Department of
Transportation Systems, Cracow, Poland
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Abstract: The objective of this paper is to discuss the replication of passenger congestion (overcrowding)
effects on output path choices in public transport assignment models. Based on a comprehensive literature
review, the impact of passenger overcrowding effects was summarised in 3 main categories: the inclusion of
physical capacity constraints (limits); the feedback effect between transport demand and supply performance;
and the feedback effect on travel cost (discomfort penalty). Further on, sample case studies are presented,
which prove that the inclusion of capacity constraints might significantly influence the assignment output and
overall results in public transport projects’ assessment — yet most state-of-the-practice assignment models
would either miss or neglect these overcrowding-induced phenomena.

In a classical 4-step demand model, their impact on passengers’ travelling strategies is often limited to path
(route) choice stage, while in reality they also have far-reaching implications for modal choices, temporal
choices and long-term demand adaptation processes. This notion has been investigated in numerous research
works, leading to different assignment approaches to account for impact of public transport capacity
constraints — a simplified, implicit approach (implemented in macroscopic-based models, e.g. PTV VISUM),
and a more complex, explicit approach (incorporated in mesoscopic-based models, e.g. BusMezzo). In the
simulation part of this paper, sample tests performed on a small-scale network aim to provide a general
comparison between these two approaches and arising differences in the assignment output. The implicit
approach reveals some differences in assignment output once network capacity constraints are accounted for
— though in a simplified manner, and producing somewhat ambiguous output (e.g. in higher congestion
scenarios). The explicit approach provides a more accurate representation of overcrowding-induced
phenomena - especially the evolving demand-supply interactions in the event of arising congestion in the
public transport network. Further studies should involve tests on a city-scale, multimodal transport model, as
well as empirical model validation, in order to fully assess the effectiveness of these distinct assignment
approaches.

Highlights:
- The paper discusses the inclusion of overcrowding effects on path choices in public transport
assignment models

- These can be grouped into 3 main categories: physical constraints, demand-supply feedback and path
discomfort cost

- Sample case studies show that their inclusion may substantially affect the assignment output
- Two general methods of modelling capacity constraints are: the implicit and explicit approach

- Anillustrative example shows that both approaches produce different output with the explicit one being
more specific and adequate

Key words: public transport assignment, passenger congestion, overcrowding, crowding discomfort, path
choice, public transport capacity.
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1. Introduction

Path choice (or route choice) process comprises a
crucial step within every single transport assignment
model (Fig. 1). The path (route) choice algorithm is
most commonly described by means of the
probabilistic, discrete choice model and the random
utility theory (Cascetta, 2001). The bottom line is
that the probability of choosing a given O-D path is
related to the cost-utility formula, which reflects the
relative (dis)utility associated with travelling along
that path, among all the alternative O-D paths
(routes). The path cost formula comprises the
following trip components: perceived travel times
(i.e. in-vehicle, waiting, walking times), monetary
costs (fares), transfer penalties and temporal utilities
of earlier (or later) O-D connections — which are
described in relative (weighted) terms, reflecting the
user perceptions of disutility associated with
particular trip stages (e.g. increased disutility
associated with waiting and walking times). This
path cost evaluation algorithm forms a key
component within the classical 4-stage assignment
modelling framework, where it is applicable at the
modal split stage — i.e., used to evaluate the choice
probability between the public and private transport
modes (Szarata, 2014) — and eventually at the trip
assignment stage — i.e., used to compute the choice
probability of feasible network paths (routes, lines
etc.).

ROUTE (PATH)

CHOICE:

trip RS
i flows -
-
/ ’..-' W o------- MODAL SPLIT
/ | AN
s‘l‘(im network

ASSIGNMENT

results loads

Ve

Fig. 1. Path (route) choice process in the 4-stage
assignment model (source: Hartl, 2013)

In a summary, this means that the passenger choices
in public transport networks are principally a
function of journey times and service frequencies —
i.e. main factors which are recurrently deemed most
important according to the passenger surveys
(Rudnicki, 1999). However, a major factor which is
either missing or not properly exploited in most
state-of-the-practice assignment models, concerns
the inclusion of line (service) capacity, as well as the

associated (dis)comfort aspects — which might
actually also have a notable effect on passengers’
output choices, especially when considering various
public transport modes with distinct capacity rates -
i.e. mass transit (underground, urban rail) vs. feeder
(light rail) systems, or conventional (bus, tram) vs.
unconventional modes (monorail) (Drabicki et al.,
2016).

The implications of network capacity constraints
(limits) are more investigated in case of private
transport assignment (Zochowska, 2014), where
they are typically included in form of the volume-
delay function (VDF). The VDF function describes
the effects of increasing travel times as a result of
rising traffic flows (volumes) — i.e. a non-linear
travel time penalty which increases sharply once
traffic volume approaches the saturation flow rate
(i.e. the assumed road capacity limit). However,
whereas the VDF functions are commonly available
and widely applied to replicate the capacity limits in
modern-day private transport (PrT) assignment
models (Branston, 1976), the incorporation of
capacity constraints effects in public transport (PuT)
assignment models remains — to the best of our
knowledge — much less examined and advanced,
usually limited to individual case studies and
modelling developments; in practical approach, the
implications of capacity constraints on passenger
path choices are often neglected in state-of-the-
practice modelling algorithms.

The objective of this paper is to contribute to the on-
going research discussion on replicating the
overcrowding effects in public transport assignment
models. The literature review part of this paper will
outline the main aspects of their impact on passenger
path choices (which should be accounted for in
simulation models) and present sample results from
practical transportation studies. Further on, the
simulation works on a small-scale network will
reveal the arising differences in assignment output
between the two common modelling approaches to
public transport capacity constraints. Our aim is that
the observations and conclusions from this study
would illustrate the possibility of reproducing the
overcrowding effects in these two main modelling
algorithms, provide indications for their application
on bigger-scale transport models — and together with
a summary of the state-of-the-art in public transport
congestion modelling, it would also point out fields
for future improvement works.

8
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The remainder of this paper is organised in a
following way: section 2 focuses on literature
review regarding the incorporation of public
transport network capacity constraints and their
impact on output passenger path choices. Section 3
highlights the importance of proper appraisal of
public transport capacity constraints effects in
assignment models, presenting results from sample
case studies, where capacity constraints were taken
into account and led to substantially different project
assessment indicators. Section 4 presents two
distinct modelling algorithms of public transport
networks, where the influence of capacity
constraints can be described in 2 various approaches.
These are followed by practical simulations on
sample networks in section 5, where both modelling
approaches lead to different network performance,
and consequently — distinct simulation output.
Finally, section 6 provides the summary and
conclusions for further research works, and
indications for future applications on bigger, city-
scale public transport assignment models.

2. Literature review

Substantial amount of research works in recent years
has been devoted to the notion of public transport
congestion, or more precisely — the passenger
overcrowding: i.e., the way it affects the passengers’
travelling strategies, user preferences, implications
for the transport system performance, the issues of
service optimisation etc. - with an ultimate goal of
the inclusion of these (often mutually dependent)
effects in assignment models. However, though
these state-of-the-art assignment models aim to
replicate the impact of passenger overcrowding on
path choice decision models in a most plausible way

path cost penalty mark-up multiplier Wy

)
-

Vol/Cap ratio

possible, they usually include only some of the
overcrowding effects. Consequently, they often do
not yield completely realistic results and are likely
to underestimate the arising phenomena of
passenger overcrowding.

In a general overview, the effects of passenger
overcrowding on output path choice decisions —
which should be accounted for in a model observing
the public transport capacity constraints - can be
summarised into three main categories, as listed
below and elaborated in subsequent sections:

- physical capacity limits (constraints),

- feedback effect on service performance,

- feedback effect on passenger (dis)comfort.

2.1. Passenger congestion effects in assignment
model — impact of physical capacity limits
The first category of public transport congestion
effects concerns the direct impact of physical
capacity constraints - i.e., the maximum
permissible flow volume of passengers which can be
carried by the components of public transport
network within a specified time period. The major
factor determining the physical capacity limits is the
passenger load capacity of public transport vehicles
(the max. no. of passengers able to “get on-board”)
and the arising queuing phenomena at stops or
platforms — while (Gentile and Noekel, 2015) also
suggest that in some cases the finite capacity limits
of stops (platforms) themselves — i.e. the space
limitations — are also of relevant importance. In
recent literature works, the impact of physical
capacity limits in public transport assignment has
been typically modelled in 2 following ways: by
means of the (so-called) implicit or explicit

approaches.
«s=DB
SBB
.;\:%“’fﬂs}ﬁﬁ:ﬁg R Linear

Fig. 2. Crowding (mark-up) cost discomfort functions, available in the implicit approach (based on (PTV

VISUM Manual, 2016))
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The implicit approach to capacity constraints
follows the VDF-based method used as a default in
most private transport assignment models to
represent the congestion effects (described earlier).
The passenger flow capacity of network links is not
strictly bounded by a fixed limit value, but is instead
defined with a non-decreasing, volume-dependent
link cost function (Fig. 2). Typically, the function
imposes an additional cost penalty above a certain
threshold (e.g. the assumed seat capacity), which
reflects the rising crowding discomfort. Further on,
as passenger volume tends towards the capacity
limit, the so-called crush capacity, the increase in
cost penalty becomes non-linear and very sharp.
Once the passenger flow exceeds the nominal line
capacity (i.e. calculated with respect to the crush
capacity of operating vehicles), travellers are not
explicitly prohibited from using the service (vehicle
run), but travel cost should have now risen so
severely, that any additional passengers should be
“discouraged” from boarding it — i.e., an implicit
capacity limit is imposed upon that particular service
(vehicle run). Analogous to the capacity-constrained
traffic assignment model, the assignment is
calculated in an iterative procedure: in each
consecutive simulation run, the output demand
flows (i.e. travellers’ choices) depend concurrently
on network parameters (i.e. travelling conditions)
calculated in preceding simulation run. The
assignment procedure gradually converges towards
a stable solution, and the final output (passenger
flows, line loads and travel costs) is obtained once
an equilibrium state is achieved.

Typically, the path cost penalty in implicit approach
(as e.g. in PTV VISUM model) is described either
as a linear function of the volume-to-capacity ratio,
or utilises a more nuanced, non-linear correlation as
e.g. assumed by the DB and SBB functions (fig. 2)
— with the latter solution being perhaps more
appropriate, as it allows to account for the non-
uniform increase rate in crowding discomfort. The
two non-linear crowding cost functions used in the
PTV VISUM model are analogous to the approaches
used in rail demand modelling in the German
railway system — the DB function (Deutsche Bahn),
and the Swiss railway system - the SBB function
(Schweizerische Bundesbahnen). In these two
functions the path cost penalty due to passenger
overcrowding is in general exponentially correlated
with the rising volume-to-capacity ratio, with an

upper bound limit of the crowding cost penalty rate
—beyond which it converges towards a fixed penalty
rate (typically, this would occur once the crush
capacity limit has been reached).

This forms a simplified method of representing the
effects of passenger congestion in public transport
assignment, which is wusually applied within
macroscopic models and available in common
transport modelling tools (e.g. (PTV VISUM
Manual, 2016)). As shown below on sample case
studies, this assignment method enables to replicate
some effects on passenger overcrowding on route
choices and modal shifts, yet it comprises a rather
simplified approach (e.g. by imposing a uniform
cost both for travellers on-board and those waiting
at the stops), missing the important, evolving
congestion phenomena in public transport system.
The explicit approach to capacity constraints
comprises a more specific (and thus more reliable)
representation of public transport supply and its
interactions with travel demand. Though it has not
been applied yet on a wider scale — being developed
mostly in individual algorithms (e.g. the BusMezzo
algorithm (Cats, 2011)) and case study applications
- its implementation has been hitherto possible in
mesoscopic and microscopic assignment models. A
more detailed modelling framework implies that the
travel demand is represented by individual agents
(passengers) progressing through the network,
whereas travel supply is represented by individual
vehicles (runs) defined with strict capacity limits,
corresponding to the crush capacity values.
Travellers arriving at the platform (stop) board the
incoming vehicle runs according to their residual
(available) capacity. If boarding volume exceeds the
residual vehicle capacity, the remaining passengers
are explicitly denied the boarding and have to wait
for next vehicle departures —thus, important queuing
phenomena arise at the platforms (stops). The
queuing discipline at stops can be commonly
reproduced in a number of ways, notably including
the following two (Gentile and Noekel, 2016):

- the FIFO principle: “first in, first out” — an
organised queuing process, consisting of the
undersaturation queue (those who will board the
nearest vehicle run) and oversaturation queue
(those delayed and “forced” to wait yet for later
vehicle runs),

the so-called mingling process: no priority rules
are in place, and passengers joining the residual

10
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queue have roughly the same boarding probability

as others waiting at the platform.
The resultant fail-to-board probability, which
becomes significant as passenger congestion rises,
has wider implications on the ensuing passenger
path choices (Nuzzolo et al., 2012). Travellers who
had to skip previous vehicle runs perceive additional
disutility due to the boarding failure — i.e. the arising
waiting cost is perceived as relatively more
burdensome. Consequently, they may take a
rerouting decision and consider other, less attractive
O-D travel routes (paths).

2.2. Passenger congestion effects in assignment
model — feedback on service performance

The second type of passenger overcrowding effects,
resultant from the inclusion of public transport
capacity limits, concerns the feedback interaction
between the transport supply (service regularity and
dwell times) and transport demand (passengers’
decisions and resultant volume flows) performance.
A principal reason underlying this interaction is that
the dwell-time of a public transport service trip is an
increasing function of boarding and alighting
passenger volumes. In a summary, the feedback
effect demonstrates itself in the following manner:
changes in passenger flows cause fluctuations in
dwelling times at stops, which will conversely
induce variations in service operating times and
headway deviations. In turn, as vehicle arrivals (and
departures) become irregular, passenger demand is
now unevenly distributed among the individual runs
— and further on, the feedback effect is amplified.
This impedes the service regularity and reliability
which is undesirable both for passengers (increasing
travel times and crowding levels) as well as for
operators (uneven utilisation of service supply).

\\\\\\.(/aﬂ)]xlslln\yml]»\ y IJ www.journals.pan.pl
ol. 45@3%3

This important phenomenon, “reinforced” by the
arising passenger overcrowding, can only be
replicated if the modelling framework allows to
describe the impact of demand flows on vehicle
dwell times — which is in practice often neglected
especially in macroscopic assignment algorithms.
The boarding and alighting processes are strictly
related to passenger flow vector, which depends on
vehicle exchange capacity, and the assumed
“dwelling routine” (i.e. separate or mixed doors for
boarding and alighting). Based on a wide range of
literature sources (summarised by (Tirachini et al.,
2013), (Gentile and Noekel, 2016)), it can be
concluded that there is a roughly linear correlation
between the dwell times and number of alighting
(boarding) passengers — the values fall usually
within the range of 2-4 secs/pass, though these are
likely to increase even further (up to 6 secs/pass and
beyond) in overcrowded conditions. (Gentile and
Noekel, 2016) provide a detailed mathematical
framework for describing the impact of dwelling
flows on mean and, crucially, variance values of
dwell times and service headways — i.e. the main
“trigger” behind this feedback interaction process.
Importantly, these time-dependent service variations
may initially occur at individual stops or line
sections, but will likely become amplified and
propagate further downstream in the network.

The feedback loop between transport demand and
transport supply performance is probably best
manifested in a well-known phenomenon, which
occurs in public transport networks during
congested conditions — i.e. the so-called bus
bunching effect (Fig. 3); its other denominations
mentioned in literature sources are: bus platooning,
clumping, pairing, the banana bus, the Bangkok
effect (Moreira-Matias et al., 2012).

DISTANCE §4
ALONG ROUTE f actual headway f
nominal headway |
Stop 3 g pairi.ng
(BUNCHING)

Stop 2 6 DWELL TIME

5 - 4

; more pax. [fewer pax.

Departure hl o

point dep. 1 dep. 2 dep. 3 dep. 4 TIME

Fig. 3. Bus bunching effect, plotted on the space-time diagram (source: Attanucci, 2010)
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The bus bunching effect can be explained intuitively
on a space-time diagram (Attanucci, 2010), under
the simple assumption of constant (Poisson-
distribution based) passenger arrival process at
stops, as follows: a certain vehicle run which arrives
later than scheduled at the stop has to pick up a
higher than average number of waiting passengers.
Dwelling time takes longer than expected and once
ready to depart, the vehicle is now delayed even
further (relative to its nominal timetable). The same
pattern will hold at the next downstream stop, where
overcrowding conditions will likely become worse,
the service delay will rise further, and so on. In
contrast, the next (following) vehicle run has less
waiting passengers to pick up, dwells shorter at the
stop, and as a result, will run ahead of schedule. The
relative headway between these 2 consecutive runs
will likely decrease as they progress downstream in
the network, and the second vehicle run may
eventually catch up with the vehicle ahead of it — the
stage where vehicle runs become “fully bunched” or
paired together, at which the relative headway drops
down to zero. The bunching phenomenon leads to
substantial impairment in public transport service
regularity, since journey times become longer, the
waiting times are higher (due to uneven vehicle
spacing), and recurrently — the average crowding
levels increase due to uneven passenger loads’
distribution among the individual vehicle runs.

One of the objectives of research works was to
describe the main factors and critical conditions
which induce the bus bunching effect. A common
conclusion is that passenger demand (volume) has
profound impact on service regularity, or more
specifically, the resultant loading factor, defined as
the ratio of pass. arrival rate (at stop) to pass. loading
rate (on-board). (Newell and Potts, 1964) developed
(possibly) a first mathematical framework for
bunching effect, where they define this correlation
by means of a critical bus bunching parameter. It
describes transition from stable conditions to a self-
reinforcing bunching phenomenon state, at which —
if sustained over a longer time period - the buses will
fall out of schedule even further. More advanced
approaches emphasise the importance of passenger
arrival pattern, which need not be always uniformly
distributed in time. For example, (Fonzone et al.,
2015) demonstrate on the proposed algorithm that
various possible arrival patterns would require
different critical conditions to trigger the bunching

effect (which could then develop in a substantially
distinct degree). (Gentile and Noekel, 2015) propose
a bus bunching coefficient variable, defined as a
function of service headway between 2 consecutive
vehicle runs. The coefficient can be used as a basic
measure of arising bus bunching effect in the
network, being calculated as the ratio of actual
service headway (i.e. one resulting from fluctuations
in dwell times) to the nominal scheduled headway —
the higher the headway deviation rate, the bigger the
on-going bunching effect. An analogous formula
can be used to estimate the bunching coefficient at a
downstream stop, resulting from current upstream
service conditions and passenger dwelling flows.
Additionally, research sources mention that the bus
bunching effect is not only related to the demand-
supply interactions at the stops, but may also be
induced (or amplified) by other factors, such as
general traffic characteristics, route design, road
conditions etc. Numerous analytical models have
been developed which allow to demonstrate their
impact upon the output service regularity ((e.g.
(Bak, 2010), (Horbachov et al., 2015)) — however, in
this paper we will focus primarily on the influence
of passenger congestion and the consequent
bunching phenomena.

2.3. Passenger congestion effects in assignment
model — feedback on passenger discomfort
The third major type of public transport congestion
effects concerns the arising discomfort cost and its
implications for passengers’ travelling choices.
Evidence from passenger surveys seems to reinforce
the fact that crowding (dis)comfort is among the
major factors relevant to users’ travel experience —
e.g. results from Transport for London’s regular
monitoring of customer satisfaction (Barry, 2015)
indicate that travel comfort and crowding are rated
as the (third and fourth) most important issues, right
after the journey time and personal safety. Although
journey times still form the baseline and most
decisive factor in path choice process, the travel
discomfort may also contribute its own mark-up
“penalty” upon the travel cost. Overcrowding affects
the travellers’ comfort perception who become more
reluctant if their public transport services are
routinely congested. (Tirachini et al., 2013) mention
a wide range of psychological, sensorial and social
factors attributed to the overcrowding effects, such
as: risk perception of personal safety, anxiety and

12
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stress, possible ill-health, propensity to arrive late at

work, possible loss of productive time.

Commonly, the crowding discomfort factor is

included as an additional (mark-up) travel time

multiplier in the general path cost formula. The
relative (perceived) value of travel time components
increases as rising passenger numbers (flows)
produce a crowding externality (cost), relative to
travelling in uncrowded conditions. The discomfort
penalty is described as a non-linear, VDF-based
function of volume-to-capacity ratio of a given
travel alternative, which increases more sharply as
crowding conditions deteriorate — the generalised
crowding mark-up factor formula (Gentile and

Noekel, 2015) is based on the same VDF function as

used in the implicit approach to modelling the

capacity constraints (described earlier).

A recurring question in literature sources is how to

measure precisely the on-board crowding levels,

with two basic approaches considered (Tirachini et

al., 2013):

- discomfort cost as a function of load factor
(percentage  volume-to-capacity — ratio): a
simplified measure which can be related to the
vehicle seat capacity, or in macroscopic approach
— roughly to the generated line capacity — yet it
says very little about the actual on-board crowding
conditions themselves, which will vary depending
on (among others) the wvehicle interior
arrangement; studies estimate that as such the
crowding cost is “activated” from load factors
between 60 — 90% onwards (Tirachini et al.,
2013), (van Oort et al., 2015),

- discomfort cost as a function of density of standees
(per square metre): perhaps a more relevant
measure, since crowding discomfort becomes
much more acute once passenger load surpasses
the vehicle seat capacity, and the estimated
available space per passenger provides a better
picture of the degree of crowding “suffered” by
standing travellers; here, the crowding mark-up
penalty ranges between 1.0 — 1.6 (for those seated)
and 1.5 — 2.4 (for those standing), and applies
already if density of standees rises from zero (pax.
per sg. m) (Whelan and Crockett, 2009).

The exact values of crowding discomfort factor

differ among literature sources, being dependent on

the methodology used, local context and user
preferences, as well as individual public transport
modes and trip characteristics (Tirachini et al.,

2013). Literature review shows that crowding

discomfort values are likely to be higher in case of

rail systems and increase with trip length and
duration. The majority of studies which aimed to
provide an estimate of crowding discomfort costs on
passengers’ choices focused mainly on long-
distance urban trips (i.e. between the suburbs and
city centre) made with suburban or metro railways

(Tirachini etal., 2013), (Kroes et al., 2013), (Whelan

and Crockett, 2009), as well as intercity rail trips

(Lieberherr and Pritscher, 2012). A meta-study

commissioned for the UK Department of Transport

(Whelan and Crockett, 2009) provides a

comprehensive valuation of overcrowding costs and

the willingness-to-pay estimate for trips made in the

British Rail system — which are often used as a

guideline in transport practice (Fig. 4).

Table 4.2: Crowding Value of Time Multipliers
Load Factor Sit Stand pass/m? Sit Stand
80 1.00 1.50 0 1.00 1.53
100 1.08 1.50 1.0 1.11 1.62
120 1.23 1.67 2.0 1.21 1.70
140 1.38 1.85 3.0 1.32 1.79
160 1.53 2.02 4.0 1.42 1.87
180 1.68 2.20 5.0 1.53 1.96
200 1.83 2.37 6.0 1.63 2.04

Please note: The Load Factor and pass/m® (passengers per square meter) estimates vary by rolling stock type. The

rows in this table are therefore do not match across different crowding metrics.

Fig. 4. Time cost multiplier factor due to crowding - acc. to the British Rail WTP meta-study (source: Whelan

and Crockett, 2009)
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The purpose of such modelling framework is to
reflect the crowding discomfort impact on a certain
share of travellers who would adjust their travel
patterns, so as to avoid the worst overcrowding
circumstances - and utilise other O-D travel
alternatives. This should replicate the long-term
adaptation process in travelling strategies, as
repeated experience of overcrowding will impact the
3 important aspects:

- path (route) choice: travellers will be less likely to
use notoriously overcrowded services and would
seek other, perhaps less attractive, public transport
connections; in the modelling approach, this could
imply a demand shift towards services with higher
spare capacity (e.g. mass transit systems), or less-
popular public transport connections (e.g. a trade-
off in longer journey times combined with less-
crowded travel conditions),

- mode choice: as a consequence of routine
overcrowding, public transport service would lose
on their relative attractiveness, and travellers
would likely revert to using private cars; for short-
range trips, possibly an increase in walking (or
cycling) trips could be observed,

- departure time choice: perhaps the most
significant impact of passenger congestion on
travel choices - in the day-to-day adaptation
process travellers will seek to avoid the time
periods of peak congestion, and would utilise the
same O-D travel route but at less-popular travel
times; the departure-time updating process would
imply a higher passenger volume migration
especially towards earlier departure runs.

This adaptability phenomenon of passengers’ path
choice strategies in response to crowding discomfort
can be incorporated in the modelling framework by
means of a conventional, iterative user equilibrium
approach (in a simplified manner), or more reliably
— by employing a day-to-day learning mechanism
(Nuzzolo et al., 2012). In the latter case, travellers
consider on day t the anticipated attribute values of
path cost components, which are a weighted average
of experienced and anticipated attribute values on
day t-1 — thus, the path choice model is recurrently
updated based on users’ expectations and their prior
experience:

The extent to which the overcrowding experience

impacts the passengers’ choices will differ

profoundly, depending on the trip purpose

(motivation). Literature sources (Tirachini et al.,

2013) and empirical surveys alike (London
Assembly Report, 2009a) confirm that crowding
discomfort is of limited significance for commuter
(obligatory) journeys but might have substantial
implications for leisure (non-obligatory) journeys.
In former case, the necessity to arrive at destination
on-time means that commuter travellers still assign
much higher (relative) weight to travel times than
on-board conditions, or as given by a cited London
commuter (London Assembly Report, 2009b): “You
just have to use the Tube. There’s just no choice,
there is no option. Well, there is an option: just don 't
go to work but that’s not really an option!”. The
same report examines the ways in which commuters
adapt to the frequently experienced travel
conditions: around 66% of London rail commuters
adjusted their departure times (e.g. chose earlier
connections), and for one of the rail services ca. 20%
of travellers would travel in the opposite direction
first, just to have a higher chance of getting a seat at
an upstream station. On the other hand, crowding
seems to have much more suppressive impact on the
non-obligatory trip motivations. The majority of
leisure travellers do avoid travelling on London
Underground during rush hours, and 25% of them
change the time of travel during the day due to
anticipated crowding. Additionally,
sociodemographic factors themselves might be
relevant as well: (Kim et al., 2009) indicate that
specific user groups expose different “sensitivity”
rates to crowding — e.g. elderly people are likely to
sacrifice the extra travel time in favour of more
comfortable trip conditions.

3. Appraisal of public transport capacity —
sample case studies
Incorporation of passenger overcrowding effects on
public transport system has been shown in a number
of (both academic and practical) case studies to
influence the overall projected network usage,
performance results and assessment indicators —
yielding distinct results when compared to the
analysis “insensitive” to overcrowding phenomena.
(Batarce et al., 2015) point out interestingly that
(passenger) congestion in public transport plays an
analogous role to (traffic) congestion in private
transport (Fig. 5): investment in public transport
systems increase both their transportation capacity
and relative attractiveness, which spurs passenger
demand growth. However, in longer run this induces
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increase in travelling discomfort due to arising
crowding, and the (finite) capacity of public
transport supply itself may eventually become
outstripped by the ever increasing passenger
demand. In the end, this implies that further
improvements in public transport systems are
necessary - the ramifications of this feedback
correlation may only be captured if public transport
capacity constraints are taken into account;
neglecting it would produce erroneous results in
terms of public transport system effectiveness and
capability.

Both implicit and explicit approaches to modelling
the capacity constraints have been utilised in sample
case studies to demonstrate the arising differences in
public transport assignment output between
congested vs. uncongested cases. In a recent case
study for The Hague city (van Oort et al., 2015), an
implicit, VDF-based approach revealed differences
in passenger flows’ distribution between the
proposed tram line and the existing bus route along
the same transport corridor (Fig. 6). A two-tier
crowding mark-up penalty was assigned to the path
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cost formula, which reflected first an increasing
discomfort penalty due to rising on-board crowding
(within the range of 1.0 — 1.7), and after reaching the
assumed crush capacity it surged rapidly up to the
constant value of 10.0. The method revealed a higher
patronage rate of the tramway system — the
passenger gains could be attributed both to its higher
nominal capacity limit as well as better on-board
comfort level, when compared to the existing bus
system. Importantly, a reduction in service
frequency need not necessarily imply a decline in
passenger numbers, as envisaged by uncongested
model. Inclusion of another principal factor — i.e.
increasing service capacity (provided by tramway
system) — mitigated these losses and even projected
a slightly higher demand flow along the proposed
tram line.

Another case study in the city of Stockholm (Cats et
al., 2015) utilised a more specific, explicit approach
with individually modelled vehicles and travellers
(agents) to assess the projected performance of a
new metro line proposed along an existing, busy bus
corridor.

passenger

PuT system
investments demand growth

PuT (PUBLIC TRANSPORT)
OVERCROWDING
- LONG-TERM IMPACT:

further improvements
necessary...

) 4

rising crowding
and discomfort

Fig. 5. Public transport (PuT) congestion (overcrowding) - a long-term feedback impact which may not be
captured with conventional assignment models (source: Batarce et al., 2015)
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Fig. 6. Sample results of including the capacity constraints' and comfort effects in the implicit approach —
estimated relative effect on daily ridership after conversion of bus line 25 to tram line in The Hague

city (source: (van Oort et al., 2015))
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In the existing scenario, when the busy corridor is
served by 200 buses per hour (per direction), ca.
40% of buses are routinely overcrowded, and
multiple denial-of-boarding events can be observed.
In that case, the explicit approach captures the
deteriorations in service quality and travel times, in
the form of the bus bunching effect caused by (and
correlated with) excessive demand flows — i.e. the
very principal ramifications of the mutual demand-
supply interactions. In contrast, a new metro line
with much higher capacity would attract ca. 60% of
bus users, and despite smaller service frequency it
would still be less overcrowded and much more
resilient to service disruptions. The absolute
decrease in in-vehicle and waiting times is ca. 15%,
but when weighted in relative (perceived) terms, the
project would bring ca. 65% extra benefits,
attributable to higher system capacity and reduced
discomfort travel cost. In such case, a cost-benefit
analysis based on uncongested static model would
potentially miss a major share of gains coming from
public transport system improvements.

A study for the Swiss railway system (Lieberherr
and Pritscher, 2012) developed an implicit, VDF-
based capacity restraint model, the so-called SBB
crowding function (described in more detail in
subsequent chapter), which has been now
incorporated in the macroscopic PTV VISUM
software. Application in pilot projects showed that
the capacity-restraint assignment reduced the
overestimation (overload) rate of railway system
usage (measured in seat-km) by 30% - though the
assignment model would still yield somewhat
overestimated passenger flows, the obtained results
would be more plausible. Additionally, the SBB
crowding function revealed extra shifts from
intercity to regional train services during
overcrowded peak hours — a minor share of
travellers (ca. 3% of total O-D flow) would switch
towards  slower but less-crowded trains.
Furthermore, researchers reckon that a more far-
reaching distinction between “seated” and
“standing” crowding penalty itself might influence
the assignment output. (Leurent, 2009) demonstrate
that the predicted passenger load in Paris metro
system is reduced by ca. 30%, when a congested
model additionally distinguishes between the seated
and standing crowding disutility.

Additionally, researchers (Small, 1999) indicate that
the benefits of improving the public transport system

capacity may be not only quickly diminished (i.e.
“eaten-up”) by passenger influx from alternative
routes (modes), but furthermore — they might be
actually partially (or even totally) undone by the
phenomenon of latent (induced) demand (Szarata,
2013). The city of London provides a good example
in terms of that narrative, illustrating how massive
investment programmes in transportation systems
can barely keep up with the ever growing demand
pressure. A multi-billion improvement programme
currently underway across the London Tube
(underground rail) system is projected to increase
the system capacity by approx. 30%, but analysis
prepared for the busiest Tube line, the Northern Line
(Fig. 7), shows already that by the time the works
have been finished - the crowding levels will be even
worse than before, virtually along each single
section of the line (Transport for London, 2013). A
flagship Crossrail project (ca. £17bn of total cost) is
supposed to contribute 10% to the total urban
transport network capacity — a substantial nominal
gain in the city of 8m inhabitants - and become a
core part of the public transport system. Though it is
widely expected to relieve the existing Tube
network, transport planners predict that once opened
in 2018 the Crossrail “will be immediately full up
with people” (Drabicki., 2015), and argue that a
second Crossrail line is badly “needed” to counteract
the anticipated passenger congestion. Numerous
similar case studies can be found elsewhere in
biggest urban metropolitan areas across the world, in
case of which the public transport systems are
particularly likely to become prone to massive
passenger congestion and induced demand pressure.
As mentioned earlier, impact of overcrowding on
long-term passenger path choices also concerns the
modal choices and departure time choices.
(Tirachini et al.,, 2013) use stated-preference
passenger survey data, and propose a range of MNL
models to estimate demand choice models arising
from inclusion of crowding discomfort in travel cost
formula (Fig. 8). This Sydney-based study
emphasises that models insensitive to crowding
discomfort are likely to underestimate the value of
in-vehicle travel times savings and overestimate the
demand (model) share for high congestion levels
(and vice versa for low congestion levels). An
important observation is that for suburban railway
trips, the inclusion of repeated overcrowding
experience should produce a demand shift towards
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private transport, with crowding “sensitivity” rate
increasing as a function of trip duration: an
uncongested model would yield a constant modal
share of a sample rail line at ca. 5%, whereas for a
congested model the modal share would range
between 4 — 6% (travel time of 15 minutes) or ca. 3
— 8% (travel time of 40 minutes). In terms of
departure time updating process, (Nuzzolo et al.,
2012) incorporate a day-to-day learning mechanism
in public transport assignment model, so as to
emphasise the long-term implications of crowding
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experience. The proposed framework shows that
approx. 65% of commuters shift towards other
(earlier or later) vehicle runs to mitigate the risk of
on-board congestion, leaving on average 5 minutes
earlier at the origin — a “spillback” effect can be
observed in temporal demand distribution pattern:
individual vehicle run loads might now substantially
differ from their initial values once a congestion-
induced adjustment takes place in passengers’
choice process.
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Fig. 7. Sample results for the London Underground case study: despite massive investment programme
(NLU), capacity increases on the Northern Line will be quickly absorbed by induced passenger
demand growth (source: Transport for London, 2013)
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17



nopees PAN

Arkadiusz Drabicki, Rafat Kucharski, Andrzé)"'S Syarata

www journals.pan.pl

Modelling the public transport capacity cOnstralnts impact on passenger path choices ...

4.  Assignment algorithms

In the practical part of this study, two public

transport assignment algorithms will be tested on a

sample transport network, to observe how they

replicate the effects of passenger overcrowding on
the evolving transport system performance and
travelling experience (mainly in terms of journey

times and service loads). Each algorithm utilises a

distinct approach to modelling the capacity

constraints of public transport systems, and assumes

a different modelling aggregation level both on

demand and supply sides, i.e.:

- implicit  approach:  timetable-based  (i.e.
schedule-based), macroscopic assignment model —
as implemented in the commonly-used PTV
VISUM software,

- explicit approach: simulation-based (i.e. agent-
based), mesoscopic assignment model - as
incorporated in the currently developed BusMezzo
software.

4.1. Implicit capacity constraints’ algorithm

The timetable-based assignment model operates on
a macroscopic level, reproducing travel demand in
form of aggregated link flows (within a certain time
period). The path choice model is a one-off process
triggered at the origin, when traveller chooses a
complete O-D path (route), based on its
(predetermined) utility value — and follows that
single path all the way to his (her) destination. The
baseline path utility formula is a sum of weighted
(perceived) travel time components (in-vehicle,
waiting, walking times), transfer penalties, and the
temporal utility of that O-D connection.
Additionally, once a capacity restraint model is
introduced, a crowding mark-up penalty (1 +Av) is
assigned to the total path utility. The crowding
penalty is recalculated in an iterative process, based

Implicit capacity constraints in PTV VISUM algorithm:

[ PuT assignment stage |

on the volume-to-capacity ratio of each link segment
(importantly — not individual line segments), until a
certain convergence (equilibrium) threshold is
attained — i.e. a fixed-point problem solution after
which a final path utility (impedance) rate is
evaluated. The algorithm utilises a VDF-based
procedure analogous to the private transport
congested assignment model, with 3 crowding
impedance functions available. For the purposes of
this study, the SBB (Swiss Railway) function was
assumed as it should allow us to replicate the two-
tier effect of rising network overcrowding upon the
path utility (impedance): for low volume-to-capacity
rates, the effects of rising passenger discomfort
(crowding mark-up penalty within range of 1.0 —
1.7), and a step-wise jump in path impedance
(constant crowding mark-up penalty of 10.0) once
passenger volume exceeds the assumed crush
capacity (Fig. 9). This algorithm should reproduce,
in a simplified — i.e. implicit — approach, the effects
of capacity constraints on output passenger path
choices: reductions in excessive (overestimated)
passenger volumes and increasing attractiveness of
less-crowded routes — though without considering
the more  specific, congestion-associated
phenomena, particularly at the stops.

4.2. Explicit capacity constraints’ algorithm

The simulation-based assignment model assumes a
more disaggregate representation both of transport
demand - individual agents (travellers), and
transport supply — individual vehicles (trips)
operating within the network. Here, the path utility
is recurrently updated at each journey stage, when
traveller may reconsider his (her) path (route) choice
towards the destination — i.e. at each instance a
boarding, alighting or connection decision process is
triggered.

SBB discomfort function - PTV VISUM
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Fig. 9. Implicit capacity constraints' algorithm assumptions in simulations
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Likewise, the path utility formula comprises the
same set of travel time components plus transfer
penalties, except for temporal utility of connection
which was not yet included in the algorithm. Since
the modelling algorithm operates on a more detailed,
mesoscopic level, resultant passenger flows are an
aggregate output of all the individual actions (path
choice decisions) taken by agents (travellers)
progressing through the network. Service supply is
modelled as individual trips (runs) served by public
transport vehicles, which are described with their
distinguished properties - vehicle type, vehicle
dynamics, and importantly — specified maximum
passenger load capacity. Network performance is
reproduced in a more stochastic manner — the actual
travel times depend on real-time system conditions,
and a dwell-time function is introduced to describe
the direct impact of dwelling (i.e. boarding and
alighting) flows onto dwell times — in our case, we
will assume a linear dwell-time function of 2
secs/pass. The utilised modelling framework did not
incorporate yet the impact of crowding discomfort
upon the path cost-utility formula; nonetheless, it
would allow us to observe the actual transport
network performance and its implications for
passengers’ travelling experience once network
capacity constraints are modelled in an explicit
approach — i.e. with strict denial-of-boarding and
arising queuing phenomena occurring at stops if
passenger flows exceed the system capacity, and the
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very important demand-supply interactions (Fig.
10).

5. Results — implicit and explicit approaches
Simulations presented below were performed on a
sample public transport network, i.e. the extended
version (“SF ENet” (Fonzone and Schmoecker,
2014)) of the classical Spiess-Florian network
(Spiess and Florian, 1989). The extended SF ENet
layout is assumed on a network topology formulated
by (Fonzone, Schmoecker 2015) and comprises a
system of 7 bus stops (A to G) and 5 unidirectional
bus lines (L1 to L5), situated along 2 parallel O-D
routes (Fig. 11). A single origin-destination pair is
assigned to the network. Travellers are allowed to
transfer between bus lines at stops, and additionally
a two-way, 3-minute walking connection is provided
between the intermediate stops C and F. Vehicle
runs are dispatched from origin stops at fixed
intervals (headways), and line run times between
consecutive stops remain constant. The crush
capacity rate of each bus vehicle is assumed as 100
pax.; in explicit approach, a dwell-time function is
introduced with a linear rate of 2 secs/pass.

To analyse the incorporation of passenger
overcrowding effects in the sample network, 2
distinct modelling approaches were included, i.e. the
implicit approach (PTV VISUM) and the explicit
approach (BusMezzo) to modelling the capacity
constraints.

Explicit capacity constraints in BusMezzo algorithm:
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For both of these, 4 individual O-D demand cases
were assigned which should reflect the rising O-D
demand conditions in the following stages:

- undersaturated conditions (1600 pax./hour —
“LOW?” congestion case),

- saturated network state (3200 pax./hour — “MID”
congestion case),

- moderately and  massively  overcrowded
conditions (6400 pax./hour — “HIGH” congestion
case, and 16000 pax./hour “V. HIGH”
congestion case).

These respective O-D demand values correspond

roughly to 50%, 100%, 200% and 500% of

generated line capacity (per hour) combined for
initial 3 line segments (L1, L2 and L5) departing

from the origin. Total simulation run time is 120

minutes: service supply is generated during the

whole 120 minutes, whereas passenger demand is
assigned after initial 30 minutes and is generated
within the next 60 minutes.

Simulations performed on a sample network reveal

that both modelling approaches produce different

assignment output as a consequence of rising O-D

passenger volumes, with respect to each individual

(described  above) category of  passenger

overcrowding effects. Starting with the inclusion of

physical capacity limits, the implicit approach has

relatively more limited impact on output network
performance: in aggregate terms, average journey
times increase from 21.7 mins (“LOW” congestion
case) to just 24.3 mins (“V. HIGH” congestion case)
(Fig. 12). These changes in journey times are pretty
much minimal and can be merely attributed to the
relative shifts in O-D path choices (i.e. paths with
longer in-vehicle travel times become somewnhat
more attractive), but they do not reflect any changes
in waiting times - which remain virtually constant
(or even decrease slightly) in the event of massive
passenger congestion. This stands in stark contrast
to the explicit constraints’ algorithm which reveals
much more significant changes in travel times: as a
consequence of rising passenger congestion,
average journey times increase from 31.4 mins
(“LOW?” congestion case) to 63.7 mins (“V. HIGH”
congestion case). Here, the average in-vehicle travel
times remain constant, but a significant surge in
waiting times takes place now due to congestion-
induced queuing phenomena at stops, which are
evidently captured by the explicit algorithm: as O-D
demand volume exceeds the system capacity, a
rising share of passengers is denied the boarding and
becomes increasingly delayed as they try to reach
the destination.
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Fig. 11. Spiess-Florian extended network (SF ENet) -topology of sample bus transport network used in
simulation works (source: Fonzone and Schmoecker, 2015).
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algorithms

In the implicit approach, the effects of arising
congestion are described by the travel cost penalty
imposed by the SBB function: it reflects the
travellers’ willingness to shift towards less-crowded

reach the destination successfully and the whole O-
D demand volume would be redistributed within the
whole 2-hour simulation period to earlier or later
departures, even if it implies volume-to-capacity

connections, but does not account for strict denial-
of-boarding: in the end, 100% of travellers will

ratio values reaching up to 500% on individual line
segments (Fig. 13).
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Fig. 13. Results — differences in origin segments' (L1, L2 and L5) Vol/Cap ratios - plotted against the
generated line capacity threshold
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In contrast, in the explicit approach a strict denial-
of-boarding principle is observed for every
additional passenger beyond the capacity limit:
volume-to-capacity ratio will never exceed 100%,
and travellers would have to wait for the ensuing
service runs which will have spare on-board
capacity. Consequently, the probability-of-arrival at
the destination decreases sharply as overcrowding
develops in the SF ENet: for “HIGH” and “V.
HIGH” congestion cases, 46% and 71% of travellers
respectively will not make it to the destination after
120 minutes of simulation run time, and will still
remain stranded somewhere in the network (Fig.

r

Low MID HIGH

origin demand share [%]

V. HIGH

Fig. 14. Results - rising failure-to-arrive probability
at the destination in the explicit approach,
as a consequence of increasing network
congestion

An important remark regarding the mesoscopic-
based (explicit) algorithm performance should be
made here, which is related to distinct assumptions
utilised in the probabilistic discrete choice
algorithm. Each time (i.e. at each instance) the
traveller makes a travel decision, each alternative he
(she) considers in the O-D choice set is described
with a non-zero probability — thus, he (she) will most
likely — but not necessarily — choose the O-D
alternative with the highest utility value. Simulation
works assumed a default MNL theta parameter
value of 0.50 — which should be in practice properly
calibrated (i.e. most likely, increased) to match the
expected probability rate of rational choice
behaviour. This comprises a significantly distinct
feature of mesoscopic-based algorithm assumptions

— and therefore, the exact travel time values should
not be interpreted in absolute terms (e.g. in
comparison to macroscopic-based algorithm) but
rather used to observe relative changes as a
consequence of system overcrowding. This is also
the reason behind a non-zero failure-to-arrive
probability rate (at the destination) even in low
congestion scenarios; in higher congestion levels,
the additional rises in this probability rate can be
directly attributed to the implications of
overcrowding-induced phenomena.

A major difference in the assignment output
concerns the replication of demand-supply
interactions, i.e. the feedback effect between
passenger congestion and service performance. This
cannot be captured within the implicit approach,
where both service run times and dwell times remain
unaffected despite the passenger overcrowding —
regardless of all the simulation cases. However, it is
of utmost importance in case of explicit approach,
where mutual dynamic developments on-going in
the congested network have profound implications
both on the demand (passengers’) and the supply
(services’) side. A significant growth in dwell times
can be evidently observed for individual vehicle
runs as passenger boarding and alighting flows
increase at the stops, which result in up to 50%
longer total run times of bus trips in the SF ENet.
The demand-supply feedback loop is perhaps best
demonstrated when plotting dwelling flows against
service headways for consecutive vehicle runs (Fig.
15): it shows that service headways are likely to
deviate from their nominal values when fluctuations
in dwelling flows grow higher. Importantly, the
biggest headway deviation values are correlated not
with the extreme demand magnitude - but
principally with the extreme demand variance: the
biggest “bumps” in line headways tend to overlap
with the highest “bumps” in dwelling flows. This is
a characteristic feature of the on-going bus bunching
effect (described above), which in highly
overcrowded simulation cases (“HIGH” and “V.
HIGH” cases) becomes a  self-sustaining
phenomenon, reflecting that the network
performance falls out of stability state - and will only
diminish in the final 30 minutes of simulation period
once O-D demand generation ceases and the SF
ENet finally “recovers” from massive congestion.
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EXPLICIT constraints - impact of dwell times (L5, V. HIGH demand case)
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Fig. 15. Results - mutual demand-supply interactions captured in the explicit approach: sample effects on
service run times (top) — up to 50% longer service times, and headway deviations (bottom), induced

by passenger flows

The differences in the observable assignment output
can be attributed to the assumed aggregation level
within the simulation algorithm. The implicit
approach operates on a macroscopic level, where
transport demand and transport supply systems can
only be traced in terms of aggregate flows and link
segments for the whole assignment period: a more
exact examination of service run times’ or journey
times’ distribution is not possible within the scope
of this algorithm, and output network performance
is principally measurable with average (aggregate)
indicator rates. The explicit approach assumes a
more disaggregate representation both on the
demand as well as the supply side, and thus enables
to observe much more detailed output for each
individual component of the transport system — i.e.
journey times of individual travellers, and service
run times of individual vehicle runs. This allows us
to reproduce an interesting passenger arrival pattern
at the destination, which also mimics the demand-

supply feedback interaction: for higher congestion
cases, the rising bus bunching effect eventually
induces a “passenger bunching” pattern, with O-
D demand arrivals becoming more concentrated
(“bunched”) due to system capacity bottlenecks
(Fig. 16).

Finally, distribution of path choice patterns also
exposes substantial differences between the two
assignment algorithms, as seen on the example of
path choice shares between 3 line segments at the
origin (L1, L2 and L5) (Fig. 17). In the implicit
approach, the path choice formula reflects the
discomfort cost penalty already for low and
moderate crowding conditions. Thus, a substantial
shift can be observed when congestion rises from the
“LOW” to the “MID” case: the O-D demand
becomes pretty much equally distributed between
the 3 segments, and for each of them the volume-to-
capacity ratio stabilises between 46% to 52%.
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Fig. 17 Results - arising differences in path choice at the origin between the implicit (top) and explicit

(bottom) approaches

However, for further (“HIGH” and “V. HIGH”)
congestion cases no consistent path choice pattern
can be derived or explained: the O-D demand shares
alternately jump up or drop down, suggesting that
the network output could not reach a stable

(equilibrium) solution - the small-scale SF ENet
with its simple topology becomes simply a few times
more overloaded than its generated capacity rate. In
the explicit approach, no discomfort cost penalty
was included in the path cost formula yet, and the
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output path shares reflect merely the explicit impact
of line segments’ capacity limits. This actually
produces a pretty much consistent picture of
evolving demand distribution pattern: in the
relatively less crowded simulation cases, a bulk of
O-D demand share is concentrated along the most
attractive L5 line segment (56% in the “LOW”
congestion case), whereas increasingly congested
conditions in the SF ENet result in a more even
utilisation (distribution) of the available system
capacity and hitherto less attractive O-D routes: in
the “HIGH” congestion case, the L5 patronage rate
drops to 38% whereas both the L1 and L2 patronage
rates reach 31%.

6. Evaluation and conclusions

The objective of this paper was to discuss the
incorporation of passenger congestion
(overcrowding) effects in  public transport
assignment models. The first part of this work, being
based on a comprehensive literature review, aimed
to outline main categories of passenger
overcrowding effects, which should be accounted
for in the assignment output — i.e. the inclusion of
physical capacity constraints (limits); the feedback
effect between passenger demand and service supply
performance (e.g. the well-known bus bunching
effect); and the feedback effect on passenger
discomfort (travel cost). Then, a brief presentation
of sample case studies followed up, which
demonstrated that the inclusion of public transport
capacity constraints might significantly affect the
actual assignment output and final analysis results —
with implications not only for the path (route) choice
stage, but also going back to the mode choice and
long-term demand adaptation process (e.g. departure
time choice). Further on, the simulation part of this

paper aimed to examine the replication of passenger
overcrowding effects on a small-scale, sample
transport network for 2 distinct modelling
approaches to public transport capacity constraints —
i.e. macroscopic and mesoscopic assignment
models, implemented respectively in the PTV
VISUM and BusMezzo algorithms.

Both assignment algorithms can reproduce
passenger overcrowding effects in a substantially
different manner, and will consequently yield quite

distinct assignment output (Table 1). The
macroscopic algorithm assumes an implicit,
simplified approach to modelling capacity

constraints of public transport system — i.e. in the
form of VDF-based procedure. The increasing travel
cost penalty aims to reflect the two-tier effect of
arising congestion on passenger path choices — i.e.
shifts due to travel discomfort (in low-congested
conditions) and demand outflow towards alternative
connections (once volume exceeds capacity). As
congestion arises in the network, the implicit
approach tends to redistribute the O-D demand
towards available system capacity and hitherto less
attractive O-D paths (routes) — though a certain
drawback of this algorithm is that for massive
congestion levels, the assignment procedure might
not actually converge to a stable (equilibrium)
solution and would produce erroneous path choices.
However, the implicit-based algorithm does not
observe the exact capacity limits of travel supply —
eventually 100% of O-D demand will be assigned to
the network - nor does it capture the resultant
queuing phenomena. Perhaps more importantly, the
mutual interaction between transport demand vs.
transport supply performance, induced by passenger
congestion phenomena, is also missing.

Table 1. Summary - inclusion of 3 distinguished categories of passenger overcrowding effects in the 2

analysed modelling algorithms

IMPACT OF PUBLIC TRANSPORT CONGESTION

(PASSENGER OVERCROWDING) EFFECTS — SUMMARY::

Modelling approach: Physical capacity

Feedback on demand- Feedback on passenger

constraints (limits) supply performance discomfort
MACROSCORPIC,
timetable-based IMPLICIT no* yes
(PTV VISUM)
MESOSCORPIC,
simulation-based EXPLICIT yes yes**
(BusMezzo)

* limited functionality (i.e. simplified elongation of service run times) only

** not available yet at the time of this research work
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The mesoscopic algorithm utilises a more detailed
representation of transport system both on demand
and supply sides, with a more explicit, detailed
approach to modelling capacity constraints — i.e. by
observing exact capacity limits of public transport
vehicle runs and the ensuing passengers’ sequential
travel choices. Passengers experience strict denial-
of-boarding once a vehicle becomes overcrowded,
and as a result the queuing phenomena occur at
stops. The passengers’ arrival probability is thus
heavily influenced by the capacity restraint regime
of transport system: the excessive O-D demand
share will not arrive yet at the destination if volume
exceeds (generated) system capacity. Importantly,
the explicit approach enables to reproduce much
more dynamic demand-supply interactions, in the
form of the on-going feedback between passenger
flows and service performance. Since dwell times
depend mutually on dwelling flows, a clear-cut,
developing bus bunching effect can be traced for
individual (consecutive) wvehicle runs which is
characteristic for congested public transport
networks. Resultant path choices reflect shifts both
due to available network capacity and current
service performance: no feedback effect on path cost
(discomfort) was tested yet at the time of this
research work, but this can now also be incorporated
in the mesoscopic-based algorithm.

Based on the summarised state-of-the-art research
works, as well as own simulation works, it seems
conceivable that the implicit (macroscopic)
modelling approach can be used to model the impact
of passenger congestion on path choices in a
simplified manner - though a more accurate and
reliable representation of the congestion-induced
effects is feasible only with an explicit (mesoscopic)
modelling approach. The implicit approach is more
commonly implemented in the state-of-the-practice
assignment models and can be already utilised to
replicate a certain (limited) overcrowding impact on
route choices and modal shifts in city-scale transport
models; the explicit approach remains less
developed and often constrained to individual
application studies, but comprises a more promising
and comprehensive method of representing the
whole complexity of public transport congestion
effects. Future research works should involve a more
specific investigation of model calibration and
validation, as well as comparison of assignment
output on a city-scale, multimodal transport model —

not only just in terms of induced shifts in path
choices, but also the far-reaching influence on modal
choices, temporal choices and long-term demand
adaptation processes (Drabicki et al., 2016) - so as
to assess the overall effectiveness of both implicit
and explicit algorithms in modelling the public
transport network capacity constraints.
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Abstract: The article presents the issue of the implementation of speed management measures on regional
roads, whose character requires the use of different solutions than those on national roads. The authors
briefly described speed management measures, the conditions for their implementation and their effectiveness
with reference to environmental conditions and road safety. The further part of the paper presents selected
results of the authors' research into the speed on various road segments equipped with different speed
management measures. The estimations were made as to the impact of local speed limits and traffic calming
measures on drivers' behaviour in free flow conditions. This research found that the introduction of the local
speed limits cause reduction in average speed and 85th percentile speed up to 11.9 km/h (14.4%) and 16.3
km/h (16.8%) respectively. These values are averaged in the tested samples. Speed reduction depends strongly
on the value of the limit and local circumstances. Despite speed reduction, the share of drivers who do not
comply with speed limits was still high and ranged from 43% in the case of a 70 km/h limit, up to 89% for a
40 km/h limit. As far as comprehensive traffic calming measures are concerned, results show decrease in
average speed and 85th percentile speed up to 18.1 km/h and 20.8 km/h respectively. For some road segments,
however, the values of average speed and 85th percentile speed increased. It confirms that the effectiveness

of speed management measures is strongly determined by local circumstances.

Key words: speed, speed management, road safety.

1. Introduction

The previous studies and experience related to the
organization of traffic have clearly indicated that it
is possible to achieve significant benefits in the area
of road safety improvement through the consistent
implementation of speed management. However,
the effectiveness of speed management measures
depends on their proper selection. It is advisable to
take into account factors determining the tolerance
of the introduced measures on the part of road users.
The most important factors from among these
include the topography of the road together with the
land development and the use of its surroundings.
Based on these, a road users subjectively estimates
the perceived level of risk. Taking this fact into
account, one should pay particular attention to
regional roads whose technical standard is more
diversified than in the case of the national road
network. Regional roads display a diversity of
technical classes and function with frequently
occurring discrepancies between the road category
and its actual function. In addition to this, regional
roads are characterized by an uncontrolled

accessibility and low geometric parameters of road
segments and intersections as compared with
drivers' expectations (e.g. narrow lanes, lack of
sidewalk). This entails a greater need for speed
limits and other speed management measures than in
the case of national roads. The way in which these
speed limits are introduced ought to be related to the
previous assessments of the effectiveness of various
speed management measures. With reference to
national roads in Poland this types of studies were
conducted in 2002-2008 (Gaca, Jamroz, et al., 2003-
2008). The issue of local roads has been researched
into with this respect on a larger scale since the year
2013. Some part of the research is carried out as a
joint project of the Cracow University of
Technology and the Gdansk University of
Technology (Jamroz, Gaca, et al., 2013).

One of the reasons behind the research into speed
limits on regional and local roads was to find out to
what extent the reduced technical parameters of
roads and their diversified functions affect the level
of tolerance for the general and local speed limits.
Also, an important aim of the study was to fill in the
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gap in the knowledge on the effectiveness of
selected speed reduction measures on local roads
presenting lower technical standards. With a wider
knowledge on this subject, it will be possible to
prepare a more rational implementation of these
measures in Poland.

The paper describes selected results of the research
into speed limits. The results are important in the
formulation of rules governing the implementation
of speed management on local roads. The studies
were carried out with the participation of authors as
a part of national guidelines for speed management
(Gaca, Kie¢, et al., 2016). The description of the
research results was preceded by a review of the
most important experiences relative to speed
management measures with a particular focus on the
way in which they are selected.

2. Speed management measures and their
implementation
In the Polish practice of engineering, the speed
management is most often understood as introducing
speed limits. Therefore, the authors see it purposeful
to introduce a broader notion of speed management
understood as a set of activities aimed at establishing
reasonable speed limits and influencing the actual
speed of vehicles through planning, infrastructure
and traffic organisation solutions, as well as
supervision, education and advanced technologies.
Its primary purpose is to achieve a status quo in
which the speed of vehicles shall be adapted to the
conditions of traffic and road as well as could be
considered potentially safe. In addition to this,
correct speed management leads to reducing road
noise level road and air pollutant emissions.
Speed management consists of activities from the
following areas:
- engineering — designing a road infrastructure with
parameters facilitating the selection of appropriate
speed, the use of physical measures regulating the
speed of vehicles, introducing reasonable speed
limits,
supervision — monitoring of drivers' compliance
with regulations and speed limits in force.
education — informing drivers of the impact of
speed on road safety, increasing drivers' awareness
in terms of the introduced speed limit reduction
measures.

emergency services — enabling emergency

services to reach the accident site as fast as

possible.

Speed management should be taken into account

not only at the stage of the planning and designing

of road infrastructure, but also when it's already in
use.

Among the many engineering measures affecting

the vehicles' speed reduction, the following can be

listed:

zone and local speed limits using road signs,

- optical reduction of the width of the lane with the

use of a horizontal marking,

physical narrowing of the road cross-section (one

or two-sided),

traffic islands and a pedestrian refuge,

raised intersections and pedestrian crossings,

speed bumps and speed humps,

horizontal deflection, chicanes,

converting junctions into roundabouts and mini

roundabouts,

deflecting the vehicle trajectory by the approach to

the intersection,

- vibro-acoustic marking.

Only the most beneficial measures, in terms of

effectiveness and application costs, tend to be

chosen from the group of potential measures suitable
for practical application. However, it should be
noted that the effectiveness of particular solutions
can be strongly determined by local circumstances.

An important tool used in speed management are the

rules for determining speed limits, which may be:

- general limits (based on the assumption that roads
with similar characteristics can be safely used
under ideal conditions with certain maximum
speeds),

- zone or local speed limits, most often resulting
from the increased risk of accidents in place
where the speed limit is introduced.

- The key factors to be taken into account when
deciding on zone or local speed limits are
(Austroads, 2014):

- accident data (causes and types of accidents,
frequency of occurrence, severity of accidents in
conjunction with the vehicle speed),

- the geometry of the road and its equipment (width,

the field of visibility, curves, intersections,

accessibility, barriers etc.),

30



2017

v as( W 1 /" N www.journals.pan.pl
AOT WWW.CZ )]nsm\yallllx 45@ \‘3 ]

road function (arterial roads, collector roads, local
roads),

road users (including the occurrence and size of
the pedestrian and cyclist flow),

the current speed limit,

actual vehicles speed,

road environment (including the intensity of the
development of the road environment, the
potential impact of traffic on inhabitants,
including noise, air pollution, separation of the
communities, the density of access points to the
road),

the opinion of the local community (inhabitants
should have the opportunity to express their
concerns and preferences for lower speed limits
and their position should be considered).

As an example of the procedure for setting the speed
limits, let us present the Australian method, in which
the determination of the relevant speed limit is
performed in two steps (Austroads, 2010). Step 1
consists in determining the speed limit on the basis
of the  characteristics of  the road
(municipal/suburban, one-lane/two-lane, function,
flat/hilly/mountainous area, etc.). Step 1 results in
the so-called initial speed limit. In step 2, on the
basis of the initial speed limit and the appropriate
profile of the safe speed limit, the appropriate speed
limit is established. Safe speed profiles allow for
taking into account road features influencing the
likelihood of the accident occurrence and its severity
(e.g. the presence of separators dividing lanes going
in opposite directions, side obstacles in the road
environment). In the case where the restriction
resulting from the characteristics of the road is
higher than the limit determined by the
characteristics of the road, the speed limit at a given
road can be increased.

Another method of determining the appropriate
speed limit is the approach aiming at the
minimisation of the accident impact. Widely
described in the foreign literature, this method
consists in establishing speed limits based on the
biomechanical tolerance i.e. tolerance of the human
body to automobile collision impact. The main
challenge in this case is the management of the
collision force so that no user is exposed to forces
that can cause death or serious injury. Table 1
presents a list of allowed speed values in the
approach favouring the minimisation of crash effects
for various crash types.

Table 1. Biomechanical tolerance of the human
body in the event of crash
(Austroads, 2005)
Biomechanical tolerance

Type of the crash [km/h]
car/pedestrian 20-30
car/motorcycle 20-30

car/tree or pole (side 30-40
impact)
car/car (side impact) 50
car/car (head-on) 70

Apart from establishing the relevant speed limit in a
given area, it is equally important to specify the
length of the road segment with speed limit. Below
there are a few examples of specifying a particular
length taken from abroad practice:

- In the USA, in Massachusetts and Ohio it is
recommended that the length of a segment with a
particular speed limit be equal to at least 0.8 km.
In Texas, in turn, the length of the transition zone
(buffer zone for the progressive reduction of speed
on a suburban road to the speed limit effective in
a given locality) must be no less than 0.3 km. Near
a school, such zone can have the length of 60-90
m. In Alaska, the length of the speed limit zone
shall be determined on the basis of the distance
which a vehicle will travel within 25 seconds with
the maximum speed determined for this zone
(FHWA, 2012a);

In Canada, the minimum length of the speed limit
zone cannot be shorter than 0.5 km (FHWA,
2012a);

In the UK, in order to avoid too many changes in
speed limits on roads, it is assumed that the
minimum length of the speed limit segment should
be no less than 600 m. With lower speed limits,
400 m is admissible, whereas in the case of access
roads or roads with the speed restriction to 30km/h
—300 m (DOT, 2013);

On two-lane rural roads in Ireland, the speed limit
should cover the minimum distance of 3 km. Also,
no more than two changes in limits should be
introduced on a road segment of 10 km. If the
distance between the built-up areas is small (5 km
or less), it is appropriate to apply a single speed
limit on the road connecting them (DTTAS, 2015).
The change in the value of the speed limit should
occur near the place where there is a significant
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change in the land development or where the road

parameters significantly change.

Irrespective of the method of determining the speed

limits and the length of the segment on which they

will be effective, particular attention should be paid
to the perception of the road by drivers and their

expectations as to the speed possible to develop at a

chosen road segment. If the driver does not

acknowledge the need for a speed restriction, they
will not obey it. The conclusion to be drawn is that,

e.g. speed restrictions aiming at the reduction of air

pollution, in the absence of other “visible” reasons

for this restriction, do not always produce the
intended effect.

Therefore, before introducing local speed limits, it is

widely recommended to introduce other solutions

affecting the improvement of road safety. In some

cases, the construction of e.g. a cycling path or a

sidewalk can more effectively improve the safety of

vulnerable road users than a speed restriction on a

short segment.

The problem of exceeding the permissible speed

limit must be analysed in conjunction with the

knowledge of a number of factors determining the
drivers' speed. There are numerous works devoted to
these issues and their synthesis can be found in

(Gaca, 2002; Gaca, Kie¢, 2005, Martens, Comte &

Kaptein, 1997; Szczuraszek, 2008, Ahie, Charlton &

Starkey, 2015, Gaca, Kie¢, 2015). In order to

quantify the impact of the characteristics of the roads

and their surroundings on the speed parameters,
regression models are built, the examples of which
are given below:

- The estimation of the average speed of vehicles on
the suburban road (speed limit of 50 km/h, speed
measurements made in the daytime) (Gaca, Kie¢,
2015):

V, =70.07-1.96-L-1.83-GS+0.319-GZ,, +
0.169-T +0.140-LZ +3.55. C1 + €y
0.81-C2-4.36-C3

- The estimation of the average speed of vehicles on
the approach to the horizontal curve on two-lane
rural road (Jessen, et al., 2001):

V,, =55.0+0.5-VL-0.00148 - AADT (2)

- The model for the estimation of the average speed
on urban road with a limit of 50 km/h (Schiiller,
2010):

V, =48.75+131. Ps+0.88- In(Lskp)+
3.0- In(Bp)+6.86- P2x2-4.99- Fh- ©)
2.39- Fm+2.74- Fa+6.39- Fb - 1.62-Stj

where:

- Vav — average speed of vehicles in free flow in
the daytime [km/h],

- L — length of road segment [km],

- GS — density of intersections [number/1 km],

- GZso — density of development at a distance of 50
m away from the road [%]

- T — share of through traffic (%),

LZ — average distance between development and

the edge of the road (m),

C1, C2, C3 —the symbol of the road cross-section

type (respectively: with bitumic shoulders, ground

shoulders and sidewalks). Variable assuming

value 1 in the formula (1) if a given cross-section

occurs or 0 if it does not,

Vs — 85th percentile speed [km/h],

VL — speed limit on road [km/h],

- AADT - average annual dly traffic,

Ps — type of street in network structure (ring road

— assumes the value of 0, radial road — assumes

the value of 1.0),

Lskp — length of the segment between the give-

way intersections [km],

Bp — width of the lane taking into account an

adjacent bike lane, if it occurs.

P2x2 — multilane road cross-section (assumes the

value of 1.0 if it occurs and O if it does not),

Fh, Fm, Fa, Fb — symbols used to describe the

functions of the street and its surroundings, Fh —

dominant commercial function, a city centre; Fm

— mixed functions; Fa — no dominant functions,

unilaterally development; Fb — no dominant

functions, no development (variables assuming

the value of 1,0 if a given case occurs or 0 if it does

not).

Stj — condition of the road — a variable equals 1.0

in the case of a poor pavement condition and a

cobbled road. It equals O if the road is in good

condition.
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When taking into account speed models developed
in Poland and abroad, the most frequent and
statistically significant quantitative and qualitative
variables are: road width, intersections density,
density of access points, density of pedestrian
crossings and bus stops, curvature degree, value of
the speed limit, type of the cross-section, type of
shoulder, intensity of the development in the road
surrounding, road/street function, time of day. What
transpires from the cited speed models is the fact that
not all of these variables occur in models
simultaneously.

The above speed models suggest that with the same
speed limit the average speed of vehicles in the free
flow differs significantly depending on the
characteristics of the road and tend to be higher than
the limit prescribed. Thus, various measures are
taken in order to enforce on drivers a greater
compliance with speed limits and adjusting their
speed to the local conditions on the road.

3. The effectiveness of speed management
measures

3.1. Speed management and road safety

The effectiveness of speed management measures in
the context of improving road safety can be analysed
using direct methods (accident data) or indirect
methods describing potential threats.

The influence of speed management measure on
road safety can be indirectly assessed through
estimating the value of the quotient of the assumed

average of the expected value of road safety measure
(e.g. number of accident) on a road section with the
applied traffic calming measure and the average of
the expected road safety measure on the control
section fitted with no evaluated measure. That
factor, named in the Highway Safety Manual as
CMF (Crash Modification Factor), is a fundamental
indicator of the assessment of the impact of various
treatment on road safety in the USA (Crash
Modification Factors Clearinghouse, n.d.; HSM,
2010). The selected values of this factor, estimated
on the basis of foreign studies, and in relation to the
different speed management measures, location
(local, regional and national roads) accident types
and their severity, are summarised in Table 2.
Estimating the impact of any speed management
measure on road safety can also be made using
intermediate criteria, for example the change of
vehicle speed caused by a particular measure. The
legitimacy of adopting speed as an indirect criterion
of road safety assessment is confirmed by both
foreign and domestic research. A statistical
relationship between the speed and road road safety
is logical and has been repeatedly proven (Gaca,
2002, Cameron & Elvik, 2010; Elvik, et al., 2009;
Gargoum, El-Basyouny, 2016).

In order to estimate the impact of the change in
vehicle speeds on the change in road safety, the so-
called “power model” can be used (Cameron &
Elvik, 2010). It allows to predict the change in the
number of accidents and their victims based on the

Table 2. Estimated values of the CMF coefficients with various measures aiming at reducing speed (Crash
Modification Factors Clearinghouse, n.d., www.cmfclearinghouse.org)

Measure Area CMF Accident type Accident severity
decreasing the limit by 9 km/h all 1.17 all all
decreasing the limit by 16 km/h all 0.96 all all
decreasing the limit by 24-32 km/h all 0.94 all all
speed bumps urban, suburban ~ 0.5-0.6 all serious and slightly injured
transverse rumble strips urban, suburban 0.66 all - aI_I —
urban, suburban 0.64 all serious and slightly injured
area-wide or corr|d9r—spe0|f|c urban 0.89 - 0.94 all serious and slightly injured
traffic calming
raised pedestrian crossings urban, suburban  0.54-0.7 all serious and slightly injured
raised intersections none 1.05 all serious and slightly injured
converting intersections into low- all 1.099 all all
speed roundabouts all 0.473 all crashes
the 'nt?r?t':;;o;to ;ﬁg%ﬁ:\'ge lanes suburban 0.963 related to the speed all
raised bike crossing none 1.09 vehicle - cyclist  serious and slightly injured
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knowledge of the difference in average speed
“before” and “after” a given measure is applied. To
do this, the following formula is used:

Wi =(Vi/Vp)' - W, 4)

where:

- Wo — a selected criterion of road safety in the
period before the introduction of the measure,

- W1—a selected criterion of road safety in the same
period after the introduction of the measure,

- Vo— average speed before the introduction of the
measure [km/h],

- V1 - average speed after the introduction of the
measure [km/h],

- a — parameter of a model whose value may be
assumed based on literature or determined
individually based on regression analysys.

An important assumption when using relation (4) is
that only speed changes between “before” and
“after” periods, and other determinants which affect
road safety remain the same.

Based on the research described in (Cameron &
Elvik, 2010), the following values of parameter a in
the equation (4) were estimated (Table 3).

By adopting the values of parameter a provided
above in the case of roads in urban areas, one can
calculate, for instance, that lowering the speed limit
of 60 km/h to 50 km/h, with 60 km/h as the average
speed at the start and the actual reduction in speed
by 3 km/h, would decrease the number of accidents
with fatalities by 12%, and the overall number of
accidents by 6%. By increasing the degree of respect
for the introduced limitation and reaching the actual
reduction in average speed by 5 km/h, one would
achieve a decrease in the number of accidents with
fatalities by 21%, and the overall number of
accidents by 10%.

Table 4 summarises results of research concerning
the impact of the reduction of the existing speed

limit on the change in the number of accidents and
their victims and on reducing the average speed of
vehicles (Austroads, 2010).

The above-cited examples illustrate well the
importance of additional measures of enforcing the
respect for speed limits by drivers. The lack of such
measures means that the actual reduction in average
speed after the introduction of the “new” speed limit
is usually ca. 1/4 of the difference between the
“new” limit and the one previously in force (Elvik,
et al., 2009; Gaca & Kie¢, 2005; Gaca, Jamroz, et
al., 2003-2008).

In accordance with research carried out abroad and
described in (FHWA, 2012b), speed bumps are very
effective, contributing to the reduction of the
average speed of vehicles by ca. 32 km/h, while
speed cushion — of ca. 27 km/h. Research conducted
in Poland also confirms this effectiveness. Raised
pedestrian crossings, which constitute an obstacle
similar to linear speed bumps, usually cause a
reduction in average speed by 4.0 + 6.5 km/h. It
should be noted, however, that the introduction of
speed bumps causes the local speed reduction with
its increase on the sections between the bumps,
which is an undesired phenomenon due to the
exhaust emissions (increased number of manoeuvres
of acceleration and braking). Therefore, it is
appropriate to use complex traffic calming measures
causing the effect of an even reduction in speed on a
designated segment of a road.

The introduction of the mini roundabouts and small
roundabouts instead of regular intersections leads to
the average decrease in average speed by 36 km/h
and 54 km/h respectively.

In addition to physical traffic calming measures, less
restrictive measures can be applied, for example
vertical signs with the recommended speed which
inform drivers about the speed at which they should
be moving in a given area. Using such signs allows
to reduce the speed of vehicles by 3.2 +~ 5 km/h
(FHWA, 2012b).

Table 3. The value of parameter a in the “power model” equation (Cameron & Elvik, 2010)

Roads in rural areas

Roads in urban areas

Type of accident Value of Confidence Value of Confidence
factor a interval 95% factor a interval 95%
With fatalities 41 29+53 2.6 0.3+4.9
With fatalities and serious injured 26 -2.7+179 15 09+2.1
With casualties in total 1.6 09+23 1.2 0.7+17
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Table 4. The impact of the reduction in speed limits on the average speed and on the reduction in the

number of accidents (Austroads, 2010)

Speed limit reduction

Changes in

Reduction in the number of accidents and its

Country [km/h] average speed victims
from 60 km/h to 50 km/h number of fatalities — 24%, serious injured — 7%,
Denmark (local roads) 8-4 km/h slightly injured — 11%
Germany from 60 km/h to 50 km/h - number of accidents — 20%
. number of accidents with fatalities -45%, with injured—
Australia (New  from 60 km/h to 50 km/h 0.94km/h 22%, the total number of accidents — 23%, accidents
South Wales) (local roads) . -
with pedestrians — 40%
number of accidents with fatalities -21%, with serious
Australia from 60 km/h to 50 km/h 2.3 km/h injured — 3%, with slightly injuries — 16%, with
(Victoria) (local roads) casualties —12%, fatal accidents with pedestrians —
25%, accidents with serious injured pedestrians —40%
Australia number of accidents with casualties — 20%, number of
(Southern from 60 km/h to 50 km/h 3.8 km/h serious injured —20%, slightly injured from — 23% to
Australia) (local roads) — 26%, fatalities — 40%
Australia from 60 km/h to 50 km/h 5 km/h number of accidents with fatalities —88%, number of
(Queensland) (local roads) accidents with casualties —23%
Australia from 60 km/h to 50 km/h number of accidents with fatalities —21%, number of
(Western 1 km/h . A -
. (local roads) accidents with pedestrians —51%
Australia)
Australia from 60 km/h to 50 km/h total number of accidents — 2.1% (statistically
(ACT) (local roads) B insignificant)
Australia from(t(l (r)nkn;:;]rﬁ) 4gnkm/h 3 number of accidents with casualties —8%, number of
(Victoria) P Y. accidents with pedestrians — 17%

commercial streets)

The above examples of research results clearly
confirm that, due to speed reduction, the most
effective speed management measures are the
physical traffic calming measures. Despite that, the
decision about their introduction should be preceded
by an analysis of the effectiveness of the application
of other solutions, such as vehicle activated signs,
intensive supervision, installing or removing the line
separating lanes or allowing parking along the road.
It should also be remembered that physical traffic
calming measures cannot be used freely, for
example on main arteries, or roads often used by
emergency services.

3.2. Speed management and environmental
aspects
Modern speed management policy aims not only at
improving road safety, but also at protecting the
environment and health (ETSC, 2008 ). Speed
management can be a very effective method of
fighting the problem of excessive CO2 emissions,
because fuel consumption, and thus carbon dioxide
emissions, is dependent on the speed of vehicles

(Fig. 1).

REDUCE
SPEED

Reduce
Casualties

| Reduce COz2

Rationalise Br‘:g#:: Improve
Car Market
Deniand Traffic Flow

Fig. 1. The impact of the reduction of speed on
road safety and reducing CO2 emissions
(ETSC, 2008)

The impact of speed management on environment is
widely featured in foreign literature (Austroads,
1996, Bel, Rosell, 2013., COWI & ECN, 2003,
ETSC, 2008; Soole, Watson & Fleiter, 2013). The
authors of a French government programme showed
that total compliance with speed limits would lead to
a reduction of CO2 emissions by 3 million tonnes per
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year, which is equivalent to a 2% reduction of
emissions of this gas. Even greater benefits were
indicated in the research conducted in the
Netherlands, in which it was estimated that
conducting activities in speed management results in
a decrease in carbon dioxide emissions by 4-10%.
The analyses carried out in relation to German
motorways suggest that the introduction of 120 km/h
and 100 km/h speed limits would reduce carbon
emissions by 10% and 20%, respectively. The
results of research carried out for the Austrian
motorways have shown that the introduction of a
100 km/h speed limit on a 30 km-long section of a
motorway leads to a reduction in CO2 emissions by
11%.

In the United Kingdom, researchers created a model
to calculate the emission reduction between 2006
and 2010 for two variants, i.e. for introducing a 110
km/h and 95 km/h speed limits. Studies have shown
that for the first scenario, carbon dioxide emissions
decreased by ca. 1 million tonnes per year, and for
the second one, by 1.88 million tonnes per year.

It is estimated that reducing the speed limit from 100
km/h to 80 km/h on roads in Italy would help to
reduce fuel consumption by 387.9 tonnes per year,
and to reduce the emissions of CO, PMzo, CO2 and
NOx respectively by 15.3%, 6.4%, 5% and 4.6%.
Unlike Italian research, results of similar
measurements conducted in Spain showed that
reducing the speed limit from 120km/h or 100km/h
to 80 km/h on motorways in Barcelona causes
increase in NOx and PM10 emission by 1.7—
3.2% and 5.3-5.9% respectively. This study also
suggest that NOx and PM10 pollution can be
reduced by 7.7-17.1% and 14.5-17.3% respectively
after variable speed policy implementation.

The authors of the studies conducted abroad stress
that special attention should be paid to the speed of
lorries (trucks). The Dutch study shows that the
reducing the speed limit for vans and light trucks to
110 km/h on expressways can lead to a reduction of
fuel consumption by 5%. In turn, the reduction of
vehicle speed by 2 km/h, 5 km/h and 7 km/h results
in the reduction of fuel consumption by 0.5% (7
million litres), 2% (27 million litres) and 3.5% (48
million litres) respectively.

Another factor which can have a significant impact
on the reduction of CO2 emissions is the use of
modern technologies, such as ISA (Intelligent Speed
Assistance). It is estimated that carbon dioxide

emissions from vehicles fitted with ISA may drop by
8% in the UK when compared to other vehicles.

Another study carried in the United Kingdom
focused on the impact of speed control on fuel
consumption and emissions. It has been shown that
speed control on roads where speed is reduced to
110 km/h will increase fuel consumption by 70.6
litres/100 km, and on the road segments with the
limit of 80 km/h by 18.8 litres/100 km. In addition,
the roads segment with speed limits of 110 km/h
reported a decrease in CO:2 emissions by 528
kg/month, and on the road segments where the limit
is 80 km/h the decrease was by 1376 kg/month.

4. Polish surveys of the effectiveness of speed
management measures
Although most of the speed management measures
described in point 2 are implemented in Poland,
however, the evaluation of their effectiveness has
been the subject of limited research only, conducted
primarily on national roads and in the cities (Gaca &
Kie¢, 2005; Gaca, Jamroz, et al., 2003-2008). The
general conclusion from these studies is that the
drivers of wvehicles commonly exceed the
permissible speeds determined by the general or
local restrictions. The results described in (Gaca &
Kie¢, 2005; Gaca, Jamroz, et al., 2003-2008) and
other test results clearly indicate the need for
additional speed management measures, especially
on road segments passing through small and
medium-sized towns.
In the case of local roads the typical speed
management measures include:
local speed limits — 36.8%,
locally applied traffic calming measures — 32.3%,
complex traffic calming measures (median and
refuge islands on roads through built-up areas
which cause change of trajectory only for heavy
vehicles) — 19.4%,
speed zones — 6.4%,
designating road segments with intense speed
enforcement (along with speed cameras) — 4.0%,
- measures other than those listed above — 1.1%.
These data were obtained as a result of road
administration survey research (Gaca, Kie¢, et al.,
2016).
Taking into account the above-mentioned frequency
of applying the speed management measures on
local roads, these measures underwent research
intended to precede the development of guidelines
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for speed management on local roads (Gaca, Kie¢,
et al., 2016). In subsequent parts of this article, only
selected result of speed measurement on 100 road
segments and in 24 speed zones were presented.

The basic indicators of the effectiveness of speed
management measures are changes in the value of
the different criteria of road safety. One can also
assess the above-mentioned effectiveness through
speed measurements and the evaluation of changes
in the driver’s behaviour as a response to the applied
measure. The expected effect of speed management
measures is not only a reduction in the value of
average speed, but also a reduction in the share of
drivers moving at very high speeds, and the
emergence of more uniform behaviour. Therefore,
the primary measures of effectiveness are: reduction
of average speed, reduction of the value of the 85th
percentile speed (Vss) and reduction of dispersion in
the value of the speed. Their estimation is made by
a typical “before and after” or “with and without”
studies. The equivalent of “with and without”
studies are simultaneous speed measurements
conducted on different segments of the road, i.e. in
the segment preceding the applied measure, and in
the segment where the measure is applied. A group
of vehicles in free flow was singled out in the study,
which allowed for a better assessment of the driver's
reactions to a given measure. A headway greater
than 6 sec was assumed as the boundary value for
free flow speed. In this case driver has the freedom
to make decisions on the selection of speed. As

measurement techniques, the following were used:
measurements using pneumatic tubes, video
technique and measurements using manual devices.
The research was carried out in similar weather
conditions and during a day. The duration of
measurements and the obtained sample sizes met the
requirements of mathematical statistics.

In Poland, the effectiveness of local speed limits on
lower classes roads is relatively not very well
identified. The following describes the selected
results of the speed measurements on the segments
of roads with local speed limits of 40, 50, 60 and 70
km/h. Pooled results of speed measurement are
provided in Table 5.

By analysing a group of vehicles in free flow in road
segments with local speed limits, it was found that:
- a very large group of vehicles were moving at a
speed greater than the limit. The share of drivers
who do not comply with applicable restrictions
ranged from 43% in the case of a 70 km/h limit, up
to 89% for a 40 km/h limit;

the introduction of the local speed limit changes
the value of the average speed and V85 on average
by 44 + 11.9 km/h and 58 + 16.3 km/h
respectively, depending on the value of the limit.
This means a change in the average speed and V85
respectively by 6.8 + 14.4% and 7.7 + 16.8%;
having regard to the results of the measurements
in particular road segments, wide variations in
reactions of drivers to the introduced restrictions

Table 5. Results of the speed test on road segments with local speed limits (Gaca, S., Kie¢, M., Jamroz, K.,

et al., 2016)
Section without a speed limit Section with a speed limit Difference
£ E - =2 sS £7% - =2 sS& 2% - =2 -
[ v 7] e - 2 = < e - 2 = 5] c o 2
E = a 8 $8 5° 2 g 58 5°? a 8T S 8
> = @ © o 29 T 5E @ (S 2 a9 T 5= * O @ 2L Q9
2 £ c 5o S .2 w— & £ p 5 Q T2 &« £ E c T @ c .2
- = S a3 EDB 935= ] a3 E3T 5= & Qg £D
o S [} e L T o @ [3} = L T o @ (<] - [T
s 3 = § 8 g8 = § 8% =8 = 5 8%
z =3 © T v © & ND e *
[km/h]  [km/h] -
- 0, - 0,

[km/h] [km/h] [96] [km/h]  [km/h] [%0] %] %] %]

44 5.8 0.011

8 40 644 755 0.185 45 60.0 69.7 0.173 89 6.8% 77% 6.2%
9.1 114 0.005

4 50 69.9 82.1 0.185 47 60.8 70.7 0.179 77 13.0% 13.9% 2.9%
11.9 16.3 0.022

4 60 823 97.0 0.174 24 70.4 80.7 0.152 81 14.4%  16.8%  125%
9.3 9.9 -0.024

9 70 79.9 93.2 0.170 19 70.6 83.3 0.194 43 11.6% 10.6% 14%




Stanistaw Gaca, Sylwia Pogodziﬁé\féé( FmopRma DA

pl P@\ N www.journals.pan.pl

Speed management as a measure to improve road safety on Polish regional roads

were found. Depending on the value of speed
limits, the average speed on the various segments
changed from -5.6 km/h (average speed increase)
to 24.7 km/h in relation to the segment without
speed restrictions. This means the presence of a
strong influence of local factors on the level of
tolerance of local speed limits. It is planned to
extend the scope of the research to build regression
models quantifying the effect of these factors;

the value of speed Vss was higher than the average
speed by 11.1 + 14.7 km/h on average in the
control section and by 9.7 + 12.7 km/h in the
section with speed limits;

the research recorded a change in the value of the
variation coefficient in the road segments with a
speed limit in relation to the control sections. The
change equalled up to 0.02. In the case of a 70
km/h speed limit, there has been a 0.02 increase in
the coefficient of variation in the road segments
with this measure, indicating the occurrence of an
unexpected effect of the increasing heterogeneity
of traffic.

One of the measures of enforcing speed limits are
traffic calming measures and the intensive speed
enforcement measures. In the case of physical traffic
calming measures, among those tested there were
complex measures implemented along road
segments passing through small localities. Usually,
these are “mild” measures designed in a way that
allows drivers to pass with the maximum speed of
ca. 70 + 80 km/h. Therefore, their effect in urban
areas mainly consists of both their psychological
impact (drawing attention to the need to reduce
speed) and the physical speed reduction for a group
of very fast driving vehicles.

Based on tests carried out on 23 road segments
passing through localities with complex traffic
calming measures, it was found that (Gaca, Kie¢, et
al., 2016):

- the average speed in free flow in control sections,
i.e. before the road segments featuring traffic
calming measures, oscillated between 42.8 km/h
and 75.4 km/h. In road segments with a 60 km/h
speed limit and complex traffic calming measures,
this speed ranged from 44.0 km/h to 65.8 km/h;
the value of speed Vgs was higher than the average
speed by 10.0 km/h on average in the control
section and by 8.3 km/h in the section with traffic
calming measures;

- the majority of analysed segments with traffic
calming measures saw a decrease in average speed
and V85 in relation to the control section by 0.1 +
18.1 km/h and 0.6 + 20.8 km/h respectively. For
some segments, however, the values of average
speed and V85 increased. In total, the tested road
segments showed an average decrease in average
speed and V85 in free flow by 2.8 km/h and 4.7
km/h respectively;

- complex traffic calming measures on road
segments passing through localities have a
positive impact on the improvement of traffic
homogeneity: the value of the averaged coefficient
of speed dispersion in free flow decreased by 0.02
when compared to control segments;

- the share of drivers going over the speed limit in
the section with traffic calming measures was 68%
and was 11% lower than in the control section.

Preliminary research into the effectiveness of
physical traffic calming means in street segments
have confirmed the impact of these measures on the
reduction of vehicle speeds. Single speed bumps and
raised intersections caused a local decrease in speed
by 15.7-27.0 km/h. When it came to speed bumps
placed consecutively one after another, the object of
the study was the average speed in that street
segment, which was compared with the speed in the
same segment but without speed bumps. The
presence of speed bumps resulted in a reduction of
the average speed by 20-23 km/h. In the qualitative
sense, the quoted examples of random test results
fall in line with the results of research by other
authors, and they confirm the high efficiency of the
physical traffic calming measures.
The above-mentioned examples of studies of the
impact of speed management measures on the
reduction of the different characteristics of speed
indicate a high potential of such management as a
means of improving road safety. Although the
averaged values of speed reduction of ca. 3 + 15
km/h may seem relatively small, their importance in
relation to the improvement of road safety, assessed
on the basis of the model described in section 3, is
very high. Figure 2 shows the extent to which the
change in average speed in a given segment of the
road, respectively by 3, 6, 9, 12 or 15 km/h, will
affect the reduction (expressed in percent) in the
number of accidents with fatalities and serious
injured depending on the level of speed before the
change.
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Fig. 2. Estimation of the possible reduction in accidents with fatalities and serious injured depending on the
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The relation shown in Figure 2 indicates a
connection between the effect of a potential
reduction in the number of accidents and the value
of speed “before” the implementation of a specific
speed management measure. In addition, this effect
is illustrated in Figure 3 which shows the desired
speed reduction values in order to obtain the
intended value of the reduction in the number of
accidents with fatalities and serious injured.

The results of the analyses provided above indicate
the need to implement more restrictive speed
management measures at side with higher recorded
speeds.

5. Discussing the results and the summary

The presented research, in conjunction with other
Polish publications, confirm the low level of
tolerance of general and local speed limits in Poland.
In the case of general speed limits, the share of
drivers not adhering to these limitations is
significantly larger than in other countries of the
European Union (Gaca & Kie¢, 2005 Jamroz, Gaca,
etal., 2013).

Respecting local speed limits are mainly influenced
by the principles of their imposition. If they are not
understandable for drivers, then a large role is
played by using supervision and additional measures
aimed at enforcing the desired behaviour. The
general cultural and sociological circumstances,
which may vary depending on the region, are also of
importance. These circumstances limit the
possibility of direct comparison of national research
results with the results of research carried out
abroad.

The view that the local speed limits are not effective
and therefore do not contribute to the improvement
of road safety, is quite common. In order to verify
this thesis, the research was undertaken. This
research found that the reduction in average speed in
an area with local speed limits was, on average, 4.4
+ 11.9 km/h (6.8% + 13.0%), depending on the
value of the limit. These values are lower than
expected, but they can potentially cause a reduction
in the number of accidents with fatalities and serious
injured by ca. 10 +20%. This is sufficient proof for
the legitimacy of the use of local speed limits in
areas of increased accident risk. Of course one
should aim to improve the degree of compliance
with local speed limits, which requires the
implementation of more effective speed

management measures. Their correct choice requires
a better understanding of the determinants of drivers
speed choice in conjunction with local
circumstances. The results of the presented research
clearly indicate the presence of a strong influence of
local factors on the level of acceptance of local speed
limits.

Research of speed on roads with “mild” traffic
calming  measures confirmed  their low
effectiveness, which points to the need for
verification of both these solutions and the ways of
their implementation. A high effectiveness was, in
turn, confirmed, when it comes to physical speed
reduction measures in the form of speed bumps and
raised intersections. It must be stressed, however,
that these measures usually cause only a local
decrease in speed.
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Abstract: As the very important parts of the expressway system, on and off ramps have a great effect on the
operation effect of expressways. Once congestion occurs at on and off ramps, it will directly affect the safety
of the expressway and vehicles. So this paper first analyzes the location design of on ramps, the length and
the influences on the expressway running state of off ramp downstream traffic state, and establishes the
expressway operation models based at on and off ramps. The expressway operation models include off ramp
delay model, on ramp delay model, expressway delay model and side road delay model under the influence
of the distance between on and off ramp and traffic volume. At the same time, the paper analyzes the
connection between the traffic operation state and traffic safety, and establishes the expressway safety model
based on congestion degree. Through simulation verification, the impact of on and off ramp on the security
of the expressway is analyzed. In the simulation, safety rank division is simulated to verify and safety index of
different safety ranks. Finally the paper concludes that the delay caused by traffic of the on and off ramps can

decrease the safety of expressway.

Key words: expressway safety, on and off ramp, delay, accidents occurrence probability.

1. Introduction

Due to on and off ramps on expressway, a large
number of vehicles access and exit from expressway
and the traffic on the outside lane slows to a crawl.
Due to the relatively short distance between some
ramps, traffic flows between the adjacent ramps will
be frequent confluent, diverted and mixed. This is
easy to cause conflictions and traffic safety problem
(Karon and Zochowska, 2015). Because there is no
conflict point near the ramps, strict management and
control measures are not taken generally. Therefore,
conflictions of traffic volume near on and off ramps
lead to congestions of expressway and side road
(Handke, 2010).

Domestic and foreign scholars have done a lot of
researches on on and off ramp setting. Leisch (1959)
studied interchanges spacing of urban expressway.
Al-Kaisy et al. (2002) analyzed the relationship
between the ramp traffic flow, traffic capacity, main
road traffic flow, length of deceleration lane and
lane number in detail. Munoz and Daganzo (2002)
described the traffic operation of the bottleneck
section of the highway exit upstream in detail.

Jayakrishnan et al. (1995) simulated traffic flow of
urban road, and proposed that there are many
differences between urban road and highway,
especially the mutual influences between multiple
vehicle types in urban road. Kojima et al. (1995)
selected an x-shaped-cross highway as the
simulation object to study the mixed behavior of
individual vehicle, and analyzed in which part of the
weaving section mixed vehicles began to
interweave. Research model consisted of three basic
equations, which are simple forward movement, car
following movement and braking movement.

In addition, Wang et al. (2015) presented Bayesian
logistic regression models for single vehicle (SV)
and multivehicle (MV) crashes on expressway
ramps by using real-time microwave vehicle
detection system data, real-time weather data, and
ramp geometric information. Qu et al. (2014) aimed
to assess the potential crash risks across different
traffic lanes (shoulder lane, median lane, and middle
lane) near to ramps (before on-ramps, between
ramps, and after off-ramps). GAO and GUO (2006)
took the common parallel ramp setting as the
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research object and put forward five ramp
optimization design methods, which are changing
location of the ramp, changing lane function of the
intersection approach, setting left-turn in long
distance, and changing lanes ahead on the side road,
etc. Furthermore, Lee and Abdel-Aty (2006)
proposed the method of predicting the temporal
variation in crash risk on freeway ramps and at the
intersections of ramps (the junction of ramps with
crossroads). Bared et al. (1999) examined the impact
of acceleration and deceleration lane lengths on
traffic safety; Chen et al. (2009) evaluated the safety
effects of the number and arrangement of lanes on
freeway off-ramps; Liu et al. (2009) discussed three
types of lane arrangements on freeway sections with
closely spaced ramps and their safety effects;
Pulugurtha and Bhatt (2010) analyzed the role of
geometric characteristics and traffic on crashes in
weaving sections.

Researches both at home and abroad showed that the
existing researches are mainly about on and off
ramps setting, but rarely involves the safety. This
paper hopes to propose the relationship between on
and off ramp and expressway safety based on the
above research results.

2. Expressway running condition analysis on
and off ramp

On and off ramp locations on expressway are closely
related to urban network structure, and the matching
way of off ramp and on ramp is also different. The
paper mainly study two typical matching types of on
and off ramp on expressway, that are on-off ramp
group and off-on ramp group as shown in Figure 1.

The difference between two groups is that for on-off
ramp group the distance between off ramp ahead and
on ramp behind is fewer than the distance between

—_—

Expressway main road

7 SN

Sideroad |

a) On-off ramp group
Fig. 1. on and off ramp on expressway

the off ramp and other ramps, on the contrary, for
out-on ramp group the distance between on ramp
ahead and off ramp behind is fewer.

The short distance between on and off ramp will lead
to congestion of expressway main road and side
road, so the paper studies the two matching types. If
the distance is long, on and off traffic flow on
expressway will not interfere with each other, and
the running condition of expressway main road and
side road will not be affected. So the long distance
condition is not the scope of this study.

The definition of the distance size between on and
off ramp has been reflected in the existing research
results, so the paper does not study this problem
anymore, but focuses on the influence of on and off
ramps on traffic running state of expressway main
road and side road.

2.1. On-off ramp group

As shown in Figure 1(a), once off ramp queuing
occurs, and ascend to the expressway main road, it
not only affects the normal traffic operation of
expressway main road and produce corresponding
delay, but also affects vehicles of on ramp entering
the main road, and causes corresponding delay of
side road. Based on the analysis, using critical gap
theory and queuing theory, the expressway delay
model and side road delay model can be established
based on the queue length at on and off ramp.
Model principle is that vehicles enter off ramp based
on critical gap theory, this maybe generate certain
delay and queue.

According to queuing theory, input process of off
ramp traffic is assumed as fixed-length distribution,
that is A = q.(veh/s), because of assumption of
large traffic flow.

—_—

Expressway main road
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Side road

b) Off-on ramp group
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Queuing rule is first come first service, and service
station is one lane. Service time distribution is
assumed as exponential distribution, that ispu =

E (qf(t)) = qy(veh/s), because this paper argues

that side road traffic volume is relatively large,
critical gap is not uniform. Service intensity is that
p = A/u, and queuing model is D/M/1.

Then average queue length of off ramp isLs_ #%1
average queue vehicles number is L, = pLg
Delay of off ramp is

+la_Ltp
d=W;+W,; = /1 7—#_1 (1)
where:

- u is the average flow rate of the expressway exit
ramp, which is the average service rate that side
road traffic can serve for the main road traffic. The
unit is veh/s.

- qy is the average flow of expressway side road.
The unit is veh/s.

- p is the service strength for queuing theory, which
is the ratio of arrival rate and departure rate of off-
ramp traffic flow into side road.

- Lg is the average number of queuing vehicles

affected by side road traffic at the off ramp. The

unit is veh.

L, is average number of queuing vehicles waiting

for the off ramp. The unit is veh. d is the delays of

traffic flow at the off ramp. The unitis s.

W is customer stay time in queuing theory, which

is the average travel time of all vehicles at the off

ramp exiting from the main road. The unit is s.

- W, is customer waiting time in queuing theory,
which is the average waiting time of all vehicles at
the off ramp exiting from the main road. The unit
iss.

In addition, the maximum queue length of off ramp
is also influenced by the signal control on side road.
If there is signal control at the downstream
intersection of off ramp, and the queue length may
ascend to off ramp, forming time of the biggest
queue length on off ramp is affected by the signal
intersection, If the queue vehicles at downstream
signal intersection do not ascend to off ramp, off
ramp traffic will flow into side road with critical gap.

Www (/‘M'”\”L\yﬁlll.ﬂ“-gg,\s‘ue\‘s

Therefore, service time of traffic flow out of off
ramp under the influence of the side road signal
control change into,

$x3600x<
=49 = 3600

£= X%(veh/s) (2)
Therein,
- S is saturation traffic flow rate released in green
time at the downstream signal control intersection.
- qyy is average traffic of expressway side road
affected by traffic signal on side road, the number
of vehicles that can be discharged at each cycle at
the downstream intersection of the side road is the
section traffic volume at the off ramp. The unit is
veh/s.
g is green time at the downstream signal control
intersection.
C is signal cycle at the downstream signal control
intersection.

Then average delay of off ramp is,

_1+p _ p+td
°< u Coae-d
qctqf
— C—g)x7+20<1L
T@-a0) qc( g) + = Le 3
qctqry ( )

e —g) X
@ q:((C—g)x7+20> L,

Therein,

- L.is the distance between the downstream signal
control intersection and off ramp,

- q. is traffic volume out of off ramp,

According to average queue length of off ramp,
queue dissipation time can be calculated by t; = %‘1

The delay calculation at expressway during the
period of time is similar with that of the signal
control intersection in one cycle, and the red time is
d., that is the forming maximum queue length time
of traffic flow out of off ramp, and green time is

(g" <, that is the dissipation time of traffic flow out

of off ramp.

According to steady state delay theory, d, =
Sr
2¢(S—q

dy d+2(s )—dc+

the average delay at expressway is

sdz
Z(dc+tf)(5—qk)

(4)

45



Juan Juan Hu, Feng Li, Bing Han, Jinbad"Yao™""

pl P@\ N www.journals.pan.pl

Analysis of the influence onexpressway safety of ramps

Therein, q is the vehicle arrival rate of a certain

section.

- gk is average traffic volume at expressway. tris the
dissipating time of the queue length on the exit

ramp, and the unitiss. t; = (gkzc).
—Uk

- risvirtual time of red light in a circle, and its value
is d. that is the average delay of the off ramp. The
unitiss.

- g is virtual time of green light in a circle, and its
value is the dissipating time of the queue length on
the exit ramp.

- cis the virtual time of one cycle, is the sum of the
virtual time of red light and green light. The unit
iss.

If queue vehicles at expressway main road do not
ascend to upstream on ramp, the traffic flow of on
ramp can enter into expressway main road with
critical gap, and then the delay of on ramp can be
obtained by critical gap theory. Expressway section
traffic volume is assumed as negative exponential

distribution, and then probability of time headway
—qp X6
greater than 6 seconds is P(h = 6) = e 2600 .

The number of space headway that expressway can
—quE
provide to in-ramp in one hour N = q;, X e 3600 .

Average waiting time of traffic flow on on ramp
3600

entering into expressway is d,.’ = -

However, if queue length on expressway ascend to
on ramp and it leads to on ramp traffic can't enter
into the main road, average delay of traffic flow on
on ramp entering into expressway includes the delay
caused by queue dissipation time on off ramp is dc,
the delay on side road caused by traffic flow
dissipation of expressway main road is dk, and the
delay caused by vehicles on on ramp entering into
the main road is dr1. And then d,. = dj + d;4.
Therein, dr1 is calculated by steady state theory, red
time is di, green time is dissipation time of

expressway queue length, that is ‘“‘;(d—ﬁ, and then
—dk
sr? Sdy?
dr = = : (6)
2¢(5—-q) qpx(dc+ty) B
R (e = S

Therein, gris the average traffic flow of the on ramp.
The unit is veh/s.

On ramp delay is

d, =
2 et dp e x (de+ ) X7 +20 < Lg

g xe 3600 (7)
di +dry @ X (de + ) X7+ 20 > Lg

Therein,

- dr is the average vehicle delays at the on ramp on
the side road. The unit is veh/s.

- Ls is the distance between off ramp and on ramp
on expressway.

The queue on on ramp will produce a certain delay
to side road traffic of on ramp upstream. But
considering that a part of side road traffic flow has
been diverted into expressway main road at this
time, the rest has existed queue because of signal
control at the intersection downstream. Once queue
vehicles on the on ramp dissipate, side road
congestion will be relieved in a certain degree.
Therefore, the delay of side road caused by
expressway is considered that expressway behaves a
lane to downstream intersection, the delay of
expressway is computed , and delay of side road is
mainly caused by the downstream intersection , is
mutual independent by other lanes.

Therefore, under the first into then out condition,
average delay of traffic flow is,

dc+qrdr+q,d
dzzqcchqur (8)
Act+ak+ar

Therein, d: is the average delays in all vehicles on
expressways and side roads under the on-off ramp
condition. The unit is s.

From the above model, it can be seen that
expressway traffic operation state is closely related
to signal circle at the downstream intersection, off
ramp number, traffic volume of side road, traffic
volume of expressway main road, distance between
on and off ramp and traffic volume of on ramp.
Among them, traffic volume parameters are a class
of traffic parameters, parameter greatly affected by
time is signal timing at the downstream intersection,
parameter greatly affected by space is the distance
between on and off ramp.
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2.2. Off-on ramp group

From Figure 1(b), it can be seen that once on ramp
queuing occurs, and ascend to the side road, it
affects the normal operation of the side road traffic
and produce corresponding queue and delay. At the
same time, if the queue length of side road reaches
off ramp, it will cause that vehicles of off ramp can
not pull out of the expressway, and then the queue
length of off ramp will be affected and expressway
traffic will be disturbed.

Based on the analysis, using critical gap theory and
queuing theory, the expressway delay model and
side road delay model can be established based on
the queue length of on and off ramp.

According to the delay model when traffic flow do
not ascend to on ramp under the first into then out
condition, the delay of on ramp under the first out
then into condition can be calculated by

_ 3600

3600
d. =3°%%
T N

——g + dp C)

qrXxe 3600

+dh:

Then queue length on on ramp is the number of
vehicles entering into on ramp during the period of
time between two adjacent critical gaps. The

. . 3600
equationis L, = d, X T
3600

. . q
on time on on ramp is t, = — e

Both queue length caused by vehicles of on ramp
and queue dissipation time influence on traffic flow
on side road and subsequent traffic greatly. During
this time there is at least one lane traffic affected,
and the influencing vehicles can pass this bottleneck
after queue dissipation.

The paper assumes that the approach of off ramp is
one lane, and only one lane on side road is disturbed,
however, other lanes are not affected. Therefore,
delay of the lane on side road can be calculated by
the delay model of signal intersection. Red time is

r=dr+t,, and green time is g = m.
Average delay of the single lane on side road is

sr? S(d,y+t,)?

If queue length of side road is too long and queue
traffic ascends to off ramp, traffic flow of off ramp
entering into side road will be affected. Therefore, a
certain delay can exist on off ramp and the delay is
closely related to dissipation time on side road. If
queue length on side road dissipates completely and
there are critical gaps, traffic flow on on ramp can
enter into side road.

Delay on off ramp is shown in equation 11.
Similarly, there is a certain delay on expressway
main road because of traffic flow on off ramp. The
delay model is closely linked with queue dissipation
time of off ramp, and average delay on the right lane
of expressway main road is,

Sd?

d
2(dc+EZE) (S-qx)

de = d, + 12)

Therefore, under the first out then into condition,
average delay of traffic flow is,

qcdctqrde+qrdi+qyd
dz - cleT(rdy rdr (13)
qctqrtqrtqr

From the above model, it can be seen that
expressway traffic operation state is closely related
to traffic volume of in ram, traffic volume of side
road, traffic volume of expressway main road, and
distance between on and off ramp. Among them,
traffic volume parameters are a class of traffic
parameters, there is no parameter affected by time,
parameter greatly affected by space is the distance
between on and off ramp.

3. Safety Analysis based on traffic operation
state Expressway

According to the above research, we establish the
relationship between the related traffic volume, the
distance between on and off ramp and the total
delay, and the total delay and the expressway safety
are closely related.

Under the small traffic volume condition, vehicle
speed is the key factor affecting road safety,
however, under the large traffic volume condition,

dr = = (10) traffic volume and congestion degree are the
2¢(5-q) qf(dr+tyr) B : ’ g g
2+ ) (5-ay) important factors affecting road safety.
d,« T dr T
(d, +t, + 2 S+t)+ 369§fxs+dhqfx(dr+tr+W)x7+20 > Ly
d. = apxeen (12)
¢ d"' T
%+dhqfx(dr+tr+W)x7+205Lf
\ qxe 3600
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When traffic volume is large, the probability of
conflictions between vehicles becomes large. In the
process of confluence and shunting, traffic accidents
are easy to taken, such as cut rub, because of
different driving technology, and road safety
reduces sharply.

Compared with the urban road there is not signal
intersection on expressway, but compared with the
highway, the number of on and off ramp is far more
than that of the highway. Hence as a relatively
special type of road, the safety of expressway is
mainly reflected under the large traffic volume.
When the traffic volume is small, the safety of
expressway is similar with that of highway,
however, when the traffic volume is large, the safety
of expressway is different from that of urban road
because there is no signal intersection to ensure
safety on expressway. Therefore, the paper mainly
studies the effect of traffic congestion degree on
expressway safety.

According to traffic control principle, when traffic
flow ratio is less than 0.7 traffic is generally
considered to be smooth, when traffic flow ratio is
between 0.7 and 0.8, traffic flow begins to be in
congested state, and when traffic flow ratio is more
than 0.8, traffic flow is in saturation state and
vehicles can not pass. It can be seen that with traffic
volume increasing, road safety is changing to
poorer, especially when traffic flow ratio is between
0.7 and 0.8, acceleration and deceleration behavior
of a certain driver perhaps will lead to traffic
accident and even the whole expressway network
safety decreased.

Likewise, when on and off ramps delay increasing
sharply expressway safety is reduced gradually,
while when the delay is below the delay of smooth
traffic flow expressway safety is relatively high.
According to this principle, the paper established the
model of on and off ramp delay and expressway
safety.

The safety in this paper refers to probability of
vehicles collision occurred. If collision probability
is great the safety is poor, and if collision probability
is small the safety is high. The paper argued that
probability of vehicles collision occurred is mainly
affected by delay and traffic flow ratio. Therefore,
with delay and traffic flow ratio increasing collision
probability is increasing. If traffic flow ratio is small
and the congestion of on and off ramp is heavy,
collision probability will be increasing, and if traffic

flow ratio is great and the delay of on and off ramp
is small, collision probability will be increasing too.
Therefore, the safety model of accident occurrence
probability based on the ramp is established. The
principle is when a certain traffic flow delay occurs,
the traffic flow is in congested and low speed, and it
is similar to increasing some vehicles. That is to say,
based on the original traffic flow, the delay is
equivalent to increase some vehicles. Thus traffic
volume is increased and safety is decreased. That is,

P() =
( qk(1+chc+qkdk+qrdr)
2 axdmax L.<l .
c re — cmin
(1+chc+qfdf+qkdk+4rdr) (14)
Tk Y gxdmax L.<l i
I cr — *rmmn

Therein,
- P(1) is the accidents occurrence probability based
on on and off ramp.
- d, is the average delay produced by the weaving
section , and the unit is s. Under the on-off ramp
condition, d, is q.d. + qidy + q-d,, which is
calculated by the delays and traffic volume of off
ramp, expressway main road and on ramp. Under
the off-on ramp condition, d, is q.d. + qsds +
qrdy + q,-d,, which is calculated by the delays
and traffic volume of off ramp, expressway main
road , on ramp and side road.
Y. q is the sum of all traffic flows delayed by
weaving section, and the unit is veh/h. Under the
on-off ramp condition, Y; q is the total traffic flow
of on-off ramp and expressway main road. Under
the off-on ramp condition, Y. q is the total traffic
flow of on-off ramp, expressway main road and
side road.
dmax 1S the maximum delay caused by traffic flow
in expressways under congestion condition, and
the unit is s. The maximum delay value is
proportional to congestion time. If the arrival
traffic volume is increasing, congestion continues
to deteriorate, and traffic delays continue to
increase. If the arrival traffic flow is less than the
departure flow, the traffic congestion begins to
dissipate and the delays are decreasing gradually.
Thus in order to reduce the effect of congestion
time on the maximum delay, the maximum delay
is calculated in the condition the queues begin to
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dissipate when arrival traffic volume accumulated
to the maximum leaving vehicle number. Do not
considering increasing congestion as the number
of arrival vehicles continues to increase in the
condition of over saturation. In this assumption, it
is possible to determine that the maximum delay
of traffic flow is the cycle time of virtual cycle.
Under the on-off ramp condition, the maximum
delay dypayx = di +d. + %ﬁf). Under the off-
on ramp condition, the maximum delay is

d,+t.
Amax =c:r+g:dr+tr+w.

- L. is the distance from the upstream on-ramp to
the downstream off-ramp according to the traffic
driving direction, and the unit is m.

- 1. is the distance from the upstream off-ramp to
the downstream on-ramp according to the traffic
driving direction, and the unit is m.

= lemin 1S the minimum distance from the upstream
on-ramp to the downstream off-ramp when the
traffic flow at upstream on-ramp cannot affect the
traffic flow at downstream off-ramp according to
the traffic driving direction, the unit is m. [, <
lemin tepresents that the distance from the
upstream on-ramp to the downstream off-ramp is
less than the minimum distance and the traffic
flow at on-ramp will affect the vehicles at off-
ramp.

= Lemin 1S the minimum distance from the upstream
off-ramp to the downstream on-ramp when the
traffic flow at upstream off-ramp cannot affect the
traffic flow at downstream on-ramp according to
the traffic driving direction, the unit is m. [, <
lrmin represents that the distance from the
upstream off-ramp to the downstream on-ramp is
less than the minimum distance and the traffic
flow at off-ramp will affect the vehicles at on-
ramp. C is traffic capacity, and the unit is veh/h.

4. Simulation verification

As reflected factor of road traffic accident
expressway safety random is obvious, simulation is
not easy to achieve. Therefore, the paper assumed
parameters on expressway, calculated different type
of delay models at on and off ramp based on the
above models, and the safety index on expressway
of different types is obtained to judge whether the
expressway situation assumed is consistent with the
ultimate safety index, and then judge whether the
model is feasible.

The paper assumed that on-off ramp group, traffic
volume of single line on expressway main road is
900 veh/h, traffic volume of single line on side road
is 600 veh/h, traffic volume of on ramp is 500 veh/h,
traffic volume of off ramp is 400 veh/h, the distance
between signal intersection of off ramp downstream
and off ramp is over 300 meters and downstream
signal intersection does not affect the traffic flow of
the off ramp greatly. The distance between on and
off ramp is only 100 meters, and the traffic flow is
high. This paper would computer the safety of
expressway in this condition to validate the accuracy
of the new safety model.

Firstly delay on off ramp is calculated by

_ AT _
¢ = Ta-a 30s (15)
t = LM—‘* = 30s (16)

And delay on expressway is determined based on
delay on off ramp, that is

_ SdZ _
dk = dc + m = 45s (17)
max = di + L2 = 995 (18)

According to delay and dissipation time on off ramp,
queue length on expressway is calculated by

qr X (d¢ +tr) X 7 =105s (19)
That is more than 100 meters the distance between
on and off ramp. It indicates that queue length on

expressway ascends to the upstream on ramp, then

S(dk+dc)2

dy = 3 = 10.86s 20
T o(ara B g, @0)
d, = dy, + d,; = 55.865 1)

So the average delay of all traffic flow is,

d, = dedetaedictardr _ 44 68 (22)
qctqr+qr

Finally, the accidents occurrence probability of
expressway is calculated as 0.73.

P(1) = 2+eltned _ o 73 (23)
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It can be seen that owing to the delays on the side
road is not counted, the average delay of the whole
traffic flow is not greatly increased. But supposed
traffic flow ratio on expressway is 0.5 that is amount
to the accidents occurrence probability of 50%, and
at the on and off ramp, the accidents occurrence
probability of expressway is 73%, which shows the
degree of danger is increased by 46%, and the safety
of expressway is decreased compared with the safety
in the smooth flow condition.

5. Conclusions

As the very important parts of the expressway
system, on and off ramps have a great effect on the
operation effect of expressways. Once congestion
occurs at on and off ramps, it will directly affect the
safety of the expressway and vehicles. Therefore,
this paper aims to analyze the influence on
expressway safety in aspect of on and off ramps.
Firstly, we analyzes the location design of on ramps,
the length and the influences on the expressway
running state of off ramp downstream traffic state.
In addition, we establishes the expressway operation
models to analyze delay of different matches of on
and off ramps, which include off ramp, on ramp,
expressway and side road delay model under the
influence of the distance between on and off ramps
and traffic volumes. Meanwhile, the connection
between the traffic operation state and traffic safety
is analyzed, and the expressway safety model based
on congestion degree is established. Through
simulation verification, the impact of on and off
ramp on the security of the expressway is analyzed.
Finally from the results it can be concluded that the
delay caused by traffic of the on and off ramps can
decrease the safety of expressway.
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Abstract: Assessment of travel time reliability as a fundamental factor in travel behaviour has become a very
important aspect in both transport modelling and economic appraisal. Improved reliability could provide a
significant economic benefit if it is adequately calculated in cost-benefit analyses for which the theoretical
background has already been set. However, methods to forecast travel time reliability as well as travel
behaviour models including its effects are rather scarce and there is a need for development in this field.
Another important aspect could be the influencing factor of reliability in travel demand management and
related policy-making. Therefore, this paper intends to further analyse reliability focusing exclusively on
urban road transport based on automatic measurements of journey times and traffic volumes from a dataset
of the city of Budapest. The main finding and the novelty of the study is a model which can forecast the
standard deviation of travel times based on the volume-capacity ratio and the free-flow travel time. The paper
also provides a real-life numerical experiment in which the proposed model has been compared with other,
existing ones. It proves that besides existing mean-delay-based models, travel time reliability can be

forecasted based on the volume-capacity ratio with an adequate accuracy.
Key words: travel time reliability, forecasting, urban road transport, appraisal, congestion.

1. Introduction

Management and planning of urban transport
systems is a complex task which demands a
comprehensive approach in supporting decision-
making. In order to make ‘well-informed’ decisions
(e.g. choose the best alternatives in developing the
system), it is indispensable to take into consideration
every relevant aspect and effect of the given
interventions. For this purpose, there are different
policy and project assessment tools. A universal,
widely accepted and long-standing tool is cost-
benefit analysis (CBA) which is mainly assessing
projects from an economic point of view. However,
one can argue that the method itself has its own
limitations and there are important effects which can
be hardly monetized (or just quantified). Previous
papers reviewed these limitations and challenges
ahead for appraisal methods (Matrai and Juhasz,
2012; Matrai, 2013). Major transport economists
accept that there are new, innovative methods, but
most of them believe that with methodological
additions and proper quality of implementation CBA

still allows the most prudent form of analyses to be
carried out. (Laird et al., 2014; Voros et al., 2015)

In recent years travel time reliability (TTR) is an
increasingly important issue among transport
experts (ITF, 2010). One of the leading international
organizations — OECD - organized a roundtable in
late 2015, where several transport economists
provided their view on this issue (Kouwenhoven and
Warffemius, 2016; Fosgerau, 2016). Travellers
intend to optimize their daily activity chains
(Esztergar-Kiss and Rozsa, 2015), which results in
shorter travel times and they are also sensitive to the
variability (predictability) of travel times as
unreliability press users to use safety margins
(buffer times) which cause an additional disutility
(travel cost) beyond pure travel time. Therefore,
TTR is a fundamental factor in understanding and
modelling travel behaviour. Furthermore, improved
reliability could be a significant economic benefit if
it is calculated in CBAs. Several countries have
recently decided to include TTR in their CBA
guidelines and defined the monetary values (i.e.
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value of reliability, VOR). However, methods to
predict the impact of interventions on TTR
(reliability forecast models) as well as travel
behaviour models including TTR effects are also
needed. These models are still rather scarce and
there is no concord among professionals on which
method should be used. (Eliasson, 2006; de Jong and
Bliemer, 2015).

Another important aspect could be the influencing
factor of reliability in travel demand management
and related policy-making. On the one hand, in case
of restrictive road projects (e.g. traffic calming
projects) a decrease in reliability could mean an
undesirable side effect (a loss for the society). On
the other hand, in case of a public transport or non-
motorized development, modal shift can have a
positive effect on overall TTR. Moreover, reliability
of travel times could also influence land-use
decisions, so it should be a factor in land-use and
transport interaction modelling as well (Juhasz,
2014). TTR can be also important for analysis of
cycling investments, since the mode shift from car
to cycling is usually marginal. In absolute terms the
number of cars decreases only with a small amount
which provides nearly no impact on travel times, but
might have a significant one on reliability.
Nowadays the pervasive development of info-
communication  technologies and intelligent
transport systems (e.g. intelligent sensors) provides
the opportunity to further analyse TTR and expand
possibilities in forecasting. These investigations
should be focused on urban regions for two
important reasons: (1) more than 50% of the world
population is living in an urban area and according
to the general predictions this ratio is expected to
further increase (United Nations, 2015); (2)
congestion (and unpredictability) as a major
transport issue are mainly concentrated in cities
(ITF, 2010; Rao A.M. and Rao K.R., 2012). As well-
established and widely accepted guidelines are
missing on how to forecast TTR, there is a need for
further analysis. This study focuses exclusively on
urban road transport as it is presumed that the
reliability issue is mostly significant in this setting,
however it is likely to be relevant in other
circumstances (such as for long-distance or public
transport trips) as well (Eliasson, 2006; Sptawinska,
2015; Horbachov et al., 2015). The database of road
operators can be a platform to measure reliability as
road authorities often collect data of traffic volumes

and individual vehicle trips for different purposes
(e.g. to provide information for road users on
estimated travel times to a certain destination). From
these dataset, the reliability of a given route can be
characterized, if the traffic situation (e.g. saturation
level) is also known.
Based on the aforementioned aspects and focusing
on urban road transport, the objective of this paper
is to:
- provide a brief review on TTR approaches;
explore the relation between TTR and relevant
traffic parameters based on the case study of
Budapest, in which automatic travel time
measurement of a traffic information system has
been used,;
- propose a methodology to forecast TTR and draft
further research.

2. Review of TTR approaches in transport
appraisal

The topic of TTR has been investigated by numerous
studies. The history of the research is summarised
by Taylor (2013). In this section a brief review is
provided from the most relevant papers to describe
the background of the topic and this research.
Travel times of road trips are usually not stable over
time. Variations occur as a consequence of
fluctuations in travel demand and road capacity. A
part of these fluctuations is known to road users (e.g.
regular, cyclical variations), while another part is not
(irregular or random variations). This paper focuses
on unexpected variations which can cause that road
users arrive earlier or later than expected. The
unreliability forces travellers to add buffer times to
their trips in order to avoid being late. This is then
an additional disutility (cost) to mean travel time.
But in some cases standard buffers (‘head starts’)
could be insufficient and lateness could also cause
another disutility, while arriving too early can also
have its unpleasantness. So unreliability could mean
a cost for users as they might face additional travel
times, lateness, waiting times and even they may
need to reschedule their activities. All of these might
be accompanied by bad feelings such as anxiety.
(Dale et al., 1996 ; Bates et al., 2001; Peer et al.,
2010; Taylor, 2013)

TTR is the level of unpredictable, day-to-day
variation of travel times, which represents the
temporal uncertainty experienced by road users
during their trips and it is related to transport
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network conditions in a complex way. In this
interpretation, reliability is basically equivalent to
the predictability of travel times and associated with
the statistical concept of variability (Kouwenhoven
and Warffemius, 2016). A high level of reliability
means a low level of variability (uncertainty), which
indicates that travel times are mostly predictable.
However, reliability can also be approached from
the aspect of expectations. In that regard, users are
expecting (1) a certain level of service upon which
they organize their activities and reliability is
proportional to the ability of the transport system to
fulfil this requirement. Travel time variability can be
caused by special events (e.g. accidents) as well but
in this paper the focus is purely on day-to-day
variations which mainly arise in congested situations
as several studies found that the main explanatory
factor of travel time variability is mean travel time
(i.e. the sum of free flow travel time and mean
delay). In a severe congestion, this variation might
be very significant, but if it is very severe, variability
can also become a decreasing function of travel time
as in a very congested situation travel times are
mostly homogeneous (Eliasson, 2006; Matrai 2012).
By improving TTR, additional ‘buffer’ times,
waiting times and the probability of lateness could
be decreased. For certain projects, not including
TTR in economic calculations, a significant benefit
or loss may be disregarded. That is why the
economic impacts of TTR changes are more and
more about to appear in CBAs. Travel time-related
benefits are traditionally measured as the
improvement of journey times. With incorporating
reliability, those time benefits need to be split into
(conventional) travel time savings and savings on
TTR. Different studies proved that reliability could
have a very significant effect in CBAs. Previous
papers (e.g. Matrai and Juhasz 2012) pointed out that
including reliability benefits in a public transport
investment could add to 8-15% to the economic
benefits, while others such as Eliasson (2006) or
Kouwenhoven and Warffemius (2016) found that in
road investments it could also add 10-60% to the
benefits. In order to calculate the economic impact
of TTR in a given project the following steps are
needed based on the papers of Kouwenhoven and
Warffemius (2016) and Fosgerau (2016):
1) determination of a monetary value of reliability
(VOR - the cost to travellers per unit of travel
time variability),

2) measurement and prediction of the level of TTR
(the quantity of travel time variability),

3) incorporating the reaction of users to reliability in
travel behavioural models (e.g. in route choice
models by including the cost of variability into
the generalised travel cost function).

In order to go through the aforementioned steps, first

and foremost a unit of measurement needs to be

defined for TTR. Approaching the topic from this
operational (measurement) aspect, there are two
main groups of definitions for reliability. The first

one is the ‘mean-dispersion’ model which defines a

measure of dispersion of travel time distribution

(standard deviation, variance range, percentiles

etc.). In this model the standard utility function

contains the travel cost, the travel time and the
dispersion of travel time. Value of time (VOT) can
be defined as the marginal rate of substitution
between travel time and travel cost, while VOR is
the rate of substitution between reliability and travel
cost. The latter represents the monetary value
travellers place on improving the predictability of
travel times (i.e. reducing the travel time variability).

The second group is the ‘scheduling delay’ model,

in which the scheduling consequences of TTR are

measured by the expectations of arriving or
departing earlier or later then the preferred time.

(Dale et al., 1996; Eliasson, 2006; Fosgerau and

Hjort, 2008; Fosgerau et al., 2008; TRB, 2011; de

Jong and Bliemer, 2015).

Having reviewed the literature on TTR approaches,

it seems that at this stage (!) standard deviation of

travel time is the most appropriate way to quantify
the variability of travel times within the mean-
dispersion model. It seems the era of scheduling
models is still to come as there are only a limited
number of practical researches on this field.

Furthermore, the data on the preferred arrival time

of the users is very limited which is a prerequisite of

using the scheduling model. Then the mean-
dispersion model can be applied and the only
question is how to measure the dispersion within.

Numerous studies pointed out that travel times are

not normally distributed and there is an evidence of

skewness to the upper tail (Taylor 2013; Susilawati
et al. 2013; de Jong and Bliemer 2015). Due to this
fact some papers like Eliasson (2006) or de Jong and

Bliemer (2015) suggested to not use the standard

deviation as a measure of dispersion because it is

affected by this skewness, as it is basically (and
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more appropriately) used for symmetrically
distributed variables. Therefore, these papers
suggested to use the difference of specific quantile
values or difference between quantiles and the mean
travel time. However, Fosgerau (2016) showed that
the standard deviation is proportional to the other
measures of dispersion such as differences of
specific quantiles. Moreover, he also stated that
theoretically standard deviation is more appropriate
for commuters with inflexible working times which
are more general among travellers in an urban peak
hour. Standard deviation has several advantages: (1)
it is easy to estimate, (2) it is easy to include in a
transport model and in a CBA, and (3) it is the most
common TTR measurement in practice. However,
there are further arguments against as there are
difficulties in calculations over routes as it is not an
additive formula (only variances of links can be
summarized). Another mode of visualisation of
travel time reliabilities and changes is the rubber
sheet method used on travel time maps (Ficzere et
al., 2014; Kouwenhoven and Warffemiu,s 2016).
Based on the consideration of Fosgerau and due to
the limited data on preferences required for
scheduling models, in this research the standard
deviation is used as a proxy for TTR.

The conceptual models of the valuation of travel
time variability (basic model, step model, slope
model) are summarised by Fosgerau (2016), while a
study from de Jong and Bliemer (2015) provides a
comprehensive review on deriving VOR and on
TTR forecast models. VOR is mostly expressed as
the product of VOT and a reliability ratio. Based on
this review, reliability ratios are mostly in the range
of 0.4 and 1.1 for passenger transport, while it is
usually a bit lower (between 0.1 and 0.4) for freight
transport. In terms of TTR forecast models the study
mentions seven national methods from which five is
summarized here by Table 1, in which ‘D’ is the

distance; ‘MD’ is the mean delay, ‘s’ and ‘so’ is the
maximum and minimum of standard deviation of
travel times respectively; ‘std’ is the standard
deviation of travel times; ‘t’ is the (mean) travel
time; ‘to’ is the free-flow travel time, ‘v’ is the speed;
‘F/C’ is the traffic volume (flow) — capacity ratio,
while ‘a’, ‘b’, ‘¢’ and ‘d’ are constant parameters.

Most of these models calculate the standard
deviation of travel times based on the estimated
mean delay (ratio of mean travel time and free-flow
travel time) as an indicator of congestion. All of
these models are quite useful to measure TTR
impacts (standard deviation), but the problem is that
TTR cannot be incorporated to a standard
assignment model in a way that it is depending on
the mean travel time as it is calculated within the
process. So the main issue is the interdependence
between these values. Furthermore, it is important to
note that some interventions could have different
impacts on mean travel time and TTR, which also
suggests to forecast the standard deviation
independently of the mean delay. The model from
New Zealand is an exception as it calculates the
standard deviation based on the extreme values and
the F/C ratio. This model avoids the issue of TTR
and mean delay interdependence (the ‘endogeneity’
issue), but it is also impossible to incorporate TTR
to assignment models this way as the model uses the
extreme values of standard deviation, which cannot
be properly estimated beforehand for future years.

3. Forecasting in urban road

networks

Based on the aforementioned aspects of existing
methods, this study aimed at developing a model to
forecast the standard deviation of travel times based
purely on the F/C ratio and the free-flow travel time.
This approach is basically parallel to developing
volume-delay functions (VDFs) which describe the

reliability

Table 1. Summary of existing TTR forecast models based on de Jong and Bliemer (2015)

# Name of model (nation) Expression
1 Arup 2003 (UK) std = 0.148 MDO 781 D085 ¢
2 NZTA 2010 (New Zealand) istd = so + (s-S0) / (1 + exp[a (F/C - 1)])

Kouwenhoven et al. 2005 and Kouwenhoven,

3 Warffemius 2016 (The Netherlands) std=a+bMD+cln (MD+1) +dD
4 Eliasson 2006 (Sweden) std = t exp(a + b (MD-1) + ¢ (MD-1)3)
5 Geistefeldt et al. 2014 (Germany) std = a MDP
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mean-delay based on the saturation level and the
free-flow travel time of a link. In this way it would
be easy to calculate an index of TTR (standard
deviation) within a standard macroscopic transport
model and also to incorporate reliability into the
choices of travellers. In this paper it was also
intended to develop this new method and compare
the results with those of the existing models.

3.1. The concept

On a macro transport modelling level, the widely-
used VDFs are describing the expected values of
travel time (or mean delays). These functions
provide fairly good estimations and a better way of
estimation is still to be discovered. However,
existing urban transport models usually does not
calculate the standard deviations of these expected
travel times (so that TTR). Therefore, and based on
the review of existing TTR forecast models, the
essential concept was to develop a similar function
to VDFs to determine the relationship of traffic
volume and TTR. With such a function TTR could
be forecasted for ‘do-nothing’ (reference) and ‘do-
something’ (project) cases during a transport
modelling procedure. As reliability is generally
affected by the level of congestion, i.e. the F/C ratio,
a universal parameter of traffic state has been chosen
as an explanatory variable for two reasons: (1) it is
easy to calculate it in a transport model; (2) it can
purely represent the level of congestion without
using other estimated and interdependent values
such as mean delay. To this end and based on Taylor
(2013) a longitudinal data collection was needed in
which trip times and saturation levels for given
(preferably ~ longer)  urban  routes  were
simultaneously measured. In case of the latter,
counting the traffic volumes is enough as road
capacities are known from design standards.
Ultimately, assignment models and economic
assessments can use the estimated values of standard
deviations.

3.2. Data

In case of the city of Budapest (Hungary) it became
possible to carry out the aforementioned experiment
due to the so-called ‘Easyway’ project in which a
traffic information system was implemented. A
previous paper (Juhasz et al., 2016) analysed the
speed-flow relationship on urban roads which used
the same data, therefore the description of it is based
on that paper. On the inner section of M1-M7

motorway and main road No. 6 automatic number
plate recognition cameras and variable message
signs were installed in 2012 in order to inform the
inbound traffic on the real-time average access time
of the Danube bridges. Fortunately, the affected area
is mostly covered with traffic-counting detectors
which made it possible to measure traffic volumes
on the road network. Figure 1 shows the
measurement area.

A dataset from April 2014 was selected in order to
carry out this research. The total number of
measurements for the whole month is 525,000 (i.e.
those trips for which it was possible to register both
the travel time and the related traffic volumes). The
automatic travel time measurement procedure
classified the data into 6 and 15-minute time
intervals for peak (from 4 a.m. to 5 p.m.) and off-
peak periods respectively. Traffic volumes were
registered by detectors in time intervals of 4, 8 and
10 minutes for peak (from 4 a.m. to 10 a.m. and from
12 a.m. to 6 p.m.), intermediate (from 10 a.m. to 12
a.m.) and off-peak (from 6 p.m. to 4 a.m.) periods
respectively.

As travel time values were automatically rounded to
minutes, whole routes were analysed because these
rounded values are not characterising shorter road
sections adequately. That was a severe limitation
this research needed to face. Therefore, it was also
needed to calculate route-level F/C values based on
sectional ones. However, analysing whole routes has
the advantage, that the results are easily comparable
with drivers’ expectations, as they think on the route
level rather than on short section level.

3.3. The methodology

As transport modelling usually tries to represent a
common, average setting of the transport system, its
conclusions are mostly limited to generalized
statements. While it would certainly worth to
analyse the data of diverse time periods such as
seasons or specific days, however, this study needs
to follow the underlying generalization of transport
modelling. Due to this consideration the dataset was
filtered and days from Friday to Monday have been
excluded.

As a first step the statistical solidity was checked for
each measurement (for both the travel times and the
traffic volumes). Due to failures or obviously wrong
measurements some traffic counting locations were
excluded from the analysis.
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Fig. 1. The map of the measurement area (based on Juhasz et al. 2016)

Extreme events were also excluded from the dataset
based on Kouwenhoven and Warffemius (2016) in
order to focus purely on day-to-day variations and to
maintain consistency with underlying methods, as
speed-flow curves and VOR stated preference
surveys also exclude these extremes. Following the
suggestions of the study, a boundary of exclusion
was set to three times the raw standard deviation of
travel times. As a consequence of filtering the
extreme events (1,750 observations in total) a 3%
decrease in the mean travel time and 15.4% in the
standard deviation have been observed.

This study presents its results based on the data of
route no. 4 as it had the most reliable dataset. The
results were fairly similar on the other routes, but
some lack of data and slight errors affected them. In
case of route no. 4 around 80,000 measurements
were available throughout the workdays that were
involved in the analysis. The data coverage is shown
by Figure 2. One can note that at least 100
measurements can be found in each saturation group
of 5% and also in each ‘hour of the day’ group (the
latter indicates the hour in which the measured car
passed the starting point of the route) - Juhasz et al.
(2016).

Route no. 4 is a major — transit — route which is about
6.1 km long, starts at the end of a motorway and ends
in the city centre. The selected route consists of
different major road types. It means that minor and
residential roads are not included but this should not
be a problem as TTR is basically relevant on major
urban roads. Speed limits are varying throughout the
route (100-70-50 km/h as someone approach the city
centre). In terms of intersections, there are six
locations with traffic lights in a 24/7 mode and four
pedestrian crossings without any signalization.
Traffic volume is around 38,000 vehicles per day per
direction on an average, from which around 20% is
transit traffic. The morning peak is stronger,
therefore the inbound direction was analysed in this
work (see Figure 2) - Juhasz et al. (2016)

In this study — contrary to other ones — the travel time
dataset was not divided into specific (e.g. 15-
minute) time intervals. Instead, F/C groups were
created to calculate mean travel times and standard
deviation as a relationship was sought between F/C
values and standard deviation of travel times.

One of the major issues of this research was the
difference between observed and modelled
saturation ratios.

58



2017

WWWw.czasopisma.pang pl E N www.journals.pan.pl
AoT Vol. 4 @ueﬁ '

Count

* 878 5 4

Hour of the day

Fig. 2. The number of measurements according to the time of the day and journey times for route no. 4

Observed ones are calculated based on the actual
traffic volume, but modelled values are in
connection with travel demand, which means the
number of users that are intended to use the road.
The whole problem can be well-illustrated by the
difference between two diagrams: the speed-flow
diagram (the so-called fundamental diagram on the
basis of Greenshields (1935) and Stamos et al.
(2015)) and the standard VDF applied in transport
modelling (see Ortuzar and Willumsen, 2011). In
order to give an example, take a measured F/C value
of 0.7 which can mean 0.7 in modelling if there is no
congestion (labelled as ‘normal state” and illustrated
by point A in Figure 3) and a value above 1 if there
is congestion (labelled as ‘congested state’ which is
illustrated by point B). One can note that these traffic
states are referred by different names in the
literature: ‘ordinary congestion’” and ‘hyper-
congestion’ are also in use respectively.

The task was to: (1) distinguish normal (not
congested) states from congested states on the
speed-flow curve; (2) find the proper F/C value in a
modelling sense which can adequately represent a
given congested state (point B’ in the figure). In
order to accomplish, first and foremost the validity

of the speed-flow relationship for urban routes
should be clarified. It was done in another part of
this research and the results can be found in another
paper (see Juhasz et al., 2016). The applied method
and relevant consequences are summarised in the
following paragraphs.

‘Normal’ and ‘congested’ traffic states were
distinguished with a method that analyse the dataset
in a time sequence (going through each time step of
the measurement). The classification method was
defined based on the theoretical shape of the speed-
flow curve (assuming that it is valid for this case
based on Woollett et al. (2015) and Vasvari (2015).
The theory suggests that a traffic state should be
‘normal’ if the F/C ratio and the mean travel time are
changing in the same direction compared to the
previous time step. And all other states should be
labelled as ‘congested’ ones. Note that speed values
of the fundamental diagram can be easily converted
into journey times as the length of the route is given.
However, within the literature congestion or
congested states are often defined based on absolute
or relative increases in travel times (e.g. in Eliasson,
2006).
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Fig. 3. The connection of the speed-flow relationship and the volume-delay function

In this work congested travel times cannot be
analysed in a framework in which the state of
congestion is defined on the magnitude of travel
time which is a dependent variable. Therefore, this
research defines ‘normal’ and ‘congested’ states
based purely on the sign of the change. In this way
the classifying model is not overdetermined
compared to the previously mentioned methods.

As it was needed to analyse longer routes it was a
difficult issue how to calculate the route-level F/C
ratio in a given time interval. Each traffic counting
stations characterise a shorter route section and if
congestion starts to evolve in a section it needs time
to spread to other sections. It is similar to the well-
known wave propagation phenomenon from traffic
flow theory (see Daganzo, 2007). Along the route
three sections have been distinguished and
characterised by traffic counting detector(s). Road
capacity values were calculated based on the
location of detectors. Having tried different methods
to characterise the saturation level of the route,

eventually the maximum of sectional F/C ratios
were used. There were two reasons for that: (1)
differences between sections were limited to 15-
20%, and (2) results were more reasonable (e.g.
Bureau of Public Roads - BPR function fit better)
compared to taking the minimum or the average of
F/C ratios. An underlying reason is the fact that the
analysed sections are quite long ones with a length
from 1.2 to 3 kilometres and they are strongly
interdependent as it was observed that a heavily
congested section can significantly influence the
travel time on the whole route. It should be noted
that the location of the maximum sectional F/C ratio
is dynamically changing, which is quite natural.

Based on the distinguished traffic states it was
eventually found that the fundamental diagram can
also be used in an urban environment. However,
there are some uncertainty concerning the transition
states around the boundary of normal and congested
states. After distinguishing measured F/C values
based on whether those representing ‘normal’ or
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‘congested’ traffic states, it was needed to transform
congested ones. A conversion method was needed as
observed F/C values that cannot be higher than 1 can
describe congestion (e.g. a 0.7 F/C value can mean
a slightly congested state), but in transport
modelling congested states are measured with values
above 1. Due to the validity of the speed-flow
relationship, the transformation has been done using
a “mirror” function which consists a contraction as
well. The empirical background of the function
comes from the difference between observed and
modelled traffic states illustrated by Figure 3.
A function that describes the conversion between
observed and modelled saturation for the congested
states was defined based on the VDF estimations of
Juhész et al. (2016). It is presented by Equation (1):

1-F/C,,
+7

F/C,,=1 , @)

where the modelled and observed saturation levels
are represented by ‘F/Cmod’ and ‘F/Cops’, and there is
a correction (or contraction) parameter labelled by
‘c’. Its value was calibrated around 1.2 during the
VDF experiments.

4. Results and discussion

The process of the aforementioned saturation level
correction resulted in a dataset consisting of a mean
travel time and a standard deviation value for each
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F/C group. Based on the data a BPR function (a
standard type of VDF, see Equation 2) was
calibrated based on both ‘normal’ (not congested)
and ‘congested’ states:

= b
t=t0~[1+a-(cj J (@)

Within function (2) ‘t’ is the mean travel time, while
‘t0” is the free-flow travel time. The estimated
constant parameters are the following: a = 0.841,
b = 2.52. During all estimations the dataset was
grouped based on the F/C ratios in 5% intervals.
Figure 4 illustrates the accuracy of the VDF
estimation.

Based on the standard deviation values a function
can be developed, which can describe the
relationship between the standard deviation of travel
times and F/C groups. Setting out from the shape, a
standard cubic function turned out to fit the data
points as three stages of the function can be
observed. For very low F/C ratios the standard
deviations of travel times are higher and decrease up
to around the saturation level of 0.35 where the
function has a local minimum. For higher F/C values
the standard deviation is constantly increasing to the
local maximum point (around 1.25 F/C value) from
which there is a slight decrease. The reason is quite
logical and well-described in the literature (see de
Jong and Bliemer (2015) or Eliasson (2006)).

80% 100% 120% 140%

F/Cin transport modelling sense

Fitted curve

© Measured data

Fig. 4. Measured and modelled mean travel times (route no. 4)
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For very low traffic volumes the traffic state could
be ‘instable’ and the variability of travel times might
be higher than normally expected. As traffic volume
increases, the traffic state is becoming ‘stable’ up to
the local minimum point. From this point the traffic
starts to become heterogeneous and travel time
variability is increasing with the saturation level.
Then towards a heavy congestion state traffic is
about to become homogeneous due to queuing, in
which state the variability of travel times is
decreasing. The process is also illustrated by the
density plots of the travel time observations for
specific saturation groups (see Figure 5).

One can note that the higher standard deviation
values in case of very low saturation levels should
be disregarded in the forecasting model as the higher
variability of travel times is presumably coming
from the higher level of freedom in choosing
cruising speed. It means that this higher variability
is reflecting a nearly free-flow traffic state in which
the heterogeneity of car drivers is more perceptible.
Despite the phenomenon is not correlated with
congestion it is a feature of the proposed model.
However, this issue can yield further considerations,
analyses and possible modifications of the model.
Then standard deviation is described by Equation

(3):

std:a-(FJB+b-[FT+c~(FJ+d~t0. (3)
C C C

As a result of a multiple linear regression analysis
the estimated parameters are the following: a = -
2.532, b =6.515, ¢ = -3.588 and d = 0.298. Figure 6
illustrates the accuracy the forecasting model of the
standard deviation (TTR). It should be stressed that
all measured data (travel times and standard
deviation) were calculated for F/C groups (steps of
5%) as the forecasting problem was approached
from a transport modelling point of view in which
the saturation level (F/C ratio) has the largest
influence. The standard deviation function has a
point of inflection at around 0.85 F/C ratio, which
seems to be theoretically appropriate as the
boundary between ordinary and hyper-congestion
should be somewhere around 1 but a lower value is
also possible. It should be also stressed out, that the
shape of the function comes from the above
mentioned theoretical considerations (i.e. to
adequately describe the phenomenon) and not
because it provides the best fit to the data points.
Kouwenhoven and Warffemius (2016) suggests to
not only calculate the raw standard deviation but to
use a correction for the expected travel times. Then
the deviation of the real travel times is calculated
from the predicted travel times. In this study mean
travel times and standard deviation values are
calculated for F/C groups in which there can be data
from different days and time periods which makes it
impossible and unnecessary to determine expected
travel time values. Therefore, this correction was not
relevant for this research.

F/C =0.05-0.1 F/C =0.25-0.3 F/C =0.65-0.7
<
| L Ag
g
g

travel time travel time travel time

F/C =0.8-0.85 F/C=1.1-1.15 F/C=1.35-14
=
g /\L /\ ‘A

travel time
Fig. 5. Frequency of observed travel times for different F/C groups (route no. 4, dark grey — actual F/C
group, light grey - total)

travel time

travel time
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Fig. 6. Measured and modelled standard deviation of travel times (route no. 4)

The role of route length as an explanatory variable
for standard deviation was also analysed but it was
found that based on the data from Budapest it is not
significant. However, other studies proved that it can
also have an important role as on the one hand
congestion is more likely and on the other hand
delays could be compensated along a longer route.
In this study there was not a big difference between
the distances of the analysed routes and that might
be a reason why length has not proved to be a
significant factor.

Alternatively, other TTR forecast models were
tested on the available dataset. This required another
approach of analysis as most of the other methods
are using mean delay (ratio of mean travel time and
free-flow travel time) as an explanatory variable for
standard deviation. The study of Eliasson (2006)
seemed to be especially interesting to compare the
results with. So based on its method, our daily data
was split into 30-minute time periods. One can note
that Eliasson used a 15-minute interval based on the
implicit assumption that travellers base their
decisions on this ‘time resolution’. However, due to
the measurement intervals previously mentioned,
only a 30-minute split was possible. Applying this
splitting, 672 data points could be created for the
same 14 workdays we analysed before.

Analysing the relationship of absolute standard
deviation and mean travel time as well as relative
standard deviation (standard deviation divided by

mean travel time) and relative increase in travel time

(travel time divided by free flow travel time minus

1), the same findings can be found as by Eliasson

(see Figure 7):

- standard deviation in absolute terms tends to
increase with travel times;

- relative standard deviation increases with
congestion but decreases for higher congestion
levels.

A comparison of forecast methods was also carried
out based on mean delays calculated by the
calibrated VDF for each 5% F/C group as it would
be normally measured during a project assessment.
After some calibration model fit was adequate for all
methods with R? values around 0.7. Only the NZTA
model showed a lower value of 0.55. Results are
illustrated by Figure 8 and they show that the
method developed on the Budapest case has the best
fit with a 1.5 sum of squared differences. The other
models are slightly underestimating the standard
deviation for lower F/C values and sums of squared
differences are in the range from 1.9 to 2.2. It does
not mean that the proposed model is universally
better as the proposed model was designed based on
the Budapest case and it is not surprising that it has
the best fit. However, the results show that TTR can
be forecasted based purely on the saturation level
with similar accuracy to the existing models that
predicts TTR based on mean-delay.
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Fig. 8. Comparison of TTR forecast models (route no. 4)

5. Conclusion

Assessment of TTR as a fundamental factor in travel
behaviour has become an important aspect in both
transport modelling and economic appraisal.
Improved reliability could provide a quite
significant economic benefit if it is calculated in
CBAs for which the theoretical background has
already been set (definition of VOR). However,

methods to forecast TTR as well as travel behaviour
models including TTR effects are rather scarce and
there is a need for development. Another important
aspect could be the influencing factor of reliability
in travel demand management and related policy-
making as restrictive road projects (e.g. traffic
calming projects) might decrease TTR in the whole
transport system which besides the positive effects
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of these interventions could mean an undesirable
loss for the society. In addition to these, forecasting
TTR might present new opportunities in the
provision of real-time traffic information. Therefore,
this paper aimed to analyse reliability, focusing
exclusively on urban road transport as it is presumed
that the issue is mostly significant in this setting.
However, it is quite likely that assessment of TTR
can be relevant in other settings such as long-
distance or public transport trips as well.

This research pointed out that besides existing
mean-delay-based models, TTR can be forecasted
based on the volume-capacity ratio with adequate
accuracy. The novelty of this result is that the issue
of interdependence (endogeneity) of previous
models can be resolved. Then it becomes possible to
forecast TTR independently of travel time (or mean
delay) which makes it easier to include TTR in travel
behavioural models.

However, due to the limitations of travel time
measurements and data (detailed in section 3.2) the
proposed model and all of the results are based on
route-level analyses with certain constraints (e.g. to
use the maximum F/C value to characterise the
saturation level of the route). In spite of the facts that
(1) in another paper of the authors the validity of the
speed-flow function was proved for urban routes and
(2) other functions that forecasting TTR on a link-
level provides very similar results, the proposed
model is only valid for the route-level and not
necessarily valid for its shorter sections (links) with
different technical parameters. It should be noted
that routes may consists of different link types and
TTR at given F/C ratios might vary greatly across
these types. However, the result of this paper
suggests that the base model described in section 4
could still be used with proper calibration in
appraising urban road projects.

Anyway, as a consequence of the shortcomings of
this research, it should be also stressed that further
analyses would need to check the validity and the
universality of the results. Providing that sufficient
data was available, it would be preferred to do the
estimations on a link-level and to assess the
difference between cities, road types, seasons, days,
etc. Plus, a following further research might be able
to develop TTR forecasting methods for urban
public transport trips and cycling.
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Abstract: Width design of the urban rail transit stations circulation facilities is a vital issue. The existing
width design approach failed in fully considering the essential factors such as fluctuation in passengers’
arrival process, fluctuation and state-dependence in passengers walking speed and the blocking when
passengers’ demand exceeds the capacity of facilities. For this purpose, a PH-based simulation-optimization
approach is proposed that fully considers the fluctuation, the state-dependence, Level of Service (LOS) and
blocking effect. This novel approach provides automatic reconfiguration of the widths of circulation facilities
by a concurrent implementation of a PH-based Discrete-Event Simulation (DES) model and the Genetic
Algorithm (GA). The proposed PH-based simulation- optimization approach and the existing design
approaches based on the exponential and deterministic models are applied to design the widths of circulation
facilities. The results reveal that the circulation facilities designed by the proposed approach have larger
widths. Similarly, increase in the SCV of arrival interval results in increasing the widths designed by the
proposed approach increase while the widths of the other two approaches stay the same. The width designed
of the proposed approach increase at faster rate than that of the other two approach when the passengers’
arrival rate increases.

Key words: Urban Rail Transit Station, Circulation Facilities, PH-based Discrete-Event Simulation, Genetic
Algorithm, PH-based Simulation-Optimization.

1. Introduction facilities, inefficient space utilization, resource

The urban rail transits are playing a significant role
in the urban transport, especially in metropolises.
The urban rail transit stations are the operational
systems consisting of a framework of
infrastructures, service facilities, and personnel;
they are the points of connection between arrivals
and departures of passengers. In recent years,
investment and improvement in the urban rail
transits encouraged the people to switch from
driving to transits.

The performance of the urban rail transit station
service facilities naturally became a great concern to
both passengers and operators. The better
performance of these service facilities is the
reflection of enhanced design while the inadequate
design often leads to high-level congestion, the
longer travel time of passengers between the service

wastage and increase in the waiting time of
passengers which in turn implies that there is a direct
correlation between design and performance. The
width (W) of the circulation facilities (corridors and
stairs) is a most significant factor and its design is a
vital issue. It is obtained by using the passengers’
arrival rate divided by the service rate (flow rate) per
unit width under a given Level of Service (LOS) in
the Transit Capacity and Quality of Service Manual
(TCQSM) (Kittelson et al., 2003) but they have a
several shortcomings, such as;
- The design procedure neglect fluctuation in
passengers’ arrival process.
- The fluctuation as well state-dependence walking
speed of passengers is ignored.
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- Several service facilities of urban rail transit
stations are designed separately and the
correlation between them is fully neglected.

- The analysis and design procedure neglect
blocking phenomenon in different facilities when
the passengers’ demand exceeds the serviceability
of the facilities.

Due to all these shortcomings, the circulation
facilities designed by the TCQSM always show poor
performance and face blockage even during the off-
peak hours. The heavy congestion and blocking can
cause serious accidents if not controlled. Thus, there
is an urgent need for a new design approach for
circulation  facilities that  overcome  the
shortcomings.

Therefore, the study reported in this research details

the Discrete-Event Simulation (DES) as well as the

simulation-optimization approach for the analysis
and optimal design of urban rail transit station
service facilities, considering both the fluctuation in
passengers’ arrival process and the service times of
the circulation facilities. The Phase-Type (PH)
distribution considers the randomness factor and
therefore it is used to fit the passengers’ arrival and
service processes in the DES model. Moreover, the

PH-based  simulation-optimization  approach,

integrating the PH-based DES models of the service

facilities and the optimization algorithm based on

Genetic Algorithm (GA) is used to design the

facilities and eliminates the need to solve explicit

analytical expressions over a large time span, as in
the case of mathematical optimization.

The assessment of LOS in circulation facilities uses

the area occupied per passenger (m?%/ped) as the basis

for classification (See Exhibit 7-3 and 7-7 in

Reference Kittelson et al. 2003). It reflects

proximity to other passengers and is therefore

considered as an indicator of the passenger level of
comfort and freedom to maneuver without conflict.

In this paper, both the corridors and stairs are

designed under the LOS ‘B’. According to TCQSM,

the minimum LOS ‘B’ values for corridors and stairs
are 2.3 m?/ped and 1.4 m?/ped respectively.

Moreover, in this research, the Genetic Algorithm

(GA) and PH-based BES are implemented in the

MATLAB® Scientific Computing Environment and

SimEvents® simulation software (a Discrete-Event

Simulator in the MATLAB®/Simulink® family),

respectively.

- The MATLAB® offers a computational
environment for optimizing hybrid discrete-event
and time-based models, that allows for a great
flexibility in scripting and modifying the
optimization objective and constraint functions. It
also making easier to tie together the parallel DES
and optimization script without the pain of the
context transferring into the multiple softwares.
Just like other simulation tool, such as Arena ,
Extend, Witness) and Any Logic., the SimEvents®
(Banks, 2010) allows the representation of
complex Discrete-Event Systems by a network of
queues, servers, gates and switches based on the
events. Its integration with the MATLAB®
simplifies the modeling process of the hybrid
dynamical systems, which include discrete-time,
continuous time and discrete-event systems. The
SimEvents® contains libraries and block sets that
model the basic components of DES. By inter-
connecting these building blocks, one can easily
model a DES of transportation systems,
communication networks, and manufacturing
systems, etc.

2. Literature Review

Several researches has been carried out to devise the
new width design approach for the circulation
facilities in urban rail transit stations as well as other
buildings such as residential, hospitals and
universities. Due to the inherent characteristics of
circulation facilities, such as the relationship
between the facilities and passengers (servers and
customers), the fluctuation and state-dependence in
the passengers’ flow, many researches modeled the
circulation facilities as various queuing systems.
Based on this, both the analytical and simulation
models are developed. The first approach uses
mathematical techniques often called queuing
analytical models to estimate the performance
measures by using mathematical equation systems.
The second approach is a computer simulation of the
facilities. In the simulation environment, all
quantities can be readily observed and the
parameters can be changed to examine their
influence on the system.. Generalized M/G/C/C
state-dependent  analytical queueing  models
pedestrian traffic flow established by Yuhaskiet al.
(1989), Smith et al. (1991), Cheah et al. (1994),
Cheah and Smith (1994) and Chen et al. (2012).
Similarly, Jian and MacGregor Smith (1997)

70



2017

v as( W 1 /" N www.journals.pan.pl
AOT WWW.CZ )]nsm\yallllx 45@ \‘3 ]

developed a queuing model for the vehicular traffic
flow. Vandaele et al. (2000) developed a finite
capacity queuing networks to consider traffic flow
studies on roads. Mitchell and MacGregor Smith
(2001) extended their work to analyze and design the
series, splitting and merging topologies of
pedestrian network by using an analytical
approximation methodology. Cruz et al. (2005)
developed a state-dependent M/G/C/C queueing
networks to determine the optimal capacity and
number of servers. Jiang et al. (2010) modelled the
urban rail transit station corridor facility as a M/G/1
queuing system wth the passenger arrival process
based on exponential distribution and a service time
based on general random distribution. Bedell and
Smith (2012) examined the combination of multi-
server and state-dependent M/G/C/K, MI/G/C/C
queues in transportation and material handling
systems. Xu et al. 2014 analyzed the Urban rail
transit station Capacity (SSC) as M/G/C/C state-
dependent queuing network. A new concept
according to the gathering and scattering process
was defined.

With the advancement of computer technologies, the
simulation approach has been emerged and many
researchers focused on simulation approach for the
analysis and design purposes. The G/M/1 queuing
network simulation model by Lovas (1994), the
M/G(n)/C/C state dependent network simulation
model by Cruz et al. (2005) and Khalid et al. (2013).
Ying et al. (2014) developed a queuing simulation
and optimization model for number of ticket
windows at urban rail transit station. A DES model
is also developed by (Jiang and Lin, 2013) for the
evaluation and optimization of the Ticket Vending
Machines (TVM) at urban rail transit station using
log-normal distribution and gamma distribution for
arrival and service processes, respectively. In these
researches, queuing systems are translated into
Discrete-Event Simulation (DES) models. Based on
the DES models, both evaluation and optimization
are carried out. However, circulation facilities
description still needs to be improved in the above
researches.

Besides DES, another simulation category is also
well known, that is the microscopic simulations.
Microscopic simulation models are elaborate as they
depict individual characteristics and behaviors of the
pedestrians (Teknomo et al., 2006, Kaakai et al.,
2007) as well as transportation system (Jacyna et al.,

2014). However, they require extensive calibration
work and larger computation time at the same time.
On the contrary, DES does not require the specific
physical environment and passenger entity, making
it more efficient and easier to calibrate than
microscopic simulation models. Therefore, DES is
taken as an efficient and accurate simulation method
with a wide range of application (Hassannayebi et
al., 2014). Another advantage of the DES is that
simulation-optimization can be carried out
conveniently based on DES models due to its
universality and efficiency.

From the review of advanced stochastic processes
study, we found that the Phase-Type (PH)
distribution has substituted the exponential
distribution in several fields including; healthcare,
queuing systems, manufacturing processes and
communication systems. The reason to use PH
distribution for fitting the arrival interval and service
time in queuing system is its own apt analyticity,
universality, and computability Jiang et al. (2013).
Theoretically, it can be fit to any positive random
number infinitely which has resulted in the
emergence of ample PH-based queuing models
including PH/PH/1 by Krishnamoorthy et al. (2008)
and PH/PH/1/C by Alfa and Zhao (2000). In the
transportation domain, Hu et al. 2013 for the first
time applied the PH distribution to fit the
passengers’ flow arrival interval distribution at
urban rail transit station which has revealed a good
data fitting effect. It has opened the ways for using
PH distribution in the field of traffic and
transportation. Reijsbergen et al. (2015) proposed a
methodology of constructing stochastic
performance model for public transportation
network using PH distribution.

Hu et al. (2015) presented an analytical PH/PH/C/C
state-dependent queuing model for the analysis and
design of urban rail transit station corridors. The
PH/PH(n)/C/C state dependent queuing model take
the state-dependence in service time into
consideration. State dependence describes the
phenomenon in circulation facilities the number of
passengers (referred as system state n) affect the
walking speed, which eventually affects the service
time. However, it is very difficult to solve the
PH/PH(n)/C/C state dependent analytical model
even for a single facility. The complexity of solving
the PH/PH(n)/C/C state dependent network model
will be much larger due to the matrix operations. In
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addition, the blocking probability is not controlled
when designing the width for the single corridor
facility in Hu et al. (2015).

Recently, simulation- optimization has become a
popular and efficient tool in many domains (Banks,
2010; Hagendorf et al., 2013; Jiang et al., 2013 and
Jiang et al., 2015). It involves the optimization of
model inputs by using simulation for the
computation of parameters (Figueira et al., 2014).
Therefore, it is not necessary to provide an explicit
analytical expression of the objective or constraint
functions for optimization as in the case of analytical
approach (Swisher et al., 2000; Fu, 2002,
Cassandras et al., 2009; Hagendorf et al., 2013).
This is especially useful in some practical situations
where the explicit analytical formulas are too
complex to be deduced.

To find the optimal widths for the circulation
facilities by a PH-based simulation-optimization
aapproach, we need to implement an optimization
approach integrated with PH-based DES model. The
Genetic Algorithm (GA) is chosen in this paper.
There are several reasons for applying a GA rather
than any other traditional optimization methods.
One of the important reasons is its implicit
parallelism (Swisher et al., 2000; Hubscher-
Younger et al., 2012; Messac, 2015 and Lewczuk,
2015). The GA searches parallel from a population
of points. As GA has multiple offspring, it can
explore the solution in different directions at a time
giving it greater chance to find the optimal solution,
while other traditional methods search from a single
point and may trap in local optimal solution.

Based on the above analysis, we aim to propose a
new PH-based simulation-optimization approach for
the width design of circulation facilities. The
contribution of this paper falls into two aspects.
First, we establish a PH-based DES model to
describe the circulation facilities (include stairs and
corridors) in the urban rail transit station. The PH-
based DES model captures the general fluctuation in
passengers’ arrival and service facilities. It also
takes the state-dependence in service time into
consideration. Therefore, it can be used to accurately
evaluate the performance of the circulation facilities.
Besides, it also serves as an important tool to
validate the PH/PH(n)/C/C analytical model
developed in Hu et al. (2015). Second, we develop a
PH-based simulation-optimization approach by
implementing the PH-based DES model and the GA

to work concurrently. The PH-based simulation-
optimization approach determines the optimal
widths of circulation facilities by considering the
requirements on both LOS and blocking probability.
Therefore, the circulation facilities designed by it
enjoy higher service quality and less congestion. The
proposed PH-based simulation-optimization
approach can support decision making in circulation
facilities design

3. Notations

Notation Description

a Initial probability vector

D Transient Generator Matrix

L Length of the walkway (m)

W Effective width of the walkway (m)

C Capacity of the walkway

n Number of passengers (system
state)

1 Passenger arrival rate (ped/h)

c2 Squared Coefficient of variation of

: arrival rate

q Peak-hour volume

P Peak-hour factor

h Mean headway between the trains
(sec)

c? Squared coefficient of variation of
headway

iy State-dependent service rate

T, State-dependent service time of
walkway

Vv, State-dependent walkway speed of
passengers

c, State-dependent squared coefficient

' of variation of walkway service rate

Pc Blocking probability

ES Mean area occupied per passenger

f Degree of Erlang distribution

U Uniformly distributed random
number

4. Definition of PH Distribution

Before going into the details of PH-Based DES
model, the PH distribution is discussed first. The PH
distribution is a probability distribution that
represents the time to absorption in a Continuous-
Time Markov Chain (CTMC) with one absorbing
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state and all the other transient states (Neuts, 1981).
PH distributions are commonly represented by the
pair (& , D). Here, « is an initial probability vector
and D is a transient generator matrix as follows

d, ... d

d

nl o nn

The probability density function (PDF) and
cumulative distribution function (CDF) of PH
distribution are given by Equation (1) and (2)

f(x) = ae™d €h)
F(x)=1-ae™1 @)

where: d = D.1 and 1 is a column vector of one’s of
the appropriate size .

There are four conditions given for fitting PH
distribution (Sadre and Haverkort, 2011; Sadre,
2007) based on the mean value and the SCV:

1) If the SCV ¢? for both the arrival and service
processes is less than 1, a hypo-exponential
distribution is used to fit the arrival and service
processes with the number of phases given by

1
m:?, the

initial probability vector s

a=(1,0,....,0) and the matrix D is expressed by:

7d0 d0
_dl d1
D= . ,
_dmfz dmfz
_drn—l
where:
d; = m for 0<j<m-2;

E[X]

2m{1+ f%m(mc2 -1)}

" E[X](m+2-m2c?)
— mj’m—l

dy , ==l
24, ,E[X]-m

2) Ifthe SCV ¢’ is greater than 1 for both the arrival
and service process, a hyper-exponential
distribution is used for fitting with the number of

phases m =2, the initial probability vector is
a =(g,1-g) and the matrix D is given by :

_Zg

0
2_
D = EIX] andg = £+1 Cz 1
0 -2(1- 9) 2 2\jc +1

E[X]

3) If ¢ is equal to 1, then the approximation
corresponds to an Exponential distribution.

4) If ¢ is very small i.e., ¢?<1/30 then the PH
distribution with a large number of states is
obtained and its approximation corresponds to an
Erlang-30 distribution.

Jiang et al. (2013) and Hu et al. (2015) have

achieved a good fitting effect for the passenger

arrival interval from the train as well state-
dependent service time of circulation facilities by
using a PH distribution with any SCV. The four
conditions show that we can determine the PH
representation for the arrival interval and service

time based on A4, ¢’,, 4, andc’, . Note that E[X]
is the reverse of the arrival rate 4 and the service
rate g, .

5. Circulation Facilities as a Queuing System
The necessary assumptions used in this paper are
discussed first followed by describing the PH-based
DES model of circulation facilities.

5.1. Assumptions

Few basic assumptions are presented before the

modeling of circulation facilities.

- The circulation facilities including both corridors
are stairs are rectangular in shape with Length (L)
and Width (W). The Width W is the effective
width of circulation facility and the total width is
obtained by adding a buffer of 0.5m on each side
to the effective width.

- The passengers are assumed to be uniformly
distributed in the circulation facilities. This is
quite rare from a practical point of view but an
important assumption for queuing analysis which
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is used in many relevant studies such as Yuhaski
et al. (1989), Jiang et al. (2015) and Hu et al.
(2015).

- Only the alighting passenger flow from the train is
considered. The proposed approach can also deal
with bi-directional or multi-directional passenger
flow by changing some parameters as well using
additional blocks of SimEvents® simulation
software.

5.2. Modeling of Circulation Facilities

The circulation facility of urban rail transit station is
a type of open queuing network. Passengers enter
the stairs or corridors and leave the facilities after
receiving services. The circulation facilities include
stairs and corridors (see Figure 1a) and they are
turned into a topology of the queuing network
system (see Figure 1b). The circulation facilities
(nodes of a queuing network) are designated by

e

i=12...N, where; N is the total number of
circulation facilities.

The flow lines represent the passengers flow at
different circulation facilities with the routing
probabilities represented by R,. Here ‘s’ is the

preceding facility and ‘¢’ is the successor facility.
When the alighting passengers on the platform
entering into a circulation facility, they occupy the
spaces in the facility (squares) (See Figure 2). Each
available space in the circulation facility acts as a
server (service desk). The passengers spend some
time (walking/travel time) in the circulation facility
and then exit. The passengers and the circulation
facility can be viewed as a queuing system with
passengers as customers, the spaces in the
circulation facility as servers and the process of
walking in the circulation facility as a service
process.
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Fig. 1a. Queuing network representation of circulation facilities - Layout of the urban rail transit station

circulation facilities
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The number of passengers ‘n’ changes in the
circulation facility dynamically over time. As the
number of passengers in the circulation facility
increases, the slower passengers block faster
passengers. Thus, higher passenger densities reduce
the individual passenger’s walking speed. The speed
is reduced to 0 when the number of passengers n
reaches the capacity of the circulation facility
C =5LW , which means the passenger flow in the
circulation facility can be viewed as stopped when
the density of passengers is a 5 ped/m? (Tregenza,
1976). The phenomenon of variation in walking
speed with the increase or decrease in the number of
passengers ‘n’ in the circulation facility is known as
state-dependence. Hence, any circulation facility
can be described as a state-dependent queuing

system with passenger arrival interval represented
by the random variable A, state-dependent service
time of the circulation facility Bi(n), the number of
servers (available positions) Ci, i.e., a Ai/Bi(n)/Ci/Ci
queuing system.

Since the value of Ci is generally very high in
hundreds and even thousands. The queuing systems
with a high value of Ci are difficult to simulate and
cause serious problems in optimization such as low
optimization efficiency. Therefore, it is necessary to
simplify the Ai/Bi(n)/Ci/Ci queuing system. We use
the idea of transformation which is also used in
relevant researches (Jiang et al., 2015; Hu et al.,
2015). The transformation works as follows. A
virtual line and a virtual server are set at the exit of
the circulation facility, as shown in Figure 2.
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When two sequential passengers pass through the
virtual line, the time interval T is recorded. If the

n
time at which the previous passenger leaves the
circulation facility is viewed as the time the next
passenger begins to be served, then the time interval
between these two sequential passengers passing
through the virtual line is equal to the service time
of the virtual server. In this way, the Ai/Bi(n)/Ci/Ci
queuing system with Ci parallel-serial servers can be
transformed equivalently to an Ai/Bi'(n)/1/C;
queuing system with a single server. Note, the
service time of the virtual server Bi" (n) = Bi(n)/n.
How to calibrate the parameters for the PH arrival
interval and service time will be discussed in the
next subsection.

5.3. Passengers’ Arrival Process

The passengers’ arrival process to the i" circulation
facility of urban rail transit station is specified by
passenger the arrival rate A, and squared coefficient

of variation (SCV) of arrival interval cfa (Jiang et

gle server queuing system

al., 2013). During the planning and design phase of
urban rail transit station circulation facilities, the

peak hour volume (q) and the peak-hour factor
(¢) are usually given. So we can calculate A,and

SCV (cfa ) of the i" circulation facility by:

9
A= 3
' 3600 ®
8819 (o1 2
Cia = 45( -1 ! @

If the mean headway (h) between trains and the
squared coefficient of variation of headway (c?) is
also given (for the existing urban rail transit station),
then c?, can also be calculated by:

i

c?

la

_ah

5
3600¢ ®)
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5.4. State-dependent Service Phase
According to TCQSM (Kittelson et al., 2003) and
the traffic flow theory, the passengers flow rate

(4 ) is given by Equation (6):

n=kv (6)

Here k is the density of passengers and V is the
passengers’ walking speed in the circulation facility.
In the case of urban rail transit station circulation
facilities, the passenger flow rate is the number of
passengers passing through the circulation facility
per unit time. The reciprocal of flow rate 1/ x is

referred as the time interval of the passengers
leaving the circulation facility which is also the
state-dependent service time T, of the single virtual

server in Figure 2. Therefore, the state-dependent

service time of the i" circulation facility can also be
expressed as:

T.=1u, =L/nV,, i=12...N @)

The state-dependent service rate of the i

circulation facility can be written as:

ty =T, =V, /L, i=12...N ®)

Here L; is the length and 'V, , is the state-dependent

walking speed of passengers passing through the i
circulation facility. Yuhaski et al. (1989) developed
an exponential model to describe the state-

dependent walking speed in i" circulation facility,
shown by Equation (9):

viln:\/lexp{-[r;lﬂl , 1=12...N 9)

where:

mi(ai-l){ln[z::: H .

Thus, the Equation (9) can now be written as:

ui,n=nvle><p[—[”azlﬂ /L, i=12..N (10)

In order to consider the randomness of service time

inthe i™ circulation facility, the squared coefficient
of variation (SCV) of service time should be taken
into account. The state-dependent SCV of service

time ( cfsyn ) for the i circulation facility is given by:
7 7' 2
5, A (n1)"
Ciﬁ[("}exp[( A 1] {n 1} ]] 11
B Via ; o
where,

o' = (g —1){In[§:ﬂ | .

v, - Mean walking speed when there is only one

passenger in the i" circulation facility.

6, - Standard deviation of walking speed when
there is only one passenger in the "
circulation facility.

Vi, - Mean walking speed when there are
a = 2L W, passengers in thei™ circulation
facility.

d;, - Standard deviation of walking speed when
there are a =2LW, passengers in the i"
circulation facility.

v, - Mean walking speed when there are
b =4LW, passengers in the i" circulation
facility.
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d;, - Standard deviation of walking speed when

there areb =4LW, passengers in the i"

circulation facility.
After fitting the PH distribution, the passenger
arrival process can be described by the initial
probability vector ¢, and the transient generator

matrix D, as:
A ~PH(e,D;) i=12.....N

The state-dependent service process of thei"
circulation facility can be described by the initial
probability vector g, and the transient generator

matrix H,  as:
B/(n)~PH(B ., H,,) i=L2.N andn=12..C

The above initial probability vectors and transient
generator matrix will be used for generating the PH
random variates in the PH-based DES model.

6. PH-based DES Model of the Circulation
Facilities

First, we introduce the generation of PH random
variates that are the key ingidient for PH-based DES
model. Then a PH-based DES model of circulation
facilities is developed in the SimEvents® to evaluate
the performance measures of the circulation
facilities.

6.1. Generation of PH Random Variates

PH distribution is proposed in this paper to simulate
the passengers’ arrival rate and state-dependent
service time of circulation facilities. Neuts (1981)
developed a ‘Count Procedure’ for the efficient
generation of PH random variates relies on
generating an Erlang-distributed sample with degree

f and parameter ¢ given as:

Erl(f,p) =—1In(ﬁuj)
4 j=1

A pseudo-codes description of generating the PH
random variates in this work is as follows:

Pseudo-code 1.

1) Xon :=0,fj:O,forj=],2 ...... n Draw an

a -distributed discrete sample for the

initial state.
2) The chain in the state j ,
i f+=1

ii. ab;(-diag(1/d;,0)D+1) - distributed
discrete sample is drawn for the next
state,

iii. in case the next state is an absorbing state
then goes to 3 otherwise stay at 2 and
repeat

for j=1,2...n;

3) do x,, +=Erl(f,,-d;);
done

4)Return x,,, .

where, U is the uniformly distributed random
number [0, 1]. Let b; represent the row vector with

1 at position j . The ‘Count Procedure’ of drawing a
sample from the Erlang distribution of length f, is

more efficient than drawing samples from the
exponential distribution. The Erlang distribution
requires a single logarithm operation opposed to the
f, logarithms when drawing individual exponential

samples. This procedure instead of drawing
exponential samples for each visit to a state j counts

the number of visits and then draws one Erlang-
distributed sample for each state.

6.2. PH-based DES Model Architecture

A PH-based DES model of the urban rail transit
station circulation facilities is built in SimEvents®in
this subsection, as shown in Figure 3a. In contrast to
the PH-based analytical queuing model proposed in
Hu et al 2015, the PH-based DES model eliminates
the need to solve large matrix equations to estimate
the performance measures.
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Each circulation facility in PH-based DES model is
described as a PH/PH (n)/C/C queueing system. An
overview of the PH-based DES model of each
circulation facility is presented in Figure 3b. The key
components used in a PH-based DES model are as
follows:

- The Time-Based Entity Generation

represents the source of passengers

The FIFO_Queue block represents the passenger
gueueing space

The Single-Server block stores the entities for
certain period of time (entities in our case are
passengers)

The Start and Read Timers blocks report the time
associated with the passengers

TheLevel-2 MATLAB® S-function blocks compute
and update different parameters in the PH-based
DES model

The Event to Timed Signal block and Timed to
Event Signal block convert event-based signals to
time-based signals and vice versa

The Constant blocks are used to input different
constant parameters values in the DES model
while

The Display blocks show the performance
measure (output)

block

- The SimOut blocks export the values of
performance  measures  from  SimEvents®
simulation to  MATLAB®  programming

environment.

6.3. Passengers Generation Phase

In the PH-based DES model as shown in Figure 3a,
the passengers are first generated at the entrance of
the stairs on the platforms (No. 3, 9, 15 and 21) (see
Figure 1) after alighting the train on Line 1 and Line
2 at the transfer station. The PH random variates are
programmed in Level-2 MATLAB® S-function
blocks (designated as S4) at passenger generation
phase using ‘Count Procedure’ as discussed above.
The two input parameters for the computation of PH
random variates are the initial probability vector and
the transient generator matrix that can be obtained
by passenger arrival rate 4, and SCV of arrival

interval ¢? by using Equation (3), (4) and (5)

a

respectively.

6.4. State-dependent Service Phase

After the generation, passengers will move forward
to the circulation facilities. If the number of the
passengers in the targeted facility is smaller than its

capacity, passengers arriving at the i" circulation
facility form a queue and have to wait to be served.
To implement this condition, the generated
passengers are stored in the FIFO_Queue block
before being delayed by the Single_Server block.
After being served, the passengers will be sent to the
successor circulation facility. During this process,
they reduce the free spaces in the circulation facility
and affect the walking speed of other passengers
crossing the facility.

If the number of the passengers in the targeted
facility has reached its capacity C, =5LW,, the

newly arrived passengers cannot enter the facility.
To guarantee the number of passengers that enter the
circulation facility do not overcome its overall
capacity C, =5LW,, the Output Switch is used to

introduce another route for the passengers who
cannot enter the circulation facility. When the
successor circulation facility is not full, passengers
will come out of it from the 1%entity port (OUT1),
otherwise, passengers will come out from the 2™
entity port (OUT2).

Four Level-2 MATLAB® S-function blocks are used
in this phase to calculate the state-dependent service
time based on PH random variates, mean areas
occupied per passengers ‘ES;’, blocking
probabilities P,;, and judging the number of

passengers to prevent them from entry when
maximum capacity C, =5LW, is reached as shown

in Figure 4b. The state-dependent service time
calculation depends on congestion in the circulation
facility area. The capacity C, =5LW, and number

of passengers (n) from the FIFO_Queue block are
the input parameters of the Level-2 MATLAB® S-
function blocks. They are used to compute the state-
dependent service rate g and SCV of state-
dependent service rate ¢, |
Equation (11) respectively .Then the random
number for service time will be generated in the
same way used when generating arrival intervals.

The service time calculation block dynamically
updates the service rates as a function of the number
of passengers (n) for each circulation facility. At the

using Equation (10) and
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same time, two important performance measures are
collected. The mean area occupied per passenger
‘ESi’ is calculated by using area of each circulation
facility A =LW, divided by mean queue length
(len) obtained by the FIFO_Queue block. The
blocking probability P, ; is calculated by using the

number of passengers departed via the 2" entity port
of Output Switch divided by the total number of
passengers departed via both 1% (OUT 1) and 2™
ports (OUT 2).

Before we develop the simulation-optimization
approach, it is necessary to verify the accuracy of the
proposed PH-DES model. Currently, no PH-based
analytical model for the network is available. As it
is proved in Hu et al 2015 that the M/G(n)/C/C
model (Cruz et al. 2005) is a special case of PH-
based queuing model and the PH-based queuing
model can be converted into the M/G(n)/C/C model

if ¢Z and c? are equal to 1. Therefore, the existing

M/G(n)/C/C network model is applied as a standard
for the comparison.

A simple network constituting three corridors, each
with size 8x2.5 m? in series, splitting and merging
network topologies are analyzed. The passenger
arrival rate is A, = 3ped/s in both approach. To

compare on the same benchmark, the ¢ and c? are

equal to 1 in the PH-based DES model and the ¢’ in

the M/G(n)/C/C model is also 1.Other parameters
are the same in the two methods. The performance
measures, including the mean number of passengers
E[N], mean waiting time in queue E[W], blocking
probabilities P, and throughput 6 are computed by

the two methods. The results of PH-based DES
model are obtained after 10 repetitions (each
simulation last 20,000 units to make sure that the
performance measures become stable). The results
of the two methods are presented in Table 1. The
comparison in Table 1 shows that PH-based DES
Model has a smaller average relative error and
indicates that PH-based DES model can be used with
good accuracy in performance evaluation of urban
rail transit stations circulation facilities.

Table 1. Comparison of PH-based DES Model and Analytical Model

Corridor 1 Corridor 2 Corridor 3 Mean Relative
Series Topology
Pe 0.33 0.32 0.00 0.00 0.00 0.00 1.01
0 2.01 2.00 2.01 2.00 2.01 2.01 1.01
E[N] 96.96 96.04 14.56 16.02 14.56 15.94 6.24
E[W] 48.31 47.95 7.26 8.1 7.26 8.02 6.86
Merging Topology
P. 0.33 0.32 0.33 0.32 0.53 0.52 2.72
0 2.00 1.98 2.00 1.98 2.00 1.99 0.84
E[N] 99.51 98.41 99.51 98.33 99.76 98.59 1.17
E[W] 47.82 47.61 47.82 47.33 50.54 50.11 0.77
Splitting Topology
P. 0.33 0.32 0.00 0.00 0.00 0.00 1.01
0 2.01 2.00 1.04 1.04 1.04 1.04 0.17
E[N] 96.96 95.41 7.75 7.70 1.75 7.70 0.97
E[W] 48.31 47.95 7.53 7.45 7.53 7.45 0.96
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7. PH-based Simulation-Optimization
approach for the widths design

Based on the PH-based DES model, we develop the
PH-based simulation-optimization approach for the
urban rail transit stations circulation facilities width
design. The GA is used as an optimization approach
in conjunction with the PH-DES model to determine
the optimal widths of circulation facilities. The GA
is implemented in the MATLAB® programming
environment. The proposed PH-based simulation-
optimization approach blends both the PH-based
DES and GA to work together concurrently and find
the optimal widths of the circulation facilities is
presented below and the flow chart is presented in
Figure 4.

- A set of N number of widths of circulation

facilities W, ={w,,w,,..w,} to be optimized
under the LOS ‘B’ and the blocking probability P,
below p =0.001.

- The width set
D={dl,d2,...dN}.

- The multidimensional search space U (one for
each width) is defined by

W has a domain set

- According to the TCQSM, the LOS of the
circulation facilities is reflected by the mean area
occupied per passenger ES,, which means that the
ES; for the circulation facilities for a given LOS
must fall within the range [LOSg;,LOS ],
where LOS gz and LOS,;; are the lower and

upper bounds of the mean area occupied per
passenger for the given LOS.

- The performance measures (outputs)
ES, ={ES,...ES,} and P, :{PM....PCVN} are
estimated by running the PH-based DES model of
urban rail transit station circulation facilities (see
Figure 4b).

- The mean area occupied per passenger ES for the
circulation  facilities  is ES, =LW,/n,
(i=12....N) from which we can see that mean
area occupied per passenger will vary with the
widthW, . Therefore, the mean area occupied per
passenger for the circulation facilities can be

expressed as a function of W,, that is,

ESW); =LW, /n,
Therefore, the width optimization problem is to find
the smallest widths that make sure that the Mean
area occupied per passenger ESifall within the range
[LOS,;;,LOS ;] and the blocking probability is

smaller than the required value p, that is:

min Wi
s.t. LOS 5, <ESW,) < LOS;;

Pc,i(vv)S p

In this research, the MATLAB® GA toolbox released
by The MathWorks™ is wused. The default
MATLAB® GA parameter settings are used, except
for a decreased population size of 20 and an adjusted
termination criterion if the weighted mean change in
the fitness function value over x generations is less
than 0.01, the algorithm stops.

The GA parameters and their values are listed
below. A description and lists of possible values as
well as the algorithm description can be found in
The MathWork™,

Population

- Population Size: 20

- Creation Function: Uniform

- Initial Population: 1]

- Initial Score: 1]
Reproduction

- Elite Count: 2

- Crossover Fraction: 0.8
Mutation

- Mutation Probability: 0.01
Termination Criteria

- Function Tolerance: 0.01

- Stall Generation: 10

- Time limit: Inf

It should be noted that the population size, stall
generation and the termination criteria are adapted
for this study. It is possible that changes of other
parameters would lead to better optimization results
but in this research we develop an integrated PH-
based DES model with GA and assess the
comparison of width obtained by using this PH-
based simulating-optimization and other existing
model such as M/G(n)/C/C and D/D/1/C, therefore
further experiments with different parameters are
not undertaken in the scope of this research.
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According to the optimization model, simulation-
based optimization approach is proposed. The
MATLAB® programming environment is used to run
the PH-based DES model by using ‘sim” command.
Since MATLAB® offers parallel DES and
optimization, therefore the performance measure
values from the PH-based DES model are
transferred from SimEvents® to MATLAB®
environment by using ‘yout’ block. If the constraint
function is not satisfied, the GA set new values of
parameter to be optimized by using ‘set_param’
command and the loop continues until the optimal
results are obtained or termination criteria satisfy.

The simulation-based optimization works as follow:
At first, the interval containing the upper and lower
bounds  of  circulation  facilities  width
U =W ;. W,g,]is defined which is supposed to

contain the optimal width W_, . of the circulation

opt,i
facilities. The PH-based DES model runs initiate
with an arbitrary value from the defined interval to
simulate the performance of the circulation facilities

and obtain the performance measure (ES; and P, )
when simulation system reaches the steady state
condition (when the performance measures become
stable). Then the Genetic Algorithm (GA) that is
programmed in MATLAB® adjusts the widthsW,

according to the value of ES; andP,; until the

optimal widths W, ; are found.

pt,i

To improve the efficiency of the
optimization model, a function tolerance 7 is
defined. If the relative change in the objective is less
than or equal to the 7 then the corresponding W,
can be approximately considered as the optimal
widthW__ .. If the difference is larger than 77 , the GA

opt,i
will replace W, from the defined interval
[Wig 1,W 5] and set the new width value W; in the
PH-based DES model for next iteration to obtain the
ES andPR,; by the same means. The iterations

continue until the relative change in the best fitness
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function value is less than or equal to n and the
corresponding width W, is the optimal width
W,

bei - The minimum allowable width under the
TCQSM is 1 meter. But instead of using 1meter as
lower bound of width, we set the upper and lower
bound calculated. The width design under the LOS
‘B’ will fall in this range and less likely to trap in the
local optimum. It should be noted that the search
space obtained by using the min and max values of
ES neglected the randomness and state-dependent.
The search space is used to find the optimal result is
obtained from TCQSM. Moreover, after reviewing
several literatures, one of the main reasons to use
GA is that it searches dozens or hundreds of parts of
the search space simultaneously which means that it
is less likely to become stuck in "local minima" as
the others traditional optimization approaches quite
often do. The more details regarding the upper and
lower bounds of width with an example to make it
clearer is presented. The Exhibit 7-3 (Pedestrian
Level of Service in walkways) of TCQSM presents
the upper and lower bound values of flow per unit
width (ped/m/min) under the different LOS. We use
these values as our benchmark to define the upper
and lower limit of width. An example is presented
below.

Let us consider we design under LOS ‘B’ for peak-
hour factor of 0.3 and we have an hourly volume
given as 5000 ped/h. The upper and lower limit of
flow per unit width under LOS ‘B’ is 33 and 23,
respectively from Exhibit 7-3. According to
TCQSM, the width of the walkway can be obtained
as:

Upper bound of width
5000
*(0.3)(60)(23)
5000

'~ 03)(60)33)

[Wys +2,W,;]|=[14,8.4] is used as the upper and

lower limit under this condition. The upper bound is
increased by an increment of 2 as it is expected to
have a design width higher than upper bound due to
increase in SCV of arrival internal. It should be
noted that these upper and lower bound values are
estimated by using TCQSM width design procedure

that neglects randomness and state-dependence. We
use these values only to define our search space and
initiate our PH-based DES model run.

8. Computational Experiments

In the following section, we will use the proposed
PH-based simulation- optimization approach to
optimally design widths of circulation facilities in
the urban rail transit stations. We will design the
width for the circulation facilities in Figure 1. The
required input parameters for the width design such
as passenger arrival rate, SCV of arrival interval,
three representative points for walking speed in
corridors and stairs and the lengths of circulation
facilities are predetermined. The passenger arrival

rates 4 (i=3,915,21) values are 2ped/s and

3ped/s according to its actual range in the urban rail
transit station. It can also be calculated by using
Equation (3). Similarly, the SCV of arrival interval

¢, (i=3,9,15,21) values are 100, 300 and 500

according to its actual range in the urban rail transit
stations. The SCV of arrival interval can also be
determined by using Equation (4) and (5). The three
representative points for walking speed in the
corridor circulation facilities are

(vi;=150,8,, =0.50), (v;,=064,5,,=0.21)and

(vi,b:0.25,6i,b:0.08) respectively (Hu et al.

2015), while, the three representative point of
walking speed in the stairs facilities are

(vi,=0.75,8,,=0.25) (v, =0.32,5,, =0.11) and
(Vi,b =0.12,5,, = 0.04) respectively. The  state-
dependent SCV (c¢?

Z.») of service time of the "
circulation facility can be calculated by using
Equation.(11). The lengths of corridor facilities are
10m while the lengths of stairs facilities are 15 m.
The design widths of all circulation facilities are

obtained under the LOS ‘B’ i.e., ES; > 1.4 m%ped
and ES, 22.3 m?ped for stairs and corridors,
respectively. The blocking probability P, ; should be

below 0.001.

The widths designed by the proposed method are
compared with the widths obtained by the existing
M/G(n)/C/C (Cruz et al., 2005) and D/D/1/C
(Kittelson et al., 2003) analytical approaches. The
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design procedure in TCQSM is similar to uses a

fixed arrival rate and a fixed service time, which is

essentially a D/D/1/C analytical queuing model

(Jiang et al 2015). The SCV is equal to 1/30 (0.03)

as it neglect randomness and state-dependence. We

use the D/D/1/C queuing model to represent the
width design procedure of TCQSM for the
circulation facilities.

The widths designed by the three methods, the

proposed PH-based simulation-optimization

approach, the M/G(n)/C/C analytical model, and the

D/D/1/C analytical model, are presented in Figure 5

and 6. The figures reveal some important and

interesting findings:

1) The design widths obtained by the PH-based
simulation-optimization are greater than that of
the M/G (n)/C/C and the D/D/1/C analytical
model for all the arrival rates and SCV of arrival
intervals. Figure 5 illustrates the design widths of
the three approaches sunder the same arrival rate
A =2 ped/s and different SCV of arrival interval
(100, 300 and 500). Compared to the width
designed by the D/D/1/C model, the average
increase in the width of the proposed method is
0.43 m when the SCV of arrival intervals is 100,
0.83 m when the SCV of arrival intervals is 300,
and 1.21 m when the SCV of arrival intervals is
500. Compared to the width designed by the M/G
(n)/C/C model, the average increase in the width
for the simulation-optimization is 0.29 m when
the SCV of arrival intervals is 100, 0.69 m when
the SCV of arrival intervals is 300, and 1.08 m
when the SCV of arrival intervals is 500. Figure
6 shows similar trend for arrival rate A =3 ped/s.
We can see the circulation facilities designed by
the PH-based simulation-optimization approach
has larger widths because it describes the
circulation system more elaborate and considers
both the LOS and the blocking probability.

2) The widths of the M/G (n)/C/C and D/D/1/C stay
the same when the SCV of arrival interval
changes from 100 to 500. On the contrary, the
widths for the PH-based simulation-optimization
increase with the increase in the SCV of arrival
interval. This is because in the D/D/1/C, the
randomness and state-dependence are completely
ignored while in M/G(n)/C/C the passenger flow
is assumed as a free flow where the SCV of
arrival interval equals 1. Therefore, the design

width of the two methods will not increase with
the SCV of arrival interval. This result shows that
the design methods based on the M/G (n)/C/C and
D/D/1/C models are not applicable in practical
systems where the SCV of arrival interval is far
more than 1. On the contrary, the width of the
proposed PH-based simulation- optimization
approach is sensitive to the SCV of arrival
interval.

3) For all the three design approaches, the widths of
circulation facilities increase with the increase in
passenger arrival rate when the SCV of arrival
interval remains same. It is expected because of
the fact that these design approaches are sensitive
to the arrival rate. When the arrival rate increase
from 2 to 3 ped/s, the average increase of the PH-
based simulation-optimization, M/G (n)/C/C and
D/D/1/Care 1.51 m(47%), 0.82 m(31%) and 0.76
m(31%) respectively. The PH-based simulation-
optimization approach has a larger growth than
the other two methods.

4) For all arrival rates and SCV of arrival intervals,
the design widths of stairs facilities are greater
than corridors facilities. It is quite obvious
because of the fact that passengers’ walking speed
the on stairs is slower than that in the corridors.
Thus more passengers are stranded in the stairs
facilities, which will cause blocking and
reduction in the mean area occupied per
passenger  ES, ’. Therefore, stairs require more

width to keep the mean area occupied per
passenger in the LOS ‘B’ range and blocking
probability below 0.001. In addition, the widths
of corridors No. 1,5,13 and 17 are greater than the
other corridors because of merging topologies
that require more widths to keep the ‘ES’ above
2.3m%ped and blocking probability below 0.001.
5) It is observed that the average difference in the
design widths of M/G (n)/C/C and D/D/1/C is
0.14 m, which is much smaller than the difference
between the width of the M/G (n)/C/C or D/D/1/C
model with the width of the PH-based simulation-
optimization. This also illustrates that proposed
approach can reveal the extra requirement on
width which is ignored by the existing methods.
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9. Conclusions and Future work

This paper proposes a PH-based simulation-
optimization approach by integrating a PH-based
DES model and GA for the widths design of
circulation facilities in urban rail transit station. The

proposed approach overcomes the shortcomings in
the existing design approaches by fully consider the
randomness and state dependence in the PH-based
DES model and consider the requirement on both
LOS and blocking probability in the optimization. A
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comparison is made between the M/G (n)/CIC
model and the proposed PH-based DES model to
verify the accuracy of the latter one. The results
show that the PH-based DES model has achieved
clear consistency with the analytical approach. In
addition, the experiments on width design are
carried out by comparing the PH-based simulation-
optimization approach with the existing design
approaches.

The numerical experiments reveal some interesting
findings: (1) The circulation facilities designed by
the PH-based simulation-optimization approach has
larger widths compared with that designed by the
existing methods; (2) The width of the proposed
method increase with the SCV of arrival interval,
while the widths of the design methods based on the
M/G (n)/C/C and D/D/1/C models stays the same
where the SCV of arrival interval increases; (3) The
width of the proposed method increase faster than
the other two methods when the arrival rate
increases; (4) Under the same passenger flow
conditions, stairs require more width to meet the
requirement on LOS and blocking probability.

This new proposed PH-based simulation-
optimization approach, integrating PH-based DES
and optimization can help the planners and designers
of urban rail transit station to make decisions
regarding urban rail transit station design. This
approach can also be applied to design circulation
facilities in other public buildings such as shopping
malls and hospitals etc., if the pedestrian peak hour
flow, circulation facilities lengths, the desired LOS
and peak hour factors are known. The PH-based
simulation-optimization is particularly useful in
situations where the analytical expressions are too
complex to obtain. At the same time, this approach
can serve as an important tool for verifying the PH-
based analytical model developed in Hu et al.
(2015).

This paper only considers rectangular circulation
facilities for evaluation and design purpose. Other
complicated circulation facilities that are not
rectangular can be divided into several rectangular
facilities and then be evaluated in the same way. The
principle procedure of circulation facilities
transformation into a single server queuing system
remains the same. In addition, we only consider the
unidirectional passenger flow in this paper. But the
model can also deal with bidirectional or
multidirectional passengers flow by only adjusting

the speed parameters. Moreover, the queuing system
is considered to be a loss queue without feedback.
However, feedback always exists in circulation
facilities when congestion happens. A PH-based
DES model for a feedback queuing system will be
addressed in our future research.
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Abstract: Traffic accidents usually cause congestion and increase travel-times. The cost of extra travel time
and fuel consumption due to congestion is huge. Traffic operators and drivers expect an accurately forecasted
accident duration to reduce uncertainty and to enable the implementation of appropriate strategies. This
study demonstrates two non-parametric machine learning methods, namely the k-nearest neighbour method
and artificial neural network method, to construct accident duration prediction models. The factors
influencing the occurrence of accidents are numerous and complex. To capture this phenomenon and improve
the performance of accident duration prediction, the models incorporated various data including accident
characteristics, traffic data, illumination, weather conditions, and road geometry characteristics. All raw
data are collected from two public agencies and were integrated and cross-checked. Before model
development, a correlation analysis was performed to reduce the scale of interrelated features or variables.
Based on the performance comparison results, an artificial neural network model can provide good and
reasonable prediction for accident duration with mean absolute percentage error values less than 30%, which
are better than the prediction results of a k-nearest neighbour model. Based on comparison results for
circumstances, the Model which incorporated significant variables and employed the ANN method can
provide a more accurate prediction of accident duration when the circumstances involved the day time or
drunk driving than those that involved night time and did not involve drunk driving. Empirical evaluation
results reveal that significant variables possess a major influence on accident duration prediction.

Key words: accident duration, correlation, artificial neural networks, k-nearest neighbour method.

1. Introduction
Traffic accidents usually cause considerable speed

characteristics, the number of injuries or fatalities,
illumination, type of wvehicle involved, road

reduction and congestion on freeways due to lane
closures or obstacles. For fifty large U.S. urban
areas, the cost of extra travel time and fuel
consumption due to congestion annually amounts to
approximately $37.5 billion (Winston & Langer,
2006). To mitigate the impacts due to congestion,
traffic management centres usually develop accident
management programs. The aims of these programs
include exploration of the important factors of
accidents, detection of accidents, and provision of
accident information forecasts. The impacts of each
accident, i.e., duration and resulting congestion
queue, may be affected by different features.
Relevant features include continuous and/or
categorical data, such as accident type, accident

geometry characteristics, and weather conditions. If
these data can be processed and analysed effectively,
traffic patterns under the influence of accidents
could be adequately characterized for various
applications in transportation.

Therefore, the objectives of this study are to collect,
cross-check, and integrate accident features and
traffic data for an accident duration forecasting
model on a freeway. The model is based on a related
accident database maintained by several public
agencies. The proposed forecasting models apply a
correlation analysis to select significant variables
and employ k-nearest neighbour (kNN) and artificial
neural network (ANN) approaches to develop a
relationship between the selected variables and
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accident duration. To demonstrate the performance
of the proposed procedure, model performance
evaluation is conducted to compare the prediction
performance of models with and without correlation
analysis and compare the prediction performances
for the significant circumstances.

The remainder of this paper is divided into the
following sections. Relevant literature is reviewed
and assessed in Section 2. Section 3 presents data
sources and data analysis. Section 4 provides a brief
introduction to the methodologies and a model
evaluation indicator. Section 5 illustrates the
evaluation results of four prediction models. Finally,
Section 6 presents concluding remarks and
suggestions for future research.

2. Literature Review

2.1. Accident duration forecast

Many types of incidents occur on highways.
Whether it is a serious traffic accident or a falling
object, the event can be referred to as an incident that
occurs on the road. To reduce the uncertainty of
travellers during an incident, several researchers
have investigated the relationship between incident
duration and traffic/incident data to
estimate/forecast accident duration.

Kim and Chang (2011) developed a hybrid
prediction model for freeway incident duration. It
consists of a rule-based tree model (RBTM), a
multinomial logit model (MNL), and a naive
Bayesian classifier (NBC). The decision tree model
involves a five-step procedure. It classifies the
incident duration data from a database according to
incident type, and constructs a rule-based tree under
the incident conditions. The results show that
incident durations of 120 to 180 minutes and 180 to
240 minutes have satisfactory outcomes. The model
performs well for incidents of less than 60 minutes
or longer than 300 minutes.

Zhan et al. (2011) applied a regression method and
the M5P tree algorithm to predict the lane clearance
time of an incident for five scenarios. The model
inputs included time of day, day of the week,
lighting condition, the number of vehicles involved
in the incident, vehicle type involved in the incident,
and the number of lanes occupied in the incident.
The results of the model showed that incidents that
occurred during weekends or those that involved
buses or trucks have longer lane clearance times.
When the incidents occurred during the daytime

period on weekdays, the lane clearance times were
shorter. The mean absolute percent error (MAPE) of
model performance during prediction was about
42%. When the incident duration was longer than 30
minutes, the prediction error increased and the
MAPE value was higher than 78%.
Khattak et al. (2012) analysed traffic incidents and
presented iMIT (incident management integration
tool) to dynamically predict incident durations.
Based on a statistical regression method, the
prediction model incorporated time of day, weather
conditions, incident location, the number of vehicles
involved in the incident, and incident type as the
inputs. The MAPE of model performance in
estimation and prediction was lower than 55% and
displayed reasonable estimation and prediction
results.
Li (2015) applied a survival analysis model to
develop an incident duration prediction model
during three incident duration stages. When the
incident duration was between 15 and 60 minutes,
the MAPE of model performance was lower than
47% and exhibited reasonable prediction behaviour.
When the incident duration was short (less than 15
minutes) or long (greater than 60 minutes), the
prediction error was large and the MAPE value was
higher than 61%.
Chung et al. (2015) proposed an accelerated failure
time model to forecast accident duration and
evaluate model performance for the number of lanes
blocked. Their results indicated that the accident
duration with no blocked lanes was less than those
with two or three blocked lanes. However, the
accident duration with one blocked lane was less
than those with no blocked lanes.
Most studies agree that the data or information
collected from management processes can improve
the accuracy of predicted incident duration for
model development. For incident duration model
development, Qi and Teng (2008) defined four
categories of input variables according to a USA
incident database. Variables used in their model
included:
- Weather characteristics: sunny, rainy, and snowy
- Temporal characteristics: AM peak, PM peak,
night, and weekday
- Incident characteristics: lanes, property, severity,
debris, road repair, and pothole
- Involved vehicle characteristics: bus, van, and
truck
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During the past few years, a variety of methods have
been applied to develop freeway accident duration
estimating/forecasting models.  The  most
representative approaches can be classified into the
following categories: multivariate regression (Garib
et al., 1997; Smith K. & Smith B., 2001; Valenti et
al., 2010), fuzzy logic model (Choi, 1996; Dimitriou
& Vlahogianni, 2015), artificial neural network
(Wang et al., 2005), and survival (Chung et al.,
2015; Nam & Mennering, 2000; Chung, 2010;
Hojati et al., 2013). Representative studies on
highway accident duration prediction over the
decade are summarized in Table 1. After assessing
the methods frequently employed in the literature,
survival analysis (accelerated failure time model) is
a popular approach for most researchers and
demonstrates acceptable results in freeway accident
duration estimation or prediction.

This research differs from most previous studies,
which used a regression method or an accelerated
failure time model as the key analytical technique
for model development. Two non-parametric
machine learning methods, namely KNN and ANN,
are demonstrated in the freeway accident duration
prediction models and performance assessment in
this study. Both methods are suitable for modelling
complex systems and often achieve a reliable
performance. Many studies have demonstrated that
kNN and ANN have the potential to accurately

predict traffic conditions on highways (Chien et al.,
2002; Vlahogianni & Karlaftis, 2013) or on other
traffic issue (Sptawifiska, 2015; Pamula, 2012).
Thus, kNN and ANN were chosen as the key
analytical techniques in this study.

2.2. Feature selection with correlation analysis
Most researches incorporate high-dimensional data
to describe and distinguish complex objects.
However, large feature vectors may result in some
disadvantages to the model, such as longer model
training time and more noise in model development.
To avoid these problems, the feature vectors must be
properly reduced (Lee & Wei, 2009).

Correlation is a technique for determining whether a
linear relationship exists between two variables. The
closer the correlation coefficient is to +1, the
stronger the linear relationship between the two
variables is. Therefore, conducting a correlation
analysis is useful for distinguishing significant
independent features from dependent features before
model development.

Zhang (2000) presented a prediction algorithm using
artificial neural networks. The model was
determined by correlation analysis. The parameters
of the model can be obtained through nonlinear
optimization. Preliminary studies showed that this
approach can yield reasonably accurate results.

Table 1. Recent studies of highway accident duration prediction

Researcher Methodology Characteristics for model ~ Best model Study area
input performance
Chung, 2010 Accelerated failure time Temporal, Involved vehicle, MAPE<47%  Korea
model Accident
Zhan etal., 2011 Regression Temporal, Involved vehicle, MAPE<42.7% USA
Accident RMSE<63.46
Khattak et al., 2012 Regression Temporal, Weather, MAPE<218% USA
Accident, Location RMSE<17.47
Hojati et al., 2013 Accelerated failure time Temporal, Weather,
model Accident, Traffic
Li, 2015 Accelerated failure time Accident, Season MAPE<238% China
model RMSE<39.06
Li et al., 2015 Competing risk mixture Temporal, Traffic, Vehicle, =~ MAPE<94.7% Singapore
model Location RMSE<26.61
Dimitriou and Fuzzy Weather, Accident, Traffic MAPE<36% -
Vlahogianni, 2015
Chungetal,, 2015  Accelerated failure time Temporal, Weather, - Taiwan

model

Accident, Traffic
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Guo and Nixon (2009) applied a correlation method
to select the important features as the inputs for a
pattern recognition model. The experimental results
showed that the model selected 37 features from 73
features by the correlation method and achieved
90% classification accuracy rate in pattern
recognition.

Based on the discussed literatures, it is clear that
conducting research on accident duration is as
important as on travel time prediction during an
incident. In order to reduce the impact of incidents
on travel time prediction, this study identifies
significant accident features and develops accident
duration prediction models.

3. Data

3.1. Study site

This study selected the Taiwan National Freeway
No. 5 (from the Nan-Gang system interchange to the
Su-Ao interchange) as the site of the case study. This
double-lane road is 54-kilometers long and has
seven interchanges as indicated in Figure 1. The
distance between two neighbouring vehicle
detectors (VDs) is about 2 km. There are five tunnels
in the case study site, including the Hsueh-Shan
Tunnel, which is the fifth longest tunnel in the
world.

3.2. Data sources
Currently, two public agencies, namely the National
Police Agency (NPA) and the National Freeway
Bureau (NFB), maintain separate raw data regarding
traffic accident information on National Freeway
No. 5 in Taiwan. The traffic data from NFB includes
incident duration and location. The accident data
from NPA is the primary source providing detailed
information of accident features and environmental
factors at an accident site, such as the number of
fatalities/injuries, weather conditions, and pavement
conditions. To incorporate all information in this
study, all data from these two databases require
integration and cross-checking. The relevant
features of these two databases are listed below:
The National Freeway Bureau
- Incident duration: response time and clearance
time;
- Direction: north or south;
- Location: the mileage on National Freeway No. 5;
- Information of involved vehicle: name and phone
number of driver, number of vehicle;

- The status of towing: towing or not, including
leaving the vehicle on its own and clearing

T unnel Ramp
Location Location

Nan-Gang system interc hange 0.0k
0.2k
Nan- Gang T unnel Q 1
0.5k
0.7k
5hi-Ding T unnel
3.5k
5hi-Ding Interc hange 4.3k
g 72k
- |
YWu-Tu T unnel 78k
—p Fak
Peng- Shan Tunnel
=— 132k
Ping-Lin Interchange 148k
151k
Hsueh- $han Tunnel
== 28lk
Tou-Cheng Interchange 30.5k
YiLan Interc hange 380k
Lou-Dong Interc hange 470k
Su- Ao Interchange 54 0k

Fig. 1. Layout of Freeway No. 5
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The National Police Agency

- Time: possible time of occurrence of confirmed
accidents, response time;

- Location: the mileage on National Freeway No. 5;

- Direction: north or south;

- Injuries: number of injuries;

- Weather condition: sunny, rainy, or stormy;

- Type of road: tunnel or elevated road;

- Lighting condition: day time (exclude periods of
dawn and dusk) or night time (includes tunnels and
underpasses);

- Involved vehicles: type of vehicle involved (e.g.,
small truck, bus, tractor-semi trailer);

- Accident severity: Al, A2, or A3;

- Pavement condition: dry or wet;

In order to obtain the information of accident
duration, this study integrates the above database
with the Tow Truck Service Report database
maintained by the NFB. Thus, the start time and
clear-up time of an accident is practically available
to evaluate the associated impact, i.e., accident
duration.

A total of 239 accidents on National Freeway No. 5
were recorded during 2012 in the NPA database.
However, most accident records are for the purpose
of liability appraisal rather than for accident duration
prediction. Therefore, integration with the NFB
database is required due to the availability of
clearance time of accidents. Consequently, a data set
of 49 accidents on National Freeway No. 5 is
obtained that combines the response time (Nation
Police Agency) and clearance time (National
Freeway Bureau).

The NFB installs VDs on highways to record traffic
data such as speed, volume, and occupancy. Traffic
patterns and variations during an accident can be
adequately characterized by these data. Therefore,
the accident duration can be obtained and verified by
analysing these data. This study also incorporates
the average speed and average volume as the model
features. The traffic data from the VD were
accumulated at an interval of five minutes.

3.3. Accident duration

The accident duration in this study represents the
period between the time an accident is reported and
the time when all handlers leave the accident site.
The minimum, maximum, and average durations for

WWW (/d\f)]!!\llh\ydll pl R I J www.journals.pan.pl
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46 accidents were 14, 108, and 42 minutes. Table 2
shows the relative frequency of durations for 46
accidents. For about 56.5% of the accidents, the
duration was less than 39 minutes. The percentage
of accidents with durations between 40 minutes and
69 minutes was 28.3%, and 15.2% for durations
greater than 70 minutes.

The 46 accidents in the sample set were divided into
two parts: 60% of the samples were randomly
selected as the training data while the remaining
samples were categorized as the testing data. The
accidents for model training and model testing were
sampled randomly based on the relative frequency
of duration.

Table 2. Relative frequency of accident duration

Ac_cident_ # Samples Frequency Cumulative

duration (min) frequency
10~39 26 56.5% 56.5%
40~69 13 28.3% 84.8%
70~109 7 15.2% 100.0%

3.4. Independent variables

An accurate accident duration forecast will assist a
driver to decrease uncertainty. The factors
influencing an accident are numerous and complex.
It is a challenge to accurately predict the impact of
an accident due to the uncertainties involved. To
capture the phenomenon of accidents, the
independent variables incorporated in an accident
duration forecasting model were selected from the
NPA and NFB databases as shown in Table 3. Most
accidents  occurred  during  peak  hours
(52.2%+21.7%), rainy days (37%), night time
(58.7%), at road sections with flexible pavements
(95.7%), at road sections with direction facility (e.g.,
jersey barrier) (65.2%), and as a result of drunk
driving (45.7%). Type Al accidents did not occur
during the data collection period. Most variables,
such as average upstream speed, average upstream
volume, time of day, and weather conditions, can be
collected immediately from the database after an
accident has been reported to the traffic management
centre. This study incorporated all the collected
variables to develop the accident duration prediction
model and evaluate the model performance. Details
are presented in Section 5.
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Table 3. Independent variables

Features Variables Value # Samples %
Average speed at upstream  Average speed at upstream Continuous variable: km/h
Continuous variable: # vehicles
Average volume at upstream  Average volume at upstream -
every 1 min.
Time of day Non-peak hours during weekdays Binary variable: 1: Yes, 0: No 9 195
Peak hours during weekdays Binary variable: 1: Yes, 0: No 24 522
Non-peak hours during the Binary variable: 1: Yes, 0: No 3 6.5
weekend
Peak hours during the weekend Binary variable: 1: Yes, 0: No 10 217
Weather condition Cloudy day Binary variable: 1: Yes, 0: No 3 65
Rainy day Binary variable: 1: Yes, 0: No 17 37.0
Stormy day Binary variable: 1: Yes, 0: No 1 22
Illumination (Ij)ay time (excludes the dawn and Binary variable: 1: Yes, 0: No 18 391
usk periods)
Night time (includes tunnels or Binary variable: 1: Yes, 0: No 27 58.7
underpasses)
Road type Tunnel Binary variable: 1: Yes, 0: No 11 239
(Geographic characteristics)  Elevated road Binary variable: 1: Yes, 0: No 4 87
P T Continuous variable: # injuries
# injuries # injuries
passengers
Accident position Main lane Binary variable: 1: Yes, 0: No 5 10.9
Ramp Binary variable: 1: Yes, 0: No 4 87
The lane to pass the toll station Binary variable: 1: Yes, 0: No 1 22
Pavement type Pavement type E:S?&y variable: 1: Flexible, 0: 44 957
Pavement condition Pavement condition Binary variable: 1: Wet, 0: Dry 17 37.0
Obstacle Obstacle Binary variable: 1: Yes, 0: No 2 43
Direction facility Direction facility Binary variable: 1: Yes, 0: No 30 65.2
Collision type Crash into a roadside parapet Binary variable: 1: Yes, 0: No 7 152
Overtaking collision Binary variable: 1: Yes, 0: No 6 13.0
Crash into a safety island Binary variable: 1: Yes, 0: No 2 43
Turn over Binary variable: 1: Yes, 0: No 1 22
Crash into a tree Binary variable: 1: Yes, 0: No 1 22
Rush out of the road Binary variable: 1: Yes, 0: No 1 22
Causation Unsafe distance Binary variable: 1: Yes, 0: No 21 457
Drunk driving Binary variable: 1: Yes, 0: No 1 22
Changing lanes in an unsafe - - 13
mann%r 9 Binary variable: 1: Yes, 0: No 28.3
Breakdown Binary variable: 1: Yes, 0: No 3 65
Speeding Binary variable: 1: Yes, 0: No 2 43
Others Binary variable: 1: Yes, 0: No 1 22
Accident severity (A2: People
Accident severity ;?{g:zi‘ifc':j%:f aAcgc:"ngtg'ed Binary variable: 1: A2, 0: A3 5 109
damage)
Type of involved vehicle Small truck Binary variable: 1: Yes, 0: No 12 26.1
Bus Binary variable: 1: Yes, 0: No 1 22
Tractor-Semi Trailer Binary variable: 1: Yes, 0: No 1 22

# involved vehicles # involved vehicles

Continuous variable: # vehicles

every 1 min.

#: the number of
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4. Methodology

Based on promising performance in the literature,
this study employed two non-parametric machine
learning methods, namely the k-nearest neighbour
and artificial neural networks, to construct the
accident duration prediction model. To prepare
relevant data for model development, it was
desirable to reduce the dimension of accident
features using a correlation analysis for all accidents
on National Freeway No. 5.

4.1. Model construction — k-Nearest Neighbour
method

The KNN Method is a simple and nonparametric
approach for both classification and estimation
tasks. This effective method has been widely used in
previous studies (Chan et al., 2009; Bustillos et al.,
2011; Yu et al., 2011; Chen & Rakha, 2014) for
travel time prediction.

The procedure of kNN for estimation is as follows:

(1) The samples are divided into two parts. 60% of
samples are used for model training and the
remaining 40% of samples are used for model
testing. X, ={x %, } and Y, ={y;, -y, }

represent the training data sets; xi denotes the data
set of independent variables; and yi indicates the
dependent variables. Meanwhile,

Xte:{xilxzv"'xj} and Ym:{)/uyzv"'yj'}

represent the testing data sets; xj denotes the data set
of independent variables; and y; indicates the
dependent variables. Further, i denotes the training
data sample and j denotes the testing data sample.
Each sample possesses n features.

(2) Calculate the distance between each training data
xi and each testing data xj using the Euclidean
distance shown in Equation 1.

a5 5= (3206 ) &

(3) Sort d(x,x;) for each testing data x; in
ascending order and select the first K closest training
data set {y,,Y,, Y, | from Y, ={y,,y,.-y, } for
the testing data y;.

(4) Use the kernel function in Equation 2 to average
the first K closest training data set {y:l , yz,---yk} as

the estimated y;.

d (% X)) Y
k=1

yj: K (2)
D d(x.x;)
k=1

4.2. Model construction — Artificial Neural
Networks

The ANN model is a structure describing the
complex nonlinear relations between input and
output variables. An artificial neuron is a
computational model inspired by natural neurons.
These consist of inputs, which are multiplied by
weights to determine the activation of a neuron.
Another function computes the output of the
artificial neuron. ANNs combine artificial neurons
in order to process information. The ANN model is
based on the biological neural system and has been
widely applied to prediction and classification
problems. The most popular learning algorithm is
the back-propagation network.

The ANN algorithm was run with the MATLAB
software, which allows continuous and categorical
data to be defined clearly. The initial weights from
the input layer to the hidden layer were default
random values and adjusted in the process until the
result was stable and acceptable. In the model
structure setting, one hidden layer was chosen and
the optimal number of hidden units was determined
with the performance index embedded in the
software. Before model training, 60% of the samples
were randomly selected as the training data and the
remaining 40% were selected as the testing data. A
typical ANN structure is shown in Figure 2, where
the output “y” denotes the accident duration for the
accident duration prediction model; the input “x”
represents accident and traffic features; “z” stands
for the node of the hidden layer; and “w” indicates
the weight of the path. The network paradigm is a
multilayer perceptron (MLP).

In this study, the number of neurons in the input
layer was determined by the features discussed in
Section 3.4. The output layer represented the
accident duration for the accident duration
prediction model.
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Input layer

Fig. 2. The structure of an ANN model

4.3. Variable selection — Correlation analysis

To confirm the significant variables and resulting
impacts for model construction, all the accident data
collected in this study need to be analysed via a
correlation analysis. The sample set of accident data
collected is a comprehensive collection that covers
most of the items recorded in the database. Thus, we
first need to specify similar features in order to
reduce the complexity of the data set. Relevant
literature (Kim & Chang, 2011; Qi & Teng, 2008)
indicates that weather conditions, illumination,
temporal characteristics, involved  vehicle
characteristics, and cause of an accident are
significant factors in model construction.

Many items for each accident are recorded in the two
accident databases. After excluding irrelevant items,
correlation analysis is conducted to identify features
that have a significant impact on accident duration.
The evaluation of accident features is based on the
correlation coefficient, r. To describe the correlation
coefficient, accident duration is defined as the
dependent variable y and each individual feature is
defined as an independent variable x.

When an independent variable is both quantitative
and continuous, the Pearson correlation coefficient
is used to compute the correlation coefficient.
Point-Biserial Correlation is a special case of the
Pearson correlation in which the independent
variable is a dichotomous variable. When the
independent variable is a binary variable, the
correlation coefficient is computed by Equation 3 as
follows:

Output layer

Vo S nn-1
__M-M, % l NNy (3)
e — \n(n-1
iZl:(yi -y)
n-1

where:
- r denotes the correlation coefficient;
- M; represents the mean value of y when the value

of the independent variable x is 1;
- M, indicates the mean value of y when the value

of the independent variable x is 0;

- n1 denotes the number of independent variables x
whose values are 1;

- Nno represents the number of independent variables
x whose values are 0.

The results of the correlation analysis for the
accident duration prediction model are presented in
Table 4. The correlation analysis yielded a high
significance at a confidence level of 99% for the
following variables: Average volume at upstream,
the number of injuries, crash into roadside parapets,
and accident severity. An additional five variables,
namely rainy day, day time, pavement condition,
drunk driving, and the number of vehicles involved,
significantly correlated with accident duration at a
confidence level of 95%.
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Table 4. Correlation coefficients of accident duration and features
Features Variables Coeff. p-values
Average speed at upstream Average speed at upstream -0.107 0.478
Average volume at upstream  Average volume at upstream -0.479 ** 0.001
Time of day Peak hours during weekdays -0.142 0.347
Non-peak hours during the weekend 0.156 0.301
Peak hours during the weekend -0.155 0.303
Weather condition Cloudy day 0.179 0.235
Rainy day 0.305 * 0.039
Stormy day 0.063 0.677
Illumination Day time (excludes dawn and dusk periods) -0.291 * 0.049
Night time (includes tunnels or underpasses) 0.278 0.062
Road type Tunnel -0.069 0.647
(Geographic characteristics) Elevated road 0.374 0.100
# injuries # injuries 0.409 ** 0.005
Accident position Main lane -0.195 0.195
Ramp -0.214 0.153
The lane to pass a toll station 0.152 0.313
Pavement type Pavement type 0.002 0.987
Pavement condition Pavement condition 0.314 * 0.034
Obstacle Obstacle 0.052 0.732
Direction facility Direction facility 0.130 0.387
Collision type Crash into a roadside parapet 0.457 ** 0.001
Overtaking collision 0.066 0.665
Crash into a safety island 0.058 0.702
Turn over 0.040 0.791
Crash into a tree 0.083 0.584
Rush out of the road 0.152 0.313
Causation Unsafe distance 0.345 0.109
Drunk driving 0.329 * 0.026
Changing lanes in an unsafe manner 0.124 0.411
Breakdown 0.090 0.551
Speeding 0.075 0.620
Others 0.219 0.143
. . Accident severity (A2: People injured during an accident 0.518 ** 0.000
Accident severity or died after an ;::t(:ident; Ag: Prcfperty dame?ge)
Type of involved vehicle Small truck 0.172 0.253
Bus 0.032 0.831
Tractor-Semi Trailer 0.160 0.289
# involved vehicles # involved vehicles -0.282 * 0.038

#: the number of

*: indicates that the independent variable significantly correlated with accident duration at a confidence level of 95%.
**: indicates that the independent variable significantly correlated with accident duration at a confidence level of 99%.

4.4. Performance evaluation

Evaluation of model accuracy is required in order to
assess the performance of the prediction models.
The mean absolute percentage error (MAPE) is a
summary measure widely used for evaluating the
accuracy of prediction results (Zhan et al., 2011;
Khattak et al., 2012; Li, 2015; Dimitriou &
Vlahogianni, 2015; Chung, 2010; Li et al., 2015; Li

et al., 2016). MAPE was applied in this study to
fairly compare relative performance among various
model settings.

actual predicted
Vi _Vi

actual
Vi

MAPE :EZ"“

Nz

x100% ()
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where:
- Viac‘“‘a‘I denotes the actual value of observation;

- V,Preded represents the predicted value of

observation;
- nindicates the sample size.

The lower the MAPE value is, the more accurate the
prediction model will be. A MAPE value less than
10% indicates a highly accurate prediction; a MAPE
value between 11% and 20% means a good
prediction; and a MAPE value between 21% and
50% refers to a reasonable prediction. The threshold
of MAPE was suggested by Lewis (1982).

5. Evaluation

Since the fundamental theory of the KNN and ANN
training algorithms are stochastic-oriented, various
combinations of initial weights and hidden units
may lead to different states of convergence. The
literature, however, does not offer a general
guideline as to determining the best choice.
Therefore, a suitable number of trials should be
implemented to verify the performance of the
proposed kNN and ANN models.

Given the sample set of 46 accidents prescreened
with the corresponding accident duration times, ten
experiments were conducted for examining the
proposed methodology. In each experiment, 60% of
the data was randomly selected as the training set
from the sample set and the remaining 40% of data
served as the testing set.

Four accident duration prediction models were
developed in this study. Both Models 1 and 2
utilized the kNN method as the key algorithm.
Model 1 incorporated all the variables in Table 3
while Model 2 incorporated the significant variables
in Table 3. Both Models 3 and 4 used the ANN
method as the key algorithm. Model 3 incorporated
all the variables in Table 3 and Model 4 incorporated
the significant variables in Table 3. The same
training/testing set was applied to the four models in
each experiment.

5.1. Results of the accident duration prediction
model

Table 5 depicts the results of the ten experiments.

The average MAPE values were below 48% for each

type of model, yielding a level of reasonable

prediction. For most experiments, Model 4 which

applied the ANN method and incorporated the

significant variables provided the best prediction
results and the MAPE values close to 20%. Based on
the results of model evaluation, Model 4 can provide
good and reasonable predictions. The performances
of the model that incorporated significant variables
were better than those that incorporated all the
variables. The models that applied the ANN method
could predict the accident duration more accurately
than those that applied the KNN method.

Table 5. The MAPE values of the accident duration
prediction model

Model1 Model 2 Model 3 Model 4
Method for
model KNN KNN ANN ANN
construction
Independent All Significant ~ All Significant
variables in . - . .
model variables variables variables variables
Experiments
1 29.3% 28.8% 25.6% 20.9%
2 41.1% 40.4% 31.7% 21.7%
3 63.8% 57.6% 28.2% 20.1%
4 53.6% 45.3%  30.6% 21.5%
5 49.4% 449% 31.6% 21.9%
6  48.8% 46.1%  30.7% 23.7%
7 52.4% 49.8% 31.8% 26.7%
8 34.4% 40.6% 33.4% 29.9%
9 50.5% 57.0% 33.8% 33.8%
10  49.3% 459% 31.5% 34.2%
Average 47.3% 45.6%  30.9% 25.4%

Table 6 lists the performance difference among the
four models for a further comparison of model
performance. The first column of Table 6 compares
the performance of the two models which applied
the kNN method. The average performance of
Model 2 was slightly better than the average
performance of Model 1 and the average
improvement was about 2.4%. The second column
of Table 6 compares the performance of the two
models which applied the ANN method. The
average performance of Model 4 was better than the
average performance of Model 3 and the
improvement was about 18.4%. This result indicates
that Model 2 and Model 4 may be considered a
potential candidate approach to predict accident
duration when a suitable set of accident variables is
provided.

The third column of Table 6 compares the
performance of the two models which incorporated
all the variables. The average performance of Model
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3 was better than the average performance of Model
1 and the average improvement was about 34.7%.
The fourth column of Table 6 compares the
performance of the two models which incorporated
significant variables. Similarly, the average
performance of Model 4 was better than the average
performance of Model 2 and the average
improvement was about 44.3%. Based on the
aforementioned results, the ANN method is more
efficient in developing the relationship between
traffic/accident data and accident duration than the
kNN method when the models incorporate the same
variables.

Figure 3 shows the performance assessment with
respect to the predicted accident duration vs. actual
accident duration. Generally speaking, most data
points are scattered along the 45° line with a
reasonable distance (discrepancy), especially the
plots of Model 4.
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Fig. 3. Assessment results of the four models

Table 6. The difference of model performance
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1 1.6% 18.3% 12.8% 27.6%
2 1.6% 31.5% 22.9% 46.4%
3 9.8% 28.5% 55.9% 65.0%
4 15.6% 29.8% 43.0% 52.5%
5 9.2% 30.7% 36.1% 51.3%
6 5.5% 22.9% 37.0% 48.6%
7 5.0% 15.9% 39.3% 46.3%
8 -18.1% 10.5% 2.8% 26.4%
9 -12.8% 0.2% 33.0% 40.7%
10 6.9% -8.8% 36.2% 25.4%
Average 2.4% 18.0% 34.7% 44.3%
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As can be seen, most plots of Model 2 are closer to
the 45° line than most plots of Model 1; meanwhile,
most plots of Model 4 are closer to the 45° line than
most plots of Model 3. This indicates that the
prediction of models that incorporate significant
variables can match the actual accident duration.
Most plots of Model 3 are closer to the 45° line than
most plots of Model 1; meanwhile, most plots of
Model 4 are closer to the 45° line than most plots of
Model 2. This implies that the models that apply the
ANN method may sufficiently capture the
relationship between the inputs (accident features)
and the output (accident duration).

5.2. Performance comparison for circumstances
Table 7 shows the MAPE values and p-values of a t-
test for two circumstances of each feature for a
comparison of the prediction performance. The
statistic t-test was used to test the equality of MAPE
values for two circumstances of each feature.

The p-values were greater than 0.05 and the MAPE
values for the four models were not significantly

different between (i) rainy days and other weather
conditions, (ii) dry and wet pavement conditions,
and (iii) a crash into a roadside parapet and other
collision type. This result means that the four models
can provide a similar prediction performance in all
types of weather conditions, pavement conditions,
and collision type.

Based on the p-values below 0.05, Model 4, which
incorporated significant variables and employed the
ANN method, can provide a more accurate
prediction of accident duration when the
circumstances involved the day time or drunk
driving than those that involved night time and did
not involve drunk driving.

For Model 1 and Model 2, the p-values between
Type A2 and Type A3 accidents were less than 0.05
and the MAPE values of the Type A2 accident were
significantly lower than those of the Type A3
accident. This result shows that the models that
apply the kNN method may better capture the
phenomenon of the Type A2 accident than that of
Type A3.

Table 7. A comparison of model performance by circumstance

Model 1 Model 2 Model 3 Model 4
Method for model KNN KNN ANN ANN
construction

Features Circumstances Independent All  Significant All  Significant
variables in model variables variables variables variables
Weather Rainy day MAPE 39.3% 46.2% 27.3% 30.3%
Others MAPE 51.2% 45