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Abstract

In a parallel time-interleaved data sampling systiming and amplitude mismzates of this structure degr:
the performance of the whole ADC system. In thipggaan adaptive blind synthesis calibration atbaniis
proposed, which could estimate the timing, gain affset errors simultaneously, and calibrate autaraby.
With no need of an extra calibration signal and redesigrould efficiently and dynamically track theasige
of mismatches due to aging or temperature variafofractional delay filter is developed adjust the timin
mismatch, which simplifies the degsi and decreases the cost. Computer simulationsalaceincluded t
demonstrate the effectiveness of the proposed metho
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1. Introduction

Because of the limits of electronic component ananuafiacture technique, the time-
interleaved Analog-to-Digital Converter (TIADC) dlel sampling technique is the most
effective method to meet high sampling rate anch hgsolution sampling requests [1].
Unfortunately, the performance of this system igrdded by the following effects: (1) The
mismatching of amplitude among various channelsT(®# different phase delay of sampling
synchronization circuits. The gain, offset, anditighmismatches lead to additional spurious
components in the spectrum, and degrade the sySignal-to-Noise Ratio (SNR) [2]. So,
digital post-processing methods are needed, whalogmatching techniques are either too
imprecise or too expensive.

Over the years, many methods have been proposednipensate or reduce the errors
effectively. For stationary mismatches, the genegdl cross correlator [3] is a classical
estimator, as well as the discrete-time Fourierdi@am-based method [4] provides viable
solutions to the delay estimation problem. An dffsempensation method utilizing randomly
chopped input signals is presented in [5]. Anddaniification of gain error is presented in
[6]. When the mismatches are time-varying due to@@r temperature variation, adaptive
tracking is necessary. An adaptive estimation neefbotiming mismatch can be found in [7],
with constraining the finite impulse response (FilRgrpolating filter coefficients to be some
functions of the timing mismatch. In [8] and [9h adaptive compensation of gain and offset
mismatches is introduced. However, these researohady aimed at one of the mismatches,
and did not take the synthesis influence broughalbyhree mismatches into consideration.
Also, in these approaches, estimation and caltmadire separated, that makes the cost of
processing unbearable for real-time systems.

In this paper, we develop a novel adaptive algorifior estimating and calibrating the
channel mismatches while the system is operatimgaldy on an unknown signal, based on
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the control of synthesis cost function of threemmasches. Without an extra calibration signal
and redesign, this method could adjust and traekntlsmatches in background. The use of
fractional delay (FD) filter achieves the timingsmatch adjustment and simplifies the design.

2. Adaptive synthesis calibration

2.1. Multi-channel system model

Figure 1 illustrates the block diagram of a typi€®ADC system. It consists of M parallel
ADCs, which is called “channel” and works at thensasampling raté;/ M driven by a
master sampling clock. After reorganization, éDCs work equivalently as a single ADC
operating at aiM times higher sampling rate.

MKT,
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MKT, + T,
- AL
\2< - ADC, 1 N Outputy[n]
i

Jaxadninin
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Fig. 1. Block diagram of a typical TIADC parallgistem.

Unfortunately, because of the mismatching, eachDlQAchannel has gain, offset, and
timing mismatch, namelgm, on, andAt,,. The output of then-th channel as illustrated in Fig.
2is:

Yokl =0, X( kM+  T+A )+ g, k0,--, N1, m 0, M1 (1)

where:M denotes the number of channedg) represents the input signal, apgk] denotes
the digital output signal of the+-th channel.

ADCm
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—
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Fig. 2. Model of then-th channel ADC.

The nonuniform signal degrades the system perfocsmamnd has to be estimated and
calibrated.

2.2. Adaptive synthesis calibration algorithm

When time-varying mismatches that were caused lixygagr temperature variation are
estimated, adaptive methods are generally usedibead their general robustness.
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The adaptive filtering application is a recursiventoller, which could modify its
coefficients or control effect based on the vaomatof the signal parameters or the system
state by constant measurements to attain the lossibte performance. The distinguishing
feature of adaptive filters is that they can modifeir response to improve performance
during operation without any intervention from tiger. The adaptive system consists of the
controllable module, controlled objects and adaptientroller. Letx represent the input of
the adaptive filterd be the desired respongedenote the system output, the error signal be
e = d-y; the goal is to adjust the system output to apprate the desired response as closely
as possible according to a certain performancermit by comparing its output thand to
obtain a good estimation of the parameters.

In a TIADC parallel sampling system with band-liedtinputx(t), the channel O is chosen
as the reference channel, thatgss 1, 0o= 0, Aty = 0, its outputy[K] as the desire response,
and the sampled signal af-th channely,[k] as the input of adaptive filtering system.
According to optimal criterion, the synthesis cedifon is to find the errorgn, oy, andAty,
making the mismatches between timeh channel and the reference channel as small as

possible through adjusting the system outpu{k] to be closer tgo[k] based on the control
of cost function.

X(t) — Yol Kl . g me]

f Yl K A
ADCm |—®| Calibration

9m0[ k]

]
|
: : Estimation
Multiphase

Clock Generatof

Fig. 3. Basic classes of adaptive filter configimat

The error signa m#@] represents the difference between the estimatgzbnsey, [K]
and the desired responggk], that is:

gmo] =y k-"w{ k )

where: 0 denotes the vector of unknown parameters @pfk] represents the estimation of
YolK] using ym[k]. Based on the channel module illustrated in Rigand Eq. (1)\y,,[K is
calculated as:

9mo[k1=gi vk~ m+ Q) - g, 3
where:
_At,
d, = T (4)

S

yml K, d] represents the value sampled at titkid ¢ m +d) T c]m ,8,,,0,,denote the estimation
of dm, Om, Om respectively.

We design an optimum filter that estimates the omkmn parameter® by minimizing the
following cost function based on the Least MeangsgyLMS) criterion:
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Jiws =Min J = min E{ ¢ me] e nd] '}, (5)

where " denotes the transpose. Eq. (5) is a three dimers$aninear Least Mean Squares
(NLMS):
'JLMS = f(dm’ gm’ Orr)' (6)

In order to solve the nonlinear optimization problen Eqg. (6), we use a relaxation-based
algorithm [10] based on the LMS criterion, deconmgdsinto three optimization problems,
generate the proper control signal to upaif8, g, o, separately, and minimize the cost
function to realize the synthesis estimation.

Using the Steepest Descent algorithm, the parametes then adjusted by directly
updating as:

0, <=9 (9,030, 7)(

03, = E2 ¢ mo] 0 fe g 3, 8)

odmo]™ e mo™ afle g,
od. ' dg, ' 9o,

m

Oelm6]“ =[ ) 9)

m
where, 0, =[d ", 9., 0] "represents the estimation parameter of kitle step,, is

the step size.

Timing mismatch is one of the most significant magames, not only difficult to correct,
but even more difficult to identify. Since timingsmatch arising in TIADC is typically small,
and the analog reconstruction, in general, is cdatjnally expensive or inaccurate, a
Farrow structure filter [11] is employed to impleméehe evaluation and calibration of the
timing mismatch.

Yolk dl = y[ BT hd n ol (10)

where [J denotes conjugate, so Eq. (3) can be rewritten as:
~ 1 ~ A
Yol Kl N YLRO R nt m- Q] -7q (11)

The update function of the timing mismatch is:

A, =d,® - A3, (¥, 12

DJdm(k)=2qm91%{#(k) vl KO Bl o m“gw)]—w}
m  Im (13)

=-Ze[m9]ﬁ YL RO B p o),

where 1, is the step size of the timing mismatch.

The reconstruction of signals with offset error agdin mismatch costs only little
computational complexity. As the offset error isaditive noise to the input signal in time
domain, the accumulator could be used to compenBageupdate function is as follows:

0, =0, -ufJ, (K, 14j
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03, (k) =24 me]%{ﬁ ¥l KO Bl m“gw)]:pw}

m

(15)
=-2¢[m#0],

where/s, is the step size of the offset.
The gain error is multiplicative noise to the ingignal, which is calibrated by the time-
varying multiplier. With the step sizg,, the update function of gain is:

On =00 — 03 (K, (16)

Dagm(lo:ze[me]%{ﬁ vl KO B o m#k))]—wk)}

m

(17)
=-2e{mO][ 4“1 ¥ kO hf et m ¢

2.3. FD filter

FD filter is a discrete-time interpolator to appiroate the desired frequency respoa.
When the fractional delay is time-varying, it does not have to be redesigfidér basic idea
of the FD filter is to approximate each coefficientan FIR filter as a polynomial, and
decompose into several parallel fixed FIR filters.

For instance, by expending each coefficient inaverall filter to a polynomial function of
degreeP; in d, the FIR is expressible as:

Heo(z.6)= 3 R a>zn=zz[3z_ oD a} 2

R-1[ Rl " I:Po—l (18)
-5 Same 4T e

The Eq. (18) represents a classic filter structieg is called a Farrow structure. The
desired fractional delay is achieved by directiytiplying the outputs of these filters with the
value of the fractional delay parametkr Fig. 4 shows a typical FD filter with Farrow
structure:

yirl

Fig. 4. Typical FD filter with Farrow structure.
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where, B, is the order of the polynomial amdn) is the coefficient for thé-st order term for

the n-th value in the impulse responkgn, d). C, (2), | = O[II Ps—1 are identified as FIR
subfilters.

For the use of1J, (k) in Eq. (18), the(% H.,(z d) could be calculated as:

Hip (1) 2~ Heo (2.
9 (19)
=>lc, (n)d"™.

The corresponding realization of the derivativeR@ filter with a Farrow structure is
shown in Fig. 5.

vin yin d
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Fig. 5. Arealization of the derivative of FD fittevith a Farrow structure.

The FD filter can be designed using a constrair@dimear optimization algorithm based
on design criteria. For this purpose, the functioinimax from the optimization toolbox
provided by Matlab [12tan be used. When using this function, we provideobjective
function, that is, the error function minimizedtae given frequency points as well as the
gradient of the objective function with respect ttte adjustable parameters. And the
optimized coefficients of the FD filter with thesfjuency band = [0, 0.75] are as follows:

-0.0103 0.0214  -0.0449 0.0893 -0.1870 0.6278 .6208 -0.1870 0.0893 -0.0449 0.0214  -0.01C
C= 0.0014 -0.0016 -0.0030 0.0136 -0.0560 0.62000.6200 0.0560 -0.0136 0.0030 0.0016  -0.00Q:

0.0080 -0.0222 0.0443 -0.0901 0.1886 -0.1287 1287 0.1886  -0.0901 0.0443 -0.0222 0.008

-0.0044 0.0065 -0.0016 -0.0071 0.0485 -0.111D.1117 -0.0485 0.0071 0.0016 -0.0065 0.00

Fig. 6 illustrates the magnitude and phase delagarses for the optimized FD filter for
d=0,0.1,0.2,...,1.
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Fig. 6. Magnitude and phase delay response forilke® for d = 0,0.1,0.2, . . . ,1.

2.4. Synthesis of calibration

With the above analysis, the synthesis of the aiin algorithm is presented, and the Fig.
7.

X(t) Yol K]

A

[ T d [ o | €mo]
L LMS
Estimation

Fig. 7. Block diagram of adaptive synthesis calibrasystem.
~ Step 1: select the initial conditiods®, gn'®, 0*, and the optimal step sizeg L, to;
— Step 2: sample the signal, obtain the dgf#], m= 0, IIM-1, and compute the deviation
function € m0] according to Eq. (2);
~ Step 3: iterate the update df**?, g, 0,V using Eq. (12), Eq. (16) and Eq. (14). If
the difference betweed™ and J*™ is smaller tharl0®, then stop the adjustment, else
repeat step 2;
— Step 4: refine the fractional delay parameter wjtthen the calibration is finished.
Since the mismatching parameters’ statistical ptogse of the TIADC system are
unknown and change with time, the adaptive fillenld automatically adjust its coefficients
to compute instantly a “good” approximation at etiofe.

3. Reaults and discussions

Experiment 1. The validity of the proposed adapsyathesis calibration algorithm has
been confirmed in a two-channel TIADC system witjuigalent sampling rate at 500 MSPS
supported by two 8Bit-250MSPS ADCs (Ideal_8 Bit)aflt3]. Let the sampling system
maintain certain nonuniformy= 0.16,0;= 1.09,0,= 0.025, and apply the synthesis calibration
algorithm to do verification.

A sine wave with frequencly= 10MHz is used as the test signal. The frequeaspanse
of the original output sequence before compensatighown in Fig. 8.
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Fig. 8. Waveform and frequency spectrum of 10MHiesvave captured by two-channel TIADC at 500 MSPS.

After adaptive synthesis calibration, at the stee gy = 0.03, 14 = 0.004, 14, = 0.008
which could obtain a good compromise between p@tiand time simulation, and the initial
conditionsdy® = 0,% = 0, ;¥ =1.1, the convergences of the estimated timing), gaffset
mismatch with an increasing number of samplesasvshin Fig. 9.
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Fig. 9. The convergence behavior of the estimateihdj, gain, offset mismatch.

The results show that the estimated mismatches ar@.1598, §, =1.0898,6, =0.0210,

and the identification has effective accuracy. §aa and offset mismatch have converged to
their correct value approximately after 300 sampbesd timing mismatch has converged
approximately after 2100~2500 samples.

Fig. 10 shows the waveform and frequency spectritineooutput signal after calibration.

As can be seen, the error spectra caused by misesat@ave very little power. Now the
calculated value of SNR is approximately 48.08 d&ding to an improvement of 21 dB, the
ENOB is increased by 7.69Bit-4.18Bit, and the SABRnhanced from 27.09dB to 61.68dB.
The performance of this TIADC system verifies tloguaate mismatch estimation, and the
additional spurious components in the spectrum baea reduced efficiently.
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Fig. 10. Waveform and frequency spectrum of thébcated output signal.

Experiment 2. In the same TIADC system with the esamismatches, the overall
compensation performance has been evaluated byutmmgpghe signal-to-noise (SNR) for a
different number of input frequencies.

55

50 =
450 \ theoretical for 8-bits |
—<— uncalibrated signal
—— calibrated signal
40 —
351 =
30+ =
s TV B
N R
20 TV N
15+ -
10+ =
5 1 1 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Normalized frequency ( flifsx2 )

Fig. 11. SNR measurements for a sinusoidal input.

Fig. 11 shows the SNR for the calibrated and ubcatied output signal. The top plot is the
theoretical SNR of an 8 Bit ADC, the next and tlétdam plot show the SNR of the signal
with and without compensation respectively. Befocabration the maximum SNR is 27 dB,
and the calibration is necessary. We can obsemeftn very low frequency inputs, SNR
improvement of the calibrated signal compared éouhcalibrated signal is evident. However,
with the input frequency approaching the Nyquistfrency, the improvement becomes small.
The SNR of the calibrated signal is superior tod80for normalized frequency inputs up to
approximately 0.4. For very high-frequency inputBe estimation does not converge
effectively.

For most applications of the high speed Waveformitzer, the lowest band-width of the
digitizer must be 5 times the centre frequencyhef analyzed signal; it means that the ratio
between the sampling rate of the TIADC and theuesgy of the input is 0.2~0.4. So this
synthesis calibration system works well.
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4. Conclusions

When using a parallel time-interleaved structurerdalize high-speed sampling, the
mismatches among the channels degrade the sygpenficsmance. In this paper, an adaptive
blind synthesis calibration algorithm is presentedhich could estimate and calibrate the
timing, gain and offset errors automatically. Wikie use of a FD filter, it could compensate
the timing error accurately with small cost. Witlh@n extra calibration signal, this method
could dynamically track the time-varying mismatclefBciently, and it especially suits a
high-speed storage oscilloscope and other apmitatvith high real-time and feasibility.
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