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Tracking of dynamic gesture fingertips position
in video sequence

TOMASZ GRZEJSZCZAK, REINHARD MOLLE and ROBERT ROTH

The field of research of this paper combines Human Computer Interface, gesture recognition
and fingertips tracking. Most gesture recognition algorithms processing color images are unable
to locate folded fingers hidden inside hand contour. With use of hand landmarks detection and
localization algorithm, processing directional images, the fingertips are tracked whether they
are risen or folded inside the hand contour. The capabilities of the method, repeatibility and
accuracy, are tested with use of 3 gestures that are recorded on the USB camera. Fingertips
are tracked in gestures presenting a linear movement of an open hand, finger folding into fist
and clenched fist movement. In conclusion, a discussion of accuracy in application to HCI is
presented.

Key words: hand landmarks, tracking, fingertip detection, hand gesture, gesture recognition,
HMI, HCI

1. Introduction

Gestures are commonly used as a nonverbal way of communication. In recent
years, developing Human Computer Interfaces (HCI), many researchers have
proposed numerous solutions to make gesture-based intuitive control possible.
Some of them, such as finger gestures on touch screens of smartphones, or
body gesture-based game controller, are well accessible and commonly used in
everyday life. However, most often, a dedicated equipment is necessary. In this
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paper, the approach of gesture recognition based on records captured by widely
accessible video cameras is presented.

In the terms of gesture recognition method, the most crucial division is be-
tween stationary and dynamic gestures. Stationary gestures are presented once,
while the dynamic gestures present the movement described in time. Thus, sta-
tionary gestures are usually presented in images, and the dynamic gestures — in
video sequences. This brings another crucial distinguishing feature. Stationary
gestures are usually presented distinctly with clearly visible finger position. Fin-
gers in dynamic gestures tend to overlap and cover each other during movement.
Thus, it is important to develop and test a method for accurate folded finger
detection and tracking.

1.1. Overview of vision-based gesture recognition

Communication and human-human interaction can be represented in a verbal
and non-verbal way. In non-verbal communication, a gesture is an intentional or
unintentional action of the entire human body or its parts, aimed at communicating
a certain message. The messages are conveyed with static poses or dynamic
movements of body parts (e.x. hand, arm, hip) or facial expressions. Gesture
recognition, defined as interaction in HCI, is an important topic in computer
vision and has been intensively studied over the years.

The process of hand gesture recognition can be divided into three main
stages [4,36], namely: (i) segmentation of a hand region from the background,
(ii) feature extraction and (iii) gesture recognition. Completing the whole pro-
cess is necessary for sign language recognition [1] or in the HCI systems [39],
but, as a number of challenging image processing and pattern recognition tasks
are involved, many works are focused on improving particular processing steps,
assuming some simplifying conditions for the others.

There are numerous approaches in the stage of segmentation of a hand region
from the background. Hand region can be distinguished from background by skin
detection and segmentation method [13, 14, 16]. Among many, those methods
are based on skin color modeling [18], supported with spatial distribution of
skin pixels [41], as well as analysis of the texture [12] and by adapting skin
model [13,42] to a presented scene, which increases the precision of segmenting
skin regions. Those approaches heavily depend on the background and lighting
conditions, thus in many works on gesture recognition a controlled background is
assumed [20] or the hand region extraction is simplified using some markers [26,
35]. In recent years, infrared cameras and sensors found great application in
segmentation process in gesture recognition. The applications vary from infrared
thermal imaging used to segment a region of the human body temperature [19,33]
to many other depth detecting hardware solutions, such as Time of Flight camera,
Kinect or Leap Motion [11,21,28].
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The next step after detecting the region of interest by subtracting the back-
ground is to gather data necessary for proper gesture classification. There are
mainly two approaches [3,30]: (i) appearance-based and (ii) model-based. The
latter focuses on fitting a predefined 3D hand model to an image subject to the
analysis. Appearance-based approaches uses a number of computer vision-based
techniques in order to extract the features from an image. The most common
solutions applied here can be categorized into distance transform [23,27, 40],
template matching [29, 34,40] and contour analysis [5,9,27,32]. Depending on
the applied method, different properties are used to locate the hand features:
calculating the contour points distance to the palm center is used to measure the
dissimilarities between hand shapes [32], silhouette analysis is aimed at finding
concave regions from the contour [5] or landmarks are found by relations between
the contour pixels [9].

The final step is to classify the extracted appearance features, compare, and
recognize or identify the presented gesture. The most common classification
procedures are clustering, support vector machines [15], hidden Markov models
and neural networks [30]. The classification process depends on a particular
application of the developed algorithm. The most common purposes of gesture
recognition systems are desktop applications, sign language recognition, games,
robotics and augmented reality [30]. However, it is notable that many solutions
described in the literature propose novel feature extraction algorithms without
focusing on a particular practical application.

Depth sensors have played huge role in HCI and gesture recognition research.
In 2010, Microsoft released Kinect, that was previously known as ZCam [10], and
gave the programming libraries for human pose detection. Unfortunately, precise
hand landmarks recognition was not supported, thus researchers used the depth
information to threshold hand region and used other vision-based approaches,
such as contour analysis or distance transform [22,31].

Recently developed Leap Motion controller is dedicated for hand pose esti-
mation [25,38] and is capable of accurate evaluation of hand landmarks position
in time and space. Therefore, some recent research does not focus on detection
and location of landmarks, but on the last stage, which is gesture recognition for
different applications, such as recognition of numbers drawn in the air [37].

The latest research in hand landmark localization are inspired by deep learning
and convolutional neural networks. The idea is to omit the image processing
and train a large neural network with hundreds of marked images. In case of
landmarks fitting, the first attempt was to estimate a human pose [2]. Recently
this approach is tested to work with hand pose estimation using MediaPipe [24].
The concept articles about On-Device, Real-Time Hand Tracking with MediaPipe
can be found online, however no research articles were published on this topic
so far, thus it is difficult to compare it with the, described in this paper, image-
processing approach. Moreover, both approaches are using different algorithms
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needing different resources, so they can be more or less applicable in different
projects. In this case it is not possible to state that one approach is better then
another.

1.2. Contribution

The aim of this research is to follow the capabilities of depth-sensor based
solutions, but with the use of standard images from digital camera that are easily
accessible and widely used in many computers or smartphones. Therefore, among
all different vision approaches, the research presented in this paper is performed
with the use of vision-based system processing consecutive 2D images stored as
a video sequence. First of all, each frame from a video sequence is segmented
to obtain a hand region mask. Next, each frame is subject to gradient direction
visualization, distance transform, template matching and a set of heuristic rules to
find a set of hand landmarks. For each video frame, the set of detected landmarks
is added to a time set containing the whole path of landmarks movement.

The contribution consists in application of heuristic rules on directional image
and distance transform to track detected hand landmarks in video sequence. The
techniques were developed and compared with state of the art in previous research
of hand landmarks detection and localization in stationary color images [7]. In this
paper, the input is a video sequence, so the method is amended to constantly track
hand landmarks. In this research, the method based on the directional image has
been applied, as the alternative techniques focus exclusively on the contour and
they fail to detect the landmarks of folded fingers. The results of an experimental
study clearly demonstrates the advantages and possibilities of continuous hand
landmarks tracking, both in case of clearly risen fingers and in case of folded
fingers.

2. Hand landmarks tracking

This section present the overview of hand landmarks detection method that
mainly benefits from the analysis of the directional image, which makes it possible
to determine the locations of the landmarks positioned inside the skin presence
masks. The overview of the method is presented in Fig. 1. Each step of the
algorithm is described as a subsection.

2.1. Input

Dynamic gestures are presented in the form of a video sequence. Each frame
is grabbed and processed individually, creating a set of input images (Fig. 2a).
It is possible that information from previous or next frames can be used to narrow
the search region, however this is an optimization process that can be applied
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Figure 1: Hand landmarks detection and localization flowchart

once this approach is fully tested. Thus, a dynamic gesture recording is in fact
a set of input images of quantity equal to recording time multiplied by recording
frame rate.

The input for the image processing algorithm is the stationary, 3 channel RGB
image frame from the video. The video resolution is 640 X 480. Some methods
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of the algorithm uses the normalization, that changes the size of the input image
to maximum height or width of 300 pixels. The normalization is used in methods
that has insignificant influence on the final accuracy of detected landmark (e.g.
wrist localization or finding hand orientation). During tests the video resolution,
and the normalization parameter max(n, m) = 300 provided the best compromise
between processing time and accuracy of landmark localization. The input is a
color image stored in 3 dimensional matrix in RGB color space, however, for
some image processing methods, the image is converted to gray scale, or HSV
color space.

2.2. Image processing methods

Among many image processing methods applied in this research, the most rel-
evant are background extraction, directional image formation, template matching
and distance transformation. These methods are commonly known, well described
and often found in literature [5,9,23,27,27,29,32, 34,40, 40].

Directional image [17] is a set of oriented segments. Basing on the input image,
the average tangent directions for every 3x3 group of gradients are approximated.
Next, the image is divided into 5x5 chunks, and for each chunk, the average tangent
vector is determined and characterized by angle and variance. Directional image
is a visualization of short line segment inclined by tangent angle in each chunk
(Fig. 2b). If the variance is higher then a certain value, the line is not drawn
(Fig. 2¢).

Another method, applied as an initial processing step, is segmentation. In this
case, the hand region should be segmented from the background creating a hand
skin presence map (Fig. 2d). There are numerous ways of automatic background
extraction discussed in section 1.1 overview of vision-based gesture recognition.
The described method can work with skin detection algorithm, however at this
point, to avoid the error propagation, all recordings were taken on a controlled,
stationary background. The skin presence mask, represented as binary image D,
is obtained with simple threshold based on saturation range

0 for S(x,y) <t,
1 otherwise,

D(x,y) = { )

where destination pixel in D image is set depending on value of pixel in source
image S and threshold value ¢ is set experimentally to ensure full skin presence
mask with smooth contour. The changes of parameter result in images presented
in Fig. 3c, d. As the threshold is based on saturation, to ensure the high saturation
distinguishability, the background is white, well illuminated with several light
sources, that eliminates shadows. The example in Fig. 3 shows that the value of
t for this recording can safely be set to any value in range (56, 96) without major
influence on the result.
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Figure 2: Steps of hand landmarks detection and location algorithm presented with the
results of image processing methods

As the fingertips are round, the hand mask image (Fig. 2d) is subject to cross
correlation template matching of a circle template image. Local maxima in the
output (Fig. 2e) refer to risen finger tips. On the other hand, matching a ring
template to directional image (Fig. 2c) gives the localization of folded fingers
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Figure 3: Influence of threshold ¢ parameter on mask image D. a) Part of source image S,
b) saturation channel and the application of formula (1) with ¢) t = 56 and d) t = 96

and other concave regions, such as space between fingers (Fig. 2f). Adding both
template matching matrices results, gives the information of both folded and
risen fingers (Fig. 2g), that are located in local maxima. The size of the templates
(circle diameters) are dynamically set proportionally to detected hand size that is
calculated from distance transform.

Values of distance transformation are the values of distance of the pixel to
the nearest contour pixel. Local maxima refer to the center of the circle inscribed
in the contour. This property is used to locate palm region and track finger
base. Distance transform is applied on mask (Fig. 2d, results in Fig. 2h) and on
directional image (Fig. 2c, results in Fig. 2i).

2.3. Wrist landmarks

A hand can be located on the image in any direction with any sleeve length
that influences the skin presence mask. The first step is to determine the hand
orientation and divide the skin presence mask into hand region and forearm
region.

The idea that wrist region can be located on a local minimum of hand profile
was tested and proven [8]. The algorithm consists of the following operations:

1. Prepare the input data and the mask contour.

2. Determine the angle of the longest chord of the contour.

3. Rotate the image by the chord’s slope and calculate the profile.
4. Find the local minimum of the profile.

5. Compute the final wrist point on the original image.

There are two expected outcomes: determination of hand orientation and
emergence of hand region from the skin presence mask.

Hand orientation is determined based on the longest chord inside the skin
presence mask. The longest chord is supposed to be a longest line segment with
end points located on mask contour with each point contained in the skin presence
mask. The angle of slope of this line segment reflects the hand orientation angle.
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Wrist line, that divides the skin presence mask into hand region and forearm
region, is perpendicular to the longest chord and is located in local minimum of
lengths of perpendicular chords. In order to locate the wrist line, the image is
rotated by the longest chord angle, so all hand presence pixels can summed in
each row. Next, treating the sum of pixels in each row as a profile function, local
extrema are found and the local minimum is assumed to be a wrist line. This
locally shortest chord end points are treated as two wrist points. The detected
wrist line can be observed in Fig. 2j.

Once the skin presence mask is divided into two regions, it is still unclear
which one is the hand region, therefore both regions are processed further.

There are some special cases, e.g. short sleeve. In this case local minimum
is a global minimum on the end of profile and the whole skin presence mask is
a hand region. However research has shown that those cases are irrelevant and
brings small influence on the final hand landmarks detection procedure.

2.4. Palm region

In order to calculate hand and fingers size, a palm region has to be located.
Palm region is the circle inscribed in the contour, that is a largest circle that can
be fitted inside the region. The easiest way to find it is to perform the distance
transformation of the region. Distance transformation, for each pixel, sets its
value to the distance to the closest background pixel. The maximal value of the
transform is the radius of the circle and the location of the maximum is the center
of the circle. The algorithm outline is:

1. Prepare the mask image D.

2. Perform the distance transform. Calculate xmax, Ymax and 7 = D (Xmax, Ymax)>
where r is the maximal value of distance transform in point xmax, Ymax-

3. Multiply r by the enhancement coefficient.
4. Draw a filled black circle of radius r in position xmax, Ymax-

5. Perform step 2-3 one more time, to detect second palm region candidate.

Four circles can be observed in Fig. 2j. Each pair with common center is
located in the potential palm region. At this point, due to the fact that the hand
region is undetermined, potential palm regions are calculated on both sides of the
wrist line. The bigger circle with enhanced radius is used to distinguish between
folded and risen fingers and between finger tips and finger base.

2.5. Finger tip detection

To locate the finger tips, the template matching is used. In the original idea [34]
finger tips are located in local maxima of cross correlation of circle template
and hand mask (Fig. 2e). Unfortunately, this method does not detect folded
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fingers. In order to find folded fingers that are inside skin presence mask it is
necessary to know what is inside the hand contour. The proposed modification
uses the ring template matching on the directional image (Fig. 2f). Finger tips
are searched among the local maxima in the matrix presenting the sum of two
template matching output matrices (Fig. 2g).

At the beginning, there are two empty sets A = B = @. Once the global
maximum in Fig. 2¢g is found, its position p, , is stored in one of the two sets,
depending whether it was detected below or above the wrist line. The detected
maximum position

A if apy +bpy +c >0,
{Pxyt U { B otherwise, ~

where a, b and c are coeflicients of wrist line. Pixels values in the vicinity value
in the vicinity of this maximum are set to 0. The whole procedure is repeated
until no local maximum is present or maximum of 5 points are found on one side
of wrist line, which brings |A| V |B| = 5. The algorithm is:

. Prepare the connected template matching image (Fig. 2g) T Mc+g.
. Find point p that is max(T Mc+g).

1
2
3. Draw filled black circle of template radius in position py .
4. Assign the point to a set, according to formula (2).

5

. Repeat 2—4 until |A| vV |B| = 5 or max(TMc+g) = 0.

Wrist line divides the skin presence shape into hand region and forearm
region. It was tested that more points are detected on the hand region, because
the directional image is more detailed there, producing higher template matching
values. Therefore, the bigger set — or the one with 5 elements — is the set of the
finger tips position.

2.6. Finger base detection

Each finger base is found starting from each finger tip and moving inside the
inner contour produced by directional image. Technically, for each finger tip, the
closest local maximum of directional image distance transform is found. Then
the point is moved along the local maxima until it is close to the palm region
circle. The steps consist of:

1. Prepare the distance transform image from ring template matching (fig. 2i)
DTy and the fingertip point p,. .

2. Draw filled black circle of radius r = 0.9DTg(x, y) in position p. .
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3. Find new point py,,, that is max(DTg) on a circle border (with constrain
|ppnew| =r.
4. Assign p := ppew-

5. Repeat 2—4 until |pppaim| < rpaim, Wwhere ppay is the center of palm region
with enhanced radius rpgj,.

The output of finger tip and base detection is presented in Fig. 2j. The paired
finger tip and finger base are connected by line segment. The numbers on the
detected points are part of debugging process and are irrelevant.

2.7. Output

The output of each image is a set of detected hand landmarks and their
positions on image. The set contains of two wrist points located on two sides of
the detected wrist line segment. Moreover, one chosen fingertips set is included
in the output hand landmarks set along with finger base points. Palm region is
helpful in finger detection, however it is not a hand landmark, so it is not appended
to the output set.

3. Validation procedure

The validation procedure is designed to prove the accuracy and repetability
of the presented hand landmarks tracking. In the presented tests, all 5 fingertips
are located on the video sequence presenting stationary and dynamic gestures.
The tests focus on the accuracy of points detection while performing a linear
movement.

3.1. Tests

Before the main dynamic gestures tests, an initial test checking the repeatibility
of the method is performed. An open hand static gesture is recorded. The hand
does not move, however the frames are changed due to small light changes and
frame grabbing properties. The expected output is that all detected points are in
the exact same position during the entire test.

The most distinctive feature of this approach is the capability of detecting
fingertips of folded fingers. The presented experiments are designed to verify the
accuracy of finger tracking in sequences where fingers are folded, overlapping
or are detected inside the hand blob. Three tests are proposed in order to fully
cover and prove the concept. During each test one dynamic gesture is presented,
where the fingertips are moving along a designed line. Even that, some gestures
are presented as stationary, they become dynamic by moving them along a path.
The detected fingertips positions are gathered and their positions are compared
with lines coordinates.
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The easiest test for every finger position detecting method is an open hand
gesture with spread fingers. To verify the accuracy of finger tracking in this easiest
test, the open hand and each of the spread fingers are moved along the horizontal
line (Fig. 4a).

a) b)

Figure 4: 3 types of dynamic gestures that are tested. Each fingertip is tracked, while
a) open hand is moved horizontally, b) hand is clenched, c) fist is moved vertically

Next, to test the finger tracking while folding fingers, the gesture of fist clench-
ing is recorded. Starting from an open hand with spread fingers, the fingertips
points are moving along a line in the direction of the palm center. While observ-
ing the contour during the movement, it can be noticed that the fingers start to
overlap while folding, and the contour becomes more and more circular. At this
point many contour-based methods are unable to properly locate fingertips [6, 7]
(Fig. 4b).

The last experiment tests the tracking of folded fingers in the most difficult
gesture, that is a clenched fist. Here, the stationary fist gesture is moved vertically
down, thus all detected fingertips should move along a vertical line (Fig. 4c).

3.2. Measurements

The processing of each video frame produces a hand landmarks set. The full
video analysis produces a time sequence of hand landmarks sets as each landmark
changes its position in time. During each frame of the recording, the P number
of points are detected. The recording consists of N frames. Each detected point
is denoted by pli/1 = (pgf”],pg’ﬂ), wherei=1,2,..,Pand j =1,2,..., N.

In many research procedures, user is asked to follow the assumed path, how-
ever here, user was asked to perform any linear movement, and the paths were
estimated from all detected points. Thus, the detected path is the best line that fits
the detected points. As the last step, the estimated line or point was checked by
expert, whether it really was the fingertip movement path. Usually, gross errors
(visible for example in (Fig. 6a in y € (120, 180)) influenced the estimated line
position, and the role of the expert was to remove those points until the detected
path covers the real path movement.
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In order to verify the repeatibility and accuracy of the proposed method, for
each gesture an estimator is chosen. Error d; is measured as the distance between
detected and the expected point position.

In case of stationary gesture, all detected points should not change their

position in time, hence the estimator is a point plil = (ﬁg], ﬁg]), where

Am:lﬁlm Am:li[m 3)
Px N < Px" s Py N < Py -
In the case of dynamic gesture, the estimator is a line given by equation

@i +biy+c =0. 4)

Coefficient a;, b; and ¢; are calculated based on the average value of all detected
points coordinates with the use of line fitting method. The error in points detection
is measured as the distance d; from detected points to the estimator. In case of
point estimator

L N2 Y T\ 2
d; = \/(px[’] -0 = (B - pyT) (5)
and in case of line estimator
1 N o
di = ——===) [aip!""" + bip," + 3. (©6)

-2 4
NA@? +b; J=!

The results of tests are presented in Fig. 5 for stationary and in Fig. 6 for
dynamic gestures.

100 150 200 250 300

0

50
100 %
150 Rt y

200

250

Figure 5: Hand landmarks of a static gesture detected in time. For each frame, the full set
contains of 2 wrist points (red), 5 fingertips (blue) and 5 finger bases (green)



www.czasopisma.pan.pl P N www.journals.pan.pl

s

114 T. GRZEISZCZAK, R. MOLLE, R. ROTH

a) 0 100 200 300 400 500

50

100 . o

150

200 U

250

b) 0 50 100 150 200 250 300 350 400 450

50

100

150

200

250

300

c) 100 150 200 250 300

50

100

150

200

250

Figure 6: 3 tests of hand landmarks dynamic gesture detection in time. The detected
finger tip points are showed for each video frame. The dashed lines correspond to the
expected finger movement path
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Usually in error measurement, the line fitting methods with the least mean
square of line regression is calculated. The error is calculated as Ay which is the
distance only in y coordinate. In case of vertical movement, producing vertical
line, as shown in Fig. 4c, the Ay cannot be calculated, because coeflicient b = 0
in (4) and there is no y variable in the formula. Thus, the error in both cases is
calculated as the Euclidean distance from point to point or point to line.

3.3. Results

For each point pt/! from the time sequence, the distance is measured. For all
points of the same type, the average of the distance d; is evaluated along with its
standard deviation o-;. The results for all tests are presented in Tables 1-4. Each
value of i was named by the detected finger name.

While reading the results, one need to keep in mind that all presented cal-
culations and results are performed on pixel coordinates. Due to vision system
construction and camera limitations, the measurement accuracy is 1 pixel and all
measured values of x and y are integer numbers. Fractions are the result of formu-
las (5), (6) and averaging. In the used recordings, the indicative diameter of finger
is 30 pixels, the length of index finger is 120 pixels, palm diameter is 135 pixels
and wrist diameter is 85 pixels. Taking into consideration video resolution and
hand distance from the camera, each pixel corresponds to approximately 0.7 mm.
Therefore, that is only informative, because in the method, the template sizes
adjust dynamically, so the errors would be proportionally the same, regardless of
hand distance from the camera.

The first test was performed for stationary gesture recorded in 80 frames. The
results are presented in Table 1. All of the detected fingertip points were close to

each other in each frame with Z ~ 1 and o < 1, that is close to measurement
accuracy. Other landmarks are more spread (Fig. 5), however they were not tested.

Table 1: Results of stationary gesture test

Finger d; o

Thumb 1.57 0.97
Index 1.28 0.45
Middle 1.18 0.38
Ring 0.92 0.54
Pinky 1.02 0.17

Next, the dynamic gestures are tested. Figure 6 a—c clearly refer to values in
Tables 2—4. The first dynamic gesture (Table 2) test shows that nearly all points
ale located on the line with small mean error and standard deviation. The only
high values are in the thumb points, due to gross error.
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Table 2: Results of open hand dynamic gesture test

Finger d; o

Thumb 28.01 17.65
Index 1.23 1.01
Middle 1.35 1.13
Ring 1.34 1.05
Pinky 2.75 1.25

Fist clenching (Table 3) characterizes in small d; errors, however the standard
deviation o is high. This is due to the fact, that while the fingertips are beside
the hand contour, they are detected accurately. When the fingers are overlapping
the contour, the detection error increases. Thus, due to many correctly detected
points, the average is small, however due to some large errors, the standard
deviation is high.

Table 3: Results of fist clenching gesture

Finger d; o
Thumb 9.96 12.22
Index 13.16 15.48
Middle 2.36 1.37
Ring 2.37 6.29
Pinky 5.83 6.21

The last test, with all fingers folded in a fist (Table 4), is the most difficult.
The error and standard deviation for all points are at the same level, confirming
the conclusions from Fig. 6¢c, that the detected plots are heavily scattered. The
mean error of all d = 4.17, so the mean error range thickness is equal 8.34 while
the approximate finger thickness is equal 30 pixels. This means that points are
not detected in the exact center of the finger, however the error is acceptable.

Table 4: Results of dynamic fist movement gesture

Finger d; o

Thumb 5.29 2.96
Index 3.97 3.55
Middle 4.16 2.86
Ring 3.17 3.75
Pinky 4.30 4.47
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The overall results of the tests are proving the concept of using the described
technique in dynamic gesture finger tracking. The best results are for the gestures
with risen fingers, however this approach is not novel and was solved with nu-
merous methods. While folding and folded fingers tracking, the error increases,
however it is still acceptable. Gross errors have the biggest influence on the aver-
age error, thus the next step in the future work will be application of filtering and
other optimization methods.

4. Comparison to state of the art

At the moment, the most accurate hand tracking device is Leap Motion. The
test of accuracy and repeatability are compared with the outcome from Leap
Motion tests [38], that are presented in first row of Table 5. The results of vision
based approach presented in this article are summed and presented in second
row of Table 5. The repeatability and standard deviation are calculated with
reference to a static point in a stationary gesture (from Table 1) while the average
accuracy is calculated with regards to path following with dynamic gesture (from
Tables 2—-4).

Table 5: Comparison of obtained results with state of the art

Method Measurand Repeatability o Accuracy error
Leap reference pen 0.1276 0.0268 1.2
Motion [38] 10.0 (mm) (1.27%) (0.26%) (12%)
Vision finger 1.194 0.502 5.95
Based 30(px) (3.98%) (1.67%) (19.8%)

One important remark is that Leap Motion controller was tested with use
of different width reference pens. The measurements were taken in millimeters,
while in this article, the measurements are presented in pixels. Thus all presented
results are shown in percentage of a measurand. Among presented results, a pen
with 10 mm diameter is chosen to comparison, because it is most similar to finger
width. From the video recordings, the average finger width is calculated to be
equal to 30 pixels (px).

The presented comparison shows that the described vision based approach is
nearly as good as Leap Motion controller in case of dynamic gestures. In case
of repeatability, calculated from a static gesture, the error is much higher with
comparison to Leap Motion. The probable influence is that Leap Motion was
tested with a manipulator, that was able to withstand micro movement. Moreover,
in the presented tests, the static error was on average equal to 1 pixel, which is the
measurement scale, thus no better results could be obtained in this environment.
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5. Conclusions

The presented research and test results prove the concept of fingertip track-
ing basing on the hand landmarks detection and localization algorithm. In the
presented dynamic gestures, fingertips are located with sufficient accuracy. Risen
fingertips are detected with higher accuracy than the folded fingers, however in
both cases the mean error is smaller than the finger diameter. Gross errors that
are results of wrong processing of video frame have the highest influence on
the output points position. In future work the optimization and filtering methods
would be developed to reduce this type of error.
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