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Abstract. In this paper, we propose a novel priority-aware solution named bypass to handle high- and low-priority traffic in multi-layer
networks. Our approach assumes diversification of elastic optical spectrum to ensure additional resources reserved for emergency situations.
When congestion occurs, the solution dynamically provides new paths, allocating a hidden spectrum to offload traffic from the congested links
in the IP layer. Resources for a bypass are selected based on traffic priority. High-priority traffic always gets the shortest bypasses in terms of
physical distance, which minimizes delay. Bypasses for low-priority traffic can be established if the utilization of the spectrum along the path
is below the assumed threshold. The software-defined networking controller ensures the global view of the network and cooperation between
IP and elastic optical layers. Simulation results show that the solution successfully reduces the amount of rejected high-priority traffic when
compared to regular bypasses and when no bypasses are used. Also, overall bandwidth blocking probability is lower when our priority-aware
bypasses are used.
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1. INTRODUCTION
Global network traffic grows rapidly, driven mainly by the num-
ber of network users and the increasing popularity of Internet
streaming services (e.g., video and game streaming). New ser-
vices and applications appear one by one, and they require addi-
tional bandwidth. To meet the requirements of emerging appli-
cations, future networks must transmit traffic with diverse qual-
ity of service (QoS) requirements. An important issue is priority
awareness of traffic. For traffic fluctuations, the network should
be able to handle high-priority traffic without disruptions even
under congestion conditions.

The mentioned problem may be approached from the multi-
layer network perspective, in which traffic management is per-
formed in various layers. Such an approach has become a pop-
ular infrastructure for network operators [1]. An architecture
consists of an optical substrate for physical communication,
with a virtual (IP) layer on the top. The optical layer is re-
sponsible for carrying IP traffic by setting optical connections
(lightpaths). Since then, significant efforts have been made to
develop a technology that efficiently utilizes spectral resources.
Elastic optical networks (EONs) have been proposed as a poten-
tial optical technology suitable to overcome tremendous traffic
growth [2]. The EON offers efficient utilization of the spec-
tral resources thanks to the flexible grid resources (spectrum
is divided into narrow frequency slots denoted as slices) and
adaptive transmission rates (utilizing multi-carrier modulation
formats). Further, cooperation between virtual and optical lay-
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ers is needed to balance resource utilization in both layers.
Centralized architectures, such as software-defined networking
(SDN), are the most promising candidates to meet those re-
quirements [3,4]. In SDN, the principle is that the control plane
and data plane are separated. The network control logic resides
in the central controller, which instructs all the nodes on how to
process forwarded data.

To deal with congestions in SDN-based multi-layer net-
works, a bypass mechanism was proposed in [5]. The concept
of bypasses introduces diversification of optical resources in IP-
over-optical networks. Only a selected part of optical resources
is revealed to the IP layer which means that it can be used for
setting lightpaths abstracted as virtual links. On the other hand,
the remaining part of optical resources is denoted as hidden re-
sources, and can be used when needed. The term bypass refers
to a lightpath utilizing hidden resources and created on demand.
When a request cannot be served in the IP layer due to a lack of
resources, a new lightpath (bypass) is established, but a virtual
link is not created. For example, bypasses in [5] and [6] han-
dle traffic in IP-over-WDM (Wavelength Division Multiplex-
ing) networks. Optical resources are divided; some wavelengths
(lambdas) are available and visible for IP, whereas others are
used to build bypasses when congestions occur.

In this paper, we propose a novel priority-aware bypass
(PAB) solution aimed at reducing bandwidth-blocking proba-
bility (BBP) for high-priority traffic in multi-layer EONs uti-
lizing the SDN concept. We assume high- and low-priority re-
quests generated dynamically. The aim is to handle unexpected
high-priority traffic spikes and minimize BBP for it. Our ap-
proach assumes two types of EON resources in the multi-layer
network [7]. When congestion occurs, the proposed algorithm
tries to select and allocate hidden elastic optical resources for
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a bypass, depending on the priority of the traffic. While set-
ting bypasses, all routing, modulation format and spectrum al-
location (RMSA) constraints are satisfied. The centralized net-
work controller monitors the utilization of resources in the IP
and EON layers. The mechanism is implemented and assessed
in the OMNeT++ simulator [8]. The proposed solution allows
for advanced traffic service and effectively handles unexpected
high-priority traffic growth.

The main contributions of this paper can be summarized as
follows:
• We study the important problem of handling high-priority

traffic in emergency situations.
• We utilize SDN as a promising control plane.
• We consider the newest standard of flex-grid in the optical

layer.
• We thoroughly evaluate the performance of the proposed

approach using numerical simulations. For a comprehen-
sive and unbiased comparison, we implement agnostic and
nonbypass references approaches.

• The proposed approach shows promising results in terms of
BBP, especially for high-priority traffic.

The remainder of this paper is organized as follows. The sur-
vey of related works is provided in Section 2. Furthermore, we
define a dynamic multi-layer problem in Section 3 and present
elastic optical resources assumed for bypasses in Section 4.
Then, we propose the PAB algorithm in Section 5.1 to solve
the problem in a priority-aware manner. The network model
used during simulations, as well as assumptions, are presented
in Section 6. Numerical results are shown and discussed in Sec-
tion 7, whereas conclusions are provided in Section 8.

2. RELATED WORK
Several works have already addressed the issue of handling net-
work requests in a priority-aware manner in multi-layer net-
works. Note that these solutions consider the visibility of all
EON resources for IP layer. We also present papers that assume
hiding EON resources in multi-layer infrastructures, but in a
priority-agnostic way.

Firstly, we present papers investigating multi-layer resources
in the context of traffic prioritization. For example, the solu-
tion proposed in [9] combines routing in the electric layer and
resource allocation in the EON layer according to the traffic pri-
ority. When congestion occurs, the number of services for se-
lected requests is lowered to minimize BBP. Solution proposed
in [10] also differentiates traffic. Based on the priority, traffic
is routed through the network utilizing different paths in the IP
layer. Additionally, optimization of the IP layer based on traf-
fic rerouting utilizing existing or potential lightpaths has been
introduced for handling requests in a priority-aware manner.
However, solutions [9] and [10] assume that all EON resources
are available for the IP layer, which is the most important dif-
ference in comparison to our work. The aim of our work is to
show that traffic prioritization is possible to be used together
with bypasses.

An interesting approach to handle high-priority traffic fluctu-
ations has been presented in [11]. The main idea of multi-layer

allocation is to split existing lightpaths under congestion con-
ditions. A lightpath is divided into shorter parts to apply more
efficient modulation formats. As a result, the capacity of vir-
tual links is increased. Nevertheless, it can be noticed that the
number of electric hops for the routing path in the IP layer also
increases.

The problem of planning resources in IP-over-EONs to serve
multiple classes of traffic is addressed in [12]. Traffic demands
are known in advance and divided into two categories accord-
ing to latency constraints, e.g., maximum end-to-end delay. The
proposed algorithm calculates paths to satisfy the requested
bandwidth and end-to-end latency for the demands. The latency
comprises electronic processing delay in the IP layer and prop-
agation delay in the EON layer. The candidate paths consist
of existing virtual links (reusing spare available bandwidth of
lightpaths) or new lightpaths. The proposed solution selects the
shortest paths for delay-sensitive traffic. After checking all con-
straints, the spectrum is allocated to that traffic demand along
the selected path using the first-fit policy. Nevertheless, all es-
tablished lightpaths represent virtual links in the IP layer, and
the scenario is limited to the planning phase of multi-layer re-
sources rather than considering a dynamic traffic scenario.

All multi-layer solutions presented above assume that all
EON resources are available for the IP layer, which is the most
important difference in comparison to our work.

Finally, in [7] and [13], elastic optical bypasses are used in
IP-over-EONs. Diversification of EON resources is explored to
offload traffic fluctuations. In [7], the proposed bypasses reduce
bandwidth blocking probability and minimize utilization of re-
sources in the IP and EON layer, whereas in [13], the proposed
solution provides a reduction of power consumption for net-
works. Nevertheless, these solutions are priority agnostic.

To sum up, hidden resources in the context of priority-aware
policies remain unexplored. To the best of our knowledge, there
are no other works that directly focus on the issues addressed
in this paper.

3. DESCRIPTION OF PROBLEM
In this paper, we focus on providing additional resources
through bypasses established in a priority-aware manner for
traffic growth in multi-layer architectures. The study considers
dynamic traffic scenarios where demands arrive and disappear
stochastically. Resources to handle requests are allocated
dynamically with respect to the current state of the network.
We assume a network architecture comprising: virtual (IP)
and EON layers [14]. Routers are able to groom traffic in
the electric layer. Simultaneously, full flexibility is assumed
in a sense that each router port is connected to a sliceable
transponder able to groom multiple traffic streams in the optical
domain [15]. According to [7] we also introduce two types of
spectrum resources in the EON layer, namely: visible (available
for IP layer) and hidden (dedicated for bypasses) in multi-layer
networks. Figure 1 shows a simple network architecture con-
taining IP and EON layers. This figure explains the difference
between lightpaths associated with virtual links and bypasses.
Diversification of resources is introduced for each fiber link,
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Fig. 1. Example of lightpaths associated with virtual links and bypass

the white color and the pink color of resources denote resources
available for IP and hidden resources, respectively. As can
be seen, lightpaths utilizing resources visible for IP layer
are reported as virtual links between routers, e.g., lightpaths
between nodes A–B (solid yellow line), B–C (solid blue line)
handle virtual links between routers A–B (dotted yellow line),
B–C (dotted blue line), respectively. A lightpath between
nodes A-D through B and C (solid pink line) is a bypass since
it allocates a hidden spectrum. This bypass is established to
offload traffic, but a new virtual link is not reported in the
IP layer. When transmission handled by the bypass ends, the
lightpath is torn down and resources are released.

In multi-layer networks, the problem of resource allocation
can be divided into two sub-problems separately corresponding
to each layer. First one is routing over a virtual topology, while
the second regards the lightpath setup process. Especially, the
lightpath setup process is an important issue when bypasses
(elastic lightpaths utilizing hidden resources) need to be dy-
namically established to omit links congested in the IP layer.
This requires Solving a specific problem for the EON layer,
namely, the routing and modulation format and spectrum al-
location (RMSA) problem [16].

4. ELASTIC OPTICAL RESOURCES FOR BYPASSES
We assume that the EON layer is deployed as an optical layer
in multi-layer networks. In the EON, the available optical spec-

trum is divided into narrow frequency slices of a given granular-
ity (e.g. 6.25 GHz, 12.5 GHz, or 37.5 GHz) [17]. The width of a
slice corresponds to the bandwidth of an orthogonal frequency-
division multiplexing subcarrier. To solve the problem of al-
location of such optical resources (in terms of a number of
adjacent slices) along links composing an end-to-end path the
RMSA algorithms are introduced [18]. In this context, to set up
bypasses the RMSA algorithm is needed since elastic lightpaths
need to be established. While setting bypasses the algorithms
must satisfy the following RMSA constraints:
• spectrum continuity constraint: the lightpath must allocate

the same set of slices along links of an end-to-end path,
• spectrum contiguousness constraint: all slices assigned to a

lightpath should be adjacent,
• non-overlapping spectrum constraint: at the same time, at

most one lightpath occupies particular slices of the link,
• transmission distance constraint: the length of an end-to-

end path, that uses a modulation format, cannot be longer
than the maximum transmission distance range for this
modulation format,

• guard band constraint: two neighbour lightpaths must be
separated by a guard band.

To understand RMSA constraints we provide an example.
Figure 2 presents resources of two links. Diversification of opti-
cal resources is introduced, i.e., yellow color denotes resources
reserved for IP layer. Three different bypasses are already es-
tablished and occupy hidden spectrum. The arriving request re-

Fig. 2. Example of optical resources

Bull. Pol. Acad. Sci. Tech. Sci., vol. 71, no. 2, p. e145568, 2023 3



E. Biernacka, P. Boryło, P. Jurkiewicz, R. Wójcik, and J. Domżał

quires 2 slices (including guard band) for the selected modula-
tion format along links 1 and 2. Thus slices 6th and 7th satisfy
the continuity, contiguousness, non-overlapping spectrum con-
straint and can be assigned along links 1 and 2 (dotted line).

In this paper, we apply a two-step strategy [16,19]. Our algo-
rithm firstly finds a feasible path with determined modulation
format. Secondly, it allocates a required number of slices (hid-
den spectrum) between end nodes.

5. HANDLING TRAFFIC IN MULTI-LAYER NETWORKS
In this section, we describe in details our new concept of
priority-aware bypasses (PAB). The goal of PAB is to provide
additional resources through bypasses established in a priority-
aware manner for emergency situations. Then we explain ag-
nostic bypasses [7] and nonbypass scenario. Note that, all the
algorithms handle traffic in the IP layer in the same way. To bet-
ter understand algorithms, we introduce the notation that will
be used further in this paper. Let us assume a request d de-
fined by s, t, BWreq, priority, where s is the source node and
t is the destination node of the request. BWreq represents the
requested bandwidth between nodes s and t in Gbps, whereas,
priority defines the priority of the request in terms of low or
high. The following sections describe the concept and reference
algorithms.

5.1. Priority-aware bypasses
We propose the novel algorithm to establish bypasses in a
priority-aware manner. It means that high- and low-priority traf-
fic is handled differently.

In order to manage multi-layer resources, address the dy-
namic conditions in the infrastructure, and effectively han-
dle incoming network requests, the SDN controller is utilized.
When the request arrives, the SDN controller uses information
about the current utilization of virtual links from the network
devices installed in the IP layer and current utilization of opti-
cal links from the network devices installed in the optical layer.
Thanks to that, the controller may optimize path establishment
process.

Pseudocode for describing the PAB algorithm is shown in
Fig. 3. The algorithm starts when a new request arrives. The
controller verifies if sufficient resources are available. Firstly,
the SDN controller estimates resources in IP, no matter of pri-
ority of traffic. To route traffic between s and t, a single shortest
path is determined in the IP layer (line 1) using the Open Short-
est Path First (OSPF) protocol. If sufficient resources are avail-
able on the part of the spectrum available to the IP layer, then
traffic is sent using those resources and the algorithm returns
true (lines 2-4). If requested bandwidth cannot be guaranteed
in IP layer (line 6), then the SDN controller tries to utilize the
EON layer.

It should be noted that d in the virtual layer denotes require-
ment for bandwidth, while d for EON is a request for setting
lightpaths according to the RSMA problem solution. Any by-
pass established in the optical layer is composed of slices. The
number of adjacent slices further determines the amount of
bandwidth provided by that bypass. The number of adjacent

Fig. 3. Pseudocode for describing the PAB algorithm

slices (nbypass) required to handle bandwidth demand between
two nodes (BWreq) along a considered physical bypass-path p is
calculated according to the following equation [20]:

nbypass =

⌈
BWreq

M ∗∆slice

⌉
+GB, (1)

where: BWreq [Gbit/s] denotes requested bandwidth;
M [bit/s/Hz] is the spectral efficiency of the modulation
format utilized on the bypass-path p; ∆slice [GHz] denotes the
width of frequency slice; GB is the number of slices for guard-
band needed to separate adjacent optical transmissions. To
determine modulation format for a particular bypass, the SDN
controller compares the expected length of bypass-path and the
maximum range of each modulation. The sum of link lengths
included in the bypass-path cannot exceed the transmission
reach of modulation selected for this path. Therefore, for a
particular demand blocked in the upper layer, the width of the
bypass depends on the requested bandwidth and modulation
format used for transmissions between the end nodes.
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The main goal of the EON layer is to minimize the amount
of rejected bit-rate that is requested by high-priority traffic.
Firstly, priority of traffic is determined (line 8). For the purpose
of traffic provisioning, we use the k-shortest path algorithm
to calculate candidate paths P(s, t,k). Candidate paths P(s, t,k)
are sorted and organized in ascending order based on physical
length.

Handling high-priority traffic. To handle high-priority re-
quest, the Shortest Path First (SPF) method with First Fit (FF)
policy is applied (see Fig. 3, lines 9–17). Candidate paths are
examined one by one to find the solution of RMSA. If an un-
occupied set of slices nbypass exists, a path is selected to handle
the request d. Spectrum (the set of slices) along p is assigned
according to the FF policy. If none of the paths meets the condi-
tion, the request is blocked and strategy returns false (see Fig. 3,
line 30).

Handling low-priority traffic. Handling low-priority traf-
fic in EON layer (see Fig. 3, lines 18–29) we introduce metric
whose aim is to offload low-priority traffic and retain more hid-
den spectrum for high-priority one. Metric denotes utilization
ratio calculated as the sum of occupied slices across all links of
the path to the sum of the total number of slices across all links
of the path. Bypasses for low-priority traffic are allowed along
paths that spectrum is utilized below the assumed utilization
threshold utilization_threshold. Thus, if utilization for a par-
ticular path p is below the threshold assumed for low-priority
traffic (line 21) and resources exist (line 23), spectrum along
p is allocated according to the FF policy. If none of the paths
meets the condition, the request is blocked and strategy returns
false (see Fig. 3, line 30).

5.2. Agnostic bypasses
Pseudocode for describing the agnostic bypass algorithm is
shown in Fig. 4. Similarly to PAB (see Section 5.1), the algo-
rithm starts when a new request arrives. Note that, the SDN

Fig. 4. Pseudocode for describing the agnostic bypass algorithm

controller estimates resources in IP and in EON, regardless of
the priority of traffic. A single shortest path between s and t
is determined in the IP layer (line 1) using the OSPF proto-
col. If sufficient resources are available on the part of the spec-
trum available to the IP layer, then traffic is sent using those
resources and the algorithm returns true (lines 2-4). Other-
wise, (line 6), the SDN controller tries to utilize the EON layer
(line 7).

Candidate paths P(s, t,k) are sorted and organized in ascend-
ing order, based on physical length. The SPF method with
FF policy is applied (see Fig. 4, lines 8–17). The number
of adjacent slices (nbypass) required to handle requested band-
width BWreq between nodes s and t along a considered physi-
cal bypass-path p is calculated according to equation 1. Can-
didate paths are examined one by one to find the solution of
RMSA. If an unoccupied set of slices nbypass exists, a path is
selected to handle the request d. The set of slices along p is as-
signed according to the FF policy. If none of the paths meets the
condition, the request is blocked and the strategy returns false
(line 15).

5.3. Nonbypass
Optical resources are fully visible for IP layer and bypasses
are not utilized at all. Pseudocode for describing the nonbypass
algorithm is shown in Fig. 5. The nonbypass algorithm starts
when a new request arrives (similarly to PAB and agnostic by-
pass algorithms, see Sections 5.1 and 5.2). A single shortest
path between s and t is determined in IP layer (line 1) using
the OSPF protocol. If sufficient resources are available on the
part of the spectrum available to the IP layer, then traffic is sent
using those resources (lines 2–7) and the algorithm returns true
(line 4). Otherwise, (lines 6–8), the algorithm returns false and
the request is blocked (line 7).

Fig. 5. Pseudocode for describing the nonbypass algorithm

Efficiency of the proposed PAB is validated through numer-
ous simulations performed for two networks under dynamic
traffic scenarios. PAB solution is compared with priority ag-
nostic bypass policy and nonbypass scheme. The following sec-
tions contain simulation details as well as present and discuss
the results of extensive numerical experiments conducted to as-
sess PAB for prioritized traffic.
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6. SIMULATION SETUP
In this section, we provide the simulation setup to evaluate the
performance of the proposed PAB. Three utilization thresholds
were assumed for the PAB algorithm, namely 0.9 (PAB(0.9)),
0.8 (PAB(0.8)) and 0.7 (PAB(0.7)).

6.1. Reference networks
To assess the proposed algorithms, simulations were performed
in two reference networks: NSF15 (15 nodes, 46 directed links)
and UBN24 (24 nodes, 86 directed links) [21] shown in Figs. 6
and 7, respectively. Distances between nodes are marked in fig-
ures. Table 1 presents parameters for networks investigated in
simulations.
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Fig. 6. The NSF15 network used in simulations
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Table 1
Parameters for investigated networks

Parameter NSF15 UBN24

Number of nodes 15 24

Number of links 46 86

Minimum node degree 2 2

Maximum node degree 4 5

Average node degree 3.07 3.58

Average link length 1022 km 997 km

6.2. Simulation details
The topology of the IP and EON layers was the same. The op-
tical spectrum was divided into 320 slices each of 12.5 GHz
as specified in the ITU-T G.694.1 recommendation [17]. One
slice was set as a guard band and introduced between neigh-
bour transmissions.

The proposed PAB solution has been compared with priority
agnostic bypass policy (presented in [7]), and reference nonby-
pass scheme (optical resources fully visible for IP layer and
bypass mechanism is not utilized at all). In cases of bypass
policies (PAB and priority agnostic) half of optical resources
were hidden. In PAB and agnostic bypass each directed virtual
link was created by the lightpath, which occupied 160 adjacent
slices. Such an assumption is the most efficient, as proved in [7].
The nonbypass utilizes 320 slices in IP layer.

The topology of the virtual layer was established. Each di-
rected virtual link was created by the lightpath that occupied
resources visible for IP. Then the capacity of a virtual link
cV L [Gbit/s] comprising nV L slices can be calculated using the
following equation:

cV L = (nV L−GB)∗M ∗∆slice , (2)

where: GB is the number of slices used for the guard band; M
is the spectral efficiency of the modulation format utilized by
lightpath; and ∆slice denotes the width of a slice. Particularly,
nV L = 320 was used for nonbypass and nV L = 160 was used for
bypasses. Note that, capacities of virtual links are constant and
are not changed during network operation.

To achieve elastic spectrum allocation, four modulation for-
mats: BPSK (binary phase-shift keying), QPSK (quadrature
phase-shift keying), 8QAM (8-quadrature amplitude modula-
tion), 16QAM (16-quadrature amplitude modulation) were con-
sidered. We decided to use the same transmission model as
in [22] and [23] assuming bit-rate per 12.5 GHz width slice for
each modulation format of 12.5, 25, 37.5 and 50 Gbit/s and
a transmission distance of 9600, 4800, 2400 and 1200 km, re-
spectively. Table 2 describes parameters for modulation formats
including spectral efficiency, transmission range, and bit rate
per slice for each modulation format. The applied transmission
distances allow to set up long bypasses without regeneration
in the networks. The number of candidate paths considered for
bypasses was 10. For a given path length, a usable modulation
format with the highest bit-rate was chosen.

Table 2
Spectral efficiency, transmission range and supported bit rate

per slice for various modulation formats [23, 27]

Modulation
format

Spectral
efficiency

Maximum
range

Bit rate

BPSK 1 bit/s/Hz 9600 km 12.5 Gbit/s

QPSK 2 bit/s/Hz 4800 km 25 Gbit/s

8QAM 3 bit/s/Hz 2400 km 37.5 Gbit/s

16QAM 4 bit/s/Hz 1200 km 50 Gbit/s
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In addition to the dynamic traffic described below, we also
generated long-lived background traffic to utilize resources of
virtual links in varying degrees, particularly to create con-
gestions. However, it is not taken under consideration during
probability calculation and bandwidth-blocking probability as-
sessment. In our experiments, background traffic is distributed
uniformly between each pair of nodes with a bitrate equal
to 200 Gbit/s for the NSF15 topology and 80 Gbit/s for the
UBN24 topology. This is low-priority traffic. The background
traffic is always handled in the virtual layer utilizing OSPF. In
the case of non-bypass, background traffic is sent through vir-
tual links associated with lightpaths that allocate 320 slices. In
cases of agnostic bypasses and priority-aware bypasses, back-
ground traffic is sent through virtual links associated with light-
paths that allocate 160 slices available for the virtual layer. Even
if the capacity of virtual links is equal, these links are occupied
differently depending on the location in topology and the num-
ber of supported flows. The amount of traffic is selected in such
a way as to ensure that a link is close to congestion. In cases
of bypasses, the most loaded link utilizes 67% of virtual link
capacity for NSF15 and UBN24 topologies. This allowed us to
analyze bypasses in a near-real environment.

Low- and high-priority requests were generated dynamically
between selected nodes in the network. We decided to select 4
nodes in NSF15 and 5 nodes in UBN24. Localization of these
nodes generating requests in the network was determined ac-
cording to values of the shortest path to any other network
node [24]. As a result, nodes with indices Vsp = {12,13,14,15}
were selected in the NSF15 network, while nodes with indices
Vsp = {9,10,12,13,16} in the UBN24 network. For each pair
of selected nodes, demands were uniformly distributed between
50 Gbit/s and 1 Tbit/s with a 50 Gbit/s step [25]. The high-
priority traffic was 20% of dynamic requested bandwidth, while
low-priority traffic was 80% of dynamic requested bandwidth.

Dynamic requests arrived one by one to the network with an
exponentially distributed inter-arrival time and mean value iat
and an exponentially distributed holding time ht. Therefore, the
traffic load was computed as ht/iat Erlangs. In order to sim-
ulate different network conditions, the mean value of ht was
changed in a step manner while iat remained constant. For each
value of traffic load, the first 5000 requests were ignored to
achieve steady-state. After that, another 105 requests were eval-
uated [26]. The simulations have been performed in OMNeT++
simulator [8].

6.3. Metrics
BBP was selected as a metric to assess the performance of
methods. BBP was calculated taking into account solely dy-
namic requests. The following metrics were selected as a mea-
sure of the bypass and nonbypass methods performance:
• BBP for overall traffic is defined as the total bandwidth

of all blocked demands divided by the total bandwidth re-
quested by all demands.

• BBP for high-priority traffic is defined as the bandwidth of
all blocked high-priority demands divided by the total band-
width of all high-priority demands.

• BBP for low-priority traffic is defined as the bandwidth of

all blocked low-priority demands divided by the total band-
width of all low-priority demands.

All results presented in the next section are in logarithmic scale.

7. SIMULATION RESULTS
In this section, we present and analyze simulation results. The
main objective is to assess the proposed bypass mechanism
against reference approaches in terms of BBP. We separately
analyze overall traffic as well as high- and low-priority traffic
to provide a comprehensive study. The approach with the by-
pass mechanism disabled is further denoted as nonbypass, the
priority agnostic bypass is simply denoted as bypass. To the
best of our knowledge, there are no other works that are directly
focused on dealing with high- and low-priority traffic utilizing
hidden resources in IP-over-EONs; therefore, we select nonby-
pass and agnostic bypass as reference mechanisms. We believe
that this is the best choice to meet our aims. Firstly, we are able
to investigate how priority traffic is handled in IP-over-EON ar-
chitecture by the most generic approaches: nonbypass and by-
pass. Secondly, we investigate how priority-aware bypasses can
improve the performance of IP-over-EON architecture in terms
of minimization of BBP. Therefore, as we measured BBP for
overall, high-priority and low-priority traffic, we can verify if
our proposal is suitable for IP-over-EON networks with hetero-
geneous traffic.

Firstly, BBP for overall traffic is shown in Figs. 8 and 9 for
the NSF15 and UBN24 networks, respectively. Based on the
figures, the following conclusions can be drawn for both net-
works. Nonbypass provides the worst performance in terms of
BBP when compared to both approaches introducing bypass
mechanism. That is because, in the nonbypass case, only a sin-
gle path is utilized to handle traffic between a pair of nodes
in the IP layer. Thus, there is no possibility to omit congested
links. It confirms our findings in [7].

Fig. 8. BBP for overall traffic as a function of the traffic load
in the NSF15 network

Furthermore, assuming 0.9 and 0.8 utilization threshold de-
tailed analyses of the results for PAB and the priority agnostic
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Fig. 9. BBP for overall traffic as a function of the traffic load
in the UBN24 network

bypass show that PAB(0.9) and PAB(0.8) provide the level of
BBPs not higher than priority agnostic bypass. These threshold
values (0.9 and 0.8) allow to effectively distribute low-priority
traffic over a network. However, PAB(0.7) deteriorates overall
BBP when compared to PAB(0.9) and PAB(0.8). This is be-
cause PAB(0.7) reserves too much of the spectrum for high-
priority traffic and the remaining resources are insufficient to
handle low-priority traffic. As a result, the spectrum tends to
become more occupied and the possibility to successfully es-
tablish lightpaths is decreased.

Simulation results obtained for high-priority traffic are pre-
sented in Figs. 10 and 11 for NSF15 and UBN24 networks,
respectively. According to the results, the implementation of
PAB reduces BBP for high-priority traffic for both networks.
The BBP reduction for high-priority traffic increases with de-
creasing the value of utilization threshold under a given traffic
load. PAB(0.7) provides the best reduction of BBP for high-
priority traffic as more spectrum is reserved for it.

Fig. 10. BBP for high-priority traffic as a function of the traffic load
in the NSF15 network

Fig. 11. BBP for high-priority traffic as a function of the traffic load
in the UBN24 network

Simultaneously, simulation results obtained for low-priority
traffic are shown in Figs. 12 and 13 for the NSF15 network
and the UBN24 network, respectively. The BBP observed for
low-priority traffic increases with decreasing threshold. Also, it
can be seen that nonybass provides the highest BBP for high-
priority traffic as well as for low-priority traffic in both net-
works.

Fig. 12. BBP for low-priority traffic as a function of the traffic load
in the NSF15 network

Some additional conclusions are as follows. Comparing re-
sults (BBP for overall traffic and for low-priority traffic) ob-
tained in the NSF15 and UBN24 networks, we can notice dif-
ferences in the relation between the performance of priority ag-
nostic bypass and PAB(0.7). In NSF15, priority agnostic by-
pass provides lower BBPs for overall traffic and for low-priority
when compared to PAB(0.7). Contrary, PAB(0.7) outperforms
priority agnostic bypasses in the UBN24 network. It results
from the fact that the average UBN24 node degree is higher
than the average NSF15 node degree. Thus, PAB(0.7) effec-
tively utilizes more paths without blocking low-priority traffic.
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Fig. 13. BBP for low-priority traffic as a function of the traffic load
in the UBN24 network

It confirms that the threshold should be carefully adjusted to the
network topology.

To sum up, introducing priority awareness improves the
performance of the bypass method for high-priority traffic.
PAB(0.7) may achieve the lowest BBP for high-priority traffic
in both networks. The value 0.8 of threshold ensures the trade-
off between BBP reduction for high-priority and deterioration
for low-priority, which results in the best BBP reduction for
overall traffic. It is because the network load is distributed over
the network evenly.

8. CONCLUSIONS
This paper proposes a novel multi-layer bypass algorithm to
minimize BBP in a priority-aware manner. We introduced the
utilization threshold to reserve spectrum for high-priority traf-
fic. Hence, high-priority traffic is always handled by the shortest
bypasses, whereas for low-priority traffic, alternative bypasses
may be selected. The performance of the proposed algorithm
was evaluated through extensive discrete event simulation stud-
ies and compared to the reference scenarios (nonbypass and pri-
ority agnostic bypass). Additionally, different utilization thresh-
olds were considered for the PAB.

The analysis of the obtained results showed that priority-
aware bypasses reduce BBP for high-priority traffic when com-
pared to priority agnostic bypass and nonbypass scenarios.
Moreover, PABs can serve more high-priority traffic until the
first blocking event appears in a network. Finally, PABs also
provide lower BBPs for overall traffic when compared to the
nonbypas approach.

To sum up, it was demonstrated that priority-aware by-
passes are suitable for handling unpredictable high-priority traf-
fic growth originating from emerging situations. Since the pro-
posed solution is fully compatible with the SDN concept, it is
believed that the bypass approaches can be easily implemented
in the SDN control plane. Priority-aware bypasses improve net-
work performance in terms of reduction of BBP, nevertheless,

handling traffic is priority agnostic in the virtual layer. In the
future, we will focus on handling requests in a priority-aware
manner in the virtual layer.
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[24] R. Goścień and K. Walkowiak, “Comparison of different data
center location policies in survivable elastic optical networks,”
in 2015 7th International Workshop on Reliable Networks De-
sign and Modeling (RNDM), Oct 2015, pp. 48–55, doi: 10.1109/
RNDM.2015.7324308.

[25] M. Klinkowski and K. Walkowiak, “An Efficient Optimiza-
tion Framework for Solving RSSA Problems in Spectrally and
Spatially Flexible Optical Networks,” IEEE/ACM Trans. Netw.,
vol. 27, no. 4, pp. 1474–1486, 2019, doi: 10.1109/tnet.2019.
2922761.

[26] M. Aibin, K. Walkowiak, and A. Sen, “Software-defined adap-
tive survivability for elastic optical networks,” Opt. Switch.
Netw., vol. 23, pp. 85–96, 2017, doi: 10.1016/j.osn.2016.06.008.

[27] F. Shirin Abkenar and A. Ghaffarpour Rahbar, “Study and Ana-
lysis of Routing and Spectrum Allocation (RSA) and Routing,
Modulation and Spectrum Allocation (RMSA) Algorithms in
Elastic Optical Networks (EONs),” Opt. Switch. Netw., vol. 23,
pp. 5–39, 2017, doi: 10.1016/j.osn.2016.08.003.

10 Bull. Pol. Acad. Sci. Tech. Sci., vol. 71, no. 2, p. e145568, 2023

https://doi.org/10.1109/ACCESS.2022.3204290
https://doi.org/10.1109/ACCESS.2022.3204290
https://doi.org/10.1002/dac.3727
https://doi.org/10.1109/JLT.2021.3057389
https://doi.org/10.1109/COMST.2015.2431731
https://doi.org/10.1109/JLT.2011.2125777
https://doi.org/10.1016/j.osn.2021.100646
https://doi.org/10.1016/j.osn.2021.100646
https://doi.org/10.1109/ACCESS.2018.2852067
https://doi.org/10.1016/j.yofte.2017.11.001
https://doi.org/10.1109/RNDM.2015.7324308
https://doi.org/10.1109/RNDM.2015.7324308
https://doi.org/10.1109/tnet.2019.2922761
https://doi.org/10.1109/tnet.2019.2922761
https://doi.org/10.1016/j.osn.2016.06.008
https://doi.org/10.1016/j.osn.2016.08.003

	Introduction
	Related work
	Description of Problem
	Elastic optical resources for bypasses
	Handling traffic in multi-layer networks
	Priority-aware bypasses
	Agnostic bypasses
	Nonbypass

	Simulation setup
	Reference networks
	Simulation details
	Metrics

	Simulation results
	Conclusions

