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Characteristic velocity of strong wind for wind
engineering purposes

Tomasz Lipecki1, Mariusz Gaczek2, Adam Goliger3,
Grzegorz Kimbar4, Wojciech Węgrzyński5

Abstract: Eurocode standard recommends using fundamental basic wind velocity (characteristic ve-
locity) as the design value in civil engineering. There are different approaches to estimate this value
depending on the climate features of the given area and the quality of environmental data. The estima-
tion of the characteristic value requires statistical analysis of historical data regarding wind velocities
measured throughout the country at meteorological stations. The results of the analysis are probability
density distributions of this random variable for each meteorological station. On this basis, values of
characteristic wind velocity with a mean return period of 50 years are determined. The zones with
uniform velocities are delineated on the map of the country. In the case of Poland the last evaluation of
wind zones took place over 15 years ago. Higher quality of measurement data on the one hand, and the
introduction of the second generation of Eurocode standards on the other hand, create a need to check
and update these zones. This work presents theoretical basis for the estimation of characteristic values
of random variables in the context of wind velocity, comprehensively reviews practical methods used
for this purpose and summarizes current situation in Poland, finally discusses the issues related to the
heterogeneity of wind data, illustrating them with an example.
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1. Introduction
Wind load in all design standards in civil engineering is based on the concept of

characteristic wind velocity. In Eurocode [1], it is called a fundamental basic wind velocity,
𝑣𝑏,0. This value may be exceeded in a given area of the country only once in 50 years
on average. Therefore, the probability that the characteristic velocity will occur during
a single year is about 2%. This is called a 50-year return period. Characteristic velocities are
determined on the basis of long-term measurements performed at meteorological stations
scattered throughout the country. The requirements of World Meteorological Organization
and the recommendations of Eurocode [1] harmonizing the characteristic wind velocities
throughout Europe, indicate that these values should be based on 10-minute mean wind
velocities irrespective of wind direction, measured at a height of 10 m above flat open
terrain.
The estimation of 𝑣𝑏,0 is based on the probability density function (PDF) of the wind

velocity. Denoting each registered record of the 10-minute mean wind velocity as a random
variable 𝑦 and taking into account the period of measurements as long as possible, the
entire population can be approximated with so-called parent distribution. Each set of
random values 𝑦 can be described with PDF – 𝑓 (𝑦) and cumulative distribution function
(CDF) – 𝐹 (𝑦). The general relationship between PDF and CDF for continuous functions is:

(1.1) 𝐹 (𝑦) =
𝑦∫

−∞

𝑓 (𝑡) d𝑡 = 𝑃 (𝑌 ≤ 𝑦)

where 𝑃(𝑌 ≤ 𝑦) denotes the probability that the 𝑌 is less than or equal to 𝑦.
The estimation of the characteristic velocity with a specific (large) return period may be

burdenedwith a considerable inaccuracywhen based on parent distribution. Amore precise
approximation can be obtained using extreme value distribution of a random variable 𝑥. In
this approach, the measurement data are divided into epochs, usually, of the length of one
year each. Maximum values of 10-minute mean velocity in consecutive epochs, denoted as
𝑦1, 𝑦2, . . . , 𝑦𝑛, create the data set of the random variable 𝑥.
The main problem with using the extreme value distribution of the random variable 𝑥 is

usually short measurement period that results in relatively small amount of data. Practices
introduced in various countries show that it is reasonable to use extreme distribution based
on several/many data points from one measurement epoch.
This paper summarizes approaches used to determine the characteristic value of wind

velocity based on: Generalized Extreme Value (GEV) distribution and Generalized Pareto
Distribution (GPD). Moreover, modified approaches based on single annual maxima are
described: Modified Gumbel distribution, FT1 penultimate distribution and Process (a.k.a.
level-crossing) analysis. Finally, approaches based on multiple annual maxima are consid-
ered: 𝑅-largest values, Peaks Over Threshold (POT) and Method of Independent Storms
(MIS). Another issue mentioned in the paper is the choice of the method for determining
the values of parameters of the given distribution. The practical application of the following
methods is described: Least Squares Method (LSM), Method of Moments (MOM), Max-
imum Likelihood Method (ML), Probability Weighted Moments Method (PWM, similar
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to Method of L-Moments – MLM), method recommended by Eurocode and based on
Best Linear Unbiased Estimators (BLUE, similar to Generalized Least Squares Method –
GLM), and de Haan method in the case of GPD. Finally, the current situation and prob-
lems related to the inconsistency of wind data in Poland are discussed and illustrated with
a computational example.
The paper is structured as follows: Section 2 briefly describes approaches used in wind

engineering, based on single and multiple annual maxima; Section 3 discusses the methods
for determining distributions parameters; finally, Section 4 summarizes the current situation
in Poland with regard to the characteristic wind velocity and presents sample results.

2. Distributions of data

2.1. Generalized extreme value and generalized pareto distributions

AnExtreme value analysis is used to determine the characteristic values of environmen-
tal parameters. According to Fischer–Tippett distribution [2–6] properly prepared random
variables 𝑥 of extreme values can converge to only one of the three distributions: Gum-
bel (Fischer–Tippett type I – FT1), Fréchet (FT2) and Weibull (FT3). Typically, Gumbel
distribution is used as the extreme value distribution when long measurement periods are
available, i.e. there is a large number of annual extrema. If the measurement period is short
and only a small amount of data is available, Weibull distribution for parent data can be
used.
The PDF and CDF for Gumbel, Fréchet and Weibull distributions are given by:

𝑓 (𝑥) = 1
𝛼
exp

[
𝛽 − 𝑥
𝛼
− exp

(
𝛽 − 𝑥
𝛼

)]
,

𝐹 (𝑥) = exp
[
− exp

(
𝛽 − 𝑥
𝛼

)]
,

−∞ < 𝑥 < ∞(2.1)

𝑓 (𝑥) = 𝑘𝛼

(𝑥 − 𝛽)2
exp

[
−
(

𝛼

𝑥 − 𝛽

) 𝑘 ] (
𝛼

𝑥 − 𝛽

) 𝑘−1
,

𝐹 (𝑥) = exp
[
−
(

𝛼

𝑥 − 𝛽

) 𝑘 ]
,

𝑥 > 𝛽(2.2)

𝑓 (𝑥) = 𝑘

𝛼
exp

[
−
(
𝑥 − 𝛽

𝛼

) 𝑘 ] (
𝑥 − 𝛽

𝛼

) 𝑘−1
,

𝐹 (𝑥) = 1 − exp
[
−
(
𝑥 − 𝛽

𝛼

) 𝑘 ]
,

𝑥 > 𝛽(2.3)

In above equations: 𝛼, 𝛽, and 𝑘 are scale, location and shape parameters, respectively.
The values of 𝛼 and 𝑘 are positive. All distributions are presented in Fig. 1.
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Fig. 1. PDFs and CFDs of Gumbel, Weibull, Fréchet distributions

These distributionswere combined intoGeneralizedExtremeValue distribution (GEV),
which is equivalent to its location-scale family. GEV was described by von Mises (in
English: [7]) and recently by: [2, 4–6, 8–10]. The PDF and CDF are given by:

(2.4)

𝑓 (𝑥) =


exp

[
−
(
1 − 𝜅

𝑥 − 𝛽

𝛼

) 1
𝜅

] [
1 − 𝜅

𝑥 − 𝛽

𝛼

] 1
𝜅
−1 1

𝛼

exp
[
− exp

(
𝛽 − 𝑥
𝛼

)]
exp

(
𝛽 − 𝑥
𝛼

)
1
𝛼

𝐹 (𝑥) =


exp

[
−
(
1 − 𝜅

𝑥 − 𝛽

𝛼

) 1
𝜅

]
𝜅 ≠ 0

exp
[
− exp

(
𝛽 − 𝑥
𝛼

)]
𝜅 = 0

The shape parameter 𝜅 determines the type of extreme distribution. For 𝜅 = 0 it is
Gumbel distribution, for −𝑘 = 𝜅 < 0 and 𝑥 ≥ 𝛽 + 𝛼/𝜅 it is Fréchet distribution, and for
𝑘 = 𝜅 > 0 and 𝑥 ≤ 𝛽+𝛼/𝜅 it is reverse (“flipped” around vertical axis)Weibull distribution.
GEV distribution could relate to maxima (Eq. (2.4)) and to minima.
Generalized ParetoDistribution (GPD) is used for the description of datawhich outstand

over a given threshold [2, 4, 6]. The PDF and CDF for maxima are given by:

(2.5) 𝑓 (𝑥) =


1
𝛼

(
1 − 𝜅𝑥

𝛼

) 1
𝜅
−1

1
𝛼
exp

(
− 𝑥
𝛼

) , 𝐹 (𝑥) =


1 −

(
1 − 𝜅𝑥

𝛼

) 1
𝜅

𝜅 ≠ 0, 1 − 𝜅𝑥

𝛼
≥ 0

1 − exp
(
− 𝑥
𝛼

)
𝜅 = 0

where 𝛼 and 𝜅 are scale and shape parameters, respectively. The PDFs and CDFs are
presented in Fig. 2 for different distribution parameters.
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Fig. 2. PDFs and CDFs of GPD

2.2. Modified approaches based on single annual maxima

1. Modified Gumbel distribution. Harris [11] proposed an amendment to Gumbel dis-
tribution, suggesting that the square of velocity instead of velocity should be used to
calculate the characteristic value. The main goal was to accelerate the convergence
of distribution to asymptotic Gumbel distribution. The main disadvantage was sys-
tematic increase of possible data error, associated with the second power of velocity,
which rises for the highest values. To avoid these problems, Harris proposed the use
of Weighted Least Squares or Lieblein BLUE (Best Linear Unbiased Estimators)
methods [12] to determine distribution parameters. The approach was described
by: [8,11,13,14], and latter method in slightly modified version is recommended by
the second generation Eurocode [15].

2. FT1 penultimate distribution. The approach consists in determining some parameters
based on parent Weibull distribution, and others based on Gumbel extreme value
distribution [9, 16, 17]. It is recommended if the parent distribution is known. The
estimation based on Weibull distribution is often used in wind power engineering,
when looking for not extreme but average values.

3. Process (a.k.a. level-crossing) analysis. The set of parent data is used in the process
analysis [9, 10, 18, 19]. The approach allows to estimate maximum wind velocity
based on parent distribution which is assumed to be of Weibull type. It is possible
to use short measurement periods of at least two years. The parameters describing
Weibull distribution are determined separately for each measurement period, and
then their average values are calculated. The parameters are corrected by referring to
the data from the nearest station performing long-term measurements. Afterwards,
appropriate equations and tables allow calculation of Gumbel distribution param-
eters. The approach can be used for return periods up to 20 years and should not
be used as a primary approach in climates with various mechanisms causing strong
winds.
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2.3. Approaches based on multiple annual maxima

1. 𝑅-largest values (𝑟-los – 𝑟 largest order statistics). In this approach 𝑟-largest values in
one epoch are selected [8,9,14,20]. GEV is used for their description. According to
the fundamental GEV assumption, extreme valuesmust be independent of each other.
This means that the time interval between successive maximawithin the single epoch
should ensure that they are not the result of the same front or storm. Consequently,
the number of maxima in the single epoch, 𝑟 , should be relatively low. The number
of independent events within one epoch is usually in the range of 3–10.

2. PeaksOver Threshold (POT). The approach takes into account all values high enough
to exceed the certain threshold [8,9,13,19,21–25]. GPD is used for their description.
The variable 𝑥 in Eq. (2.5) should be substituted with 𝑥 − 𝜉 which is the exceedance
of the given threshold 𝜉. The selection of a sufficiently high threshold means that
the number of exceedances in the analysed time period is low and has Poisson
distribution with the rate parameter 𝜆. It can be assumed that 𝜆 = 𝑛/𝑇 , where 𝑛
and 𝑇 are the total number of exceedances and the number of measurement years,
respectively. The requirement of POT approach is the independence of subsequent
exceedances above the threshold. Thus, the threshold level and the minimum time
interval between successive exceedances should be controlled accordingly. Incorrect
setting of these parameters may result in inclusion of data from the same event.

3. Method of Independent Storms (MIS). This approach is similar to 𝑟-LOS and POT
in the fundamental assumption that the number of independent maxima in one epoch
should increase [8,9,13,14,26–28]. Several variants of MIS were developed over the
years, but the original was elaborated by Cook [26]. The main idea was to identify
independent storms from the entire parent data set and then take the highest values
from independent storms in each separate epoch for analysis. Cook [26] stated that
about 10 storms per year are needed to provide a reliable estimate of the characteristic
value with the 50-year return period. The approach was developed to IMIS [27] by
applying Weighted Least Squares method in the procedure of determining distribu-
tion parameters. However, the new form did not provide good enough estimate for
data sets containing a large number of extremes. Finally, Harris [28] removed these
limitations and developed XIMIS.

3. Methods of determining distribution parameters
The basic problem with the estimation of characteristic values of any random variable

is the selection of the appropriate parent or extreme distribution and then determining the
parameters of this distribution. The distributions of parent and extreme data sets depend
on 1, 2 or 3 parameters (e.g. in the case of GEV, there are 3 parameters: 𝛼, 𝛽, 𝜅). The
determination of these parameters allows to describe PDF, CDF and quantiles of the
considered distribution. It is said that 𝑥𝑇 is a quantile with the return period 𝑇 if the
probability of its occurrence is 𝐹 (𝑥𝑇 ) = 1 − (1/𝑇). The value of 𝑥𝑇 can be considered
as the characteristic value which can be exceeded only once during the time period 𝑇
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(eg. 50 years). This means that the probability of its occurrence in a year is approximately
1/𝑇 . The 𝑥𝑇 quantile of GEV distribution is given by:

(3.1) 𝑥𝑇 =


𝛽 + 𝛼

𝜅

[
1 −

[
− ln

(
1 − 1

𝑇

)] 𝜅 ]
𝜅 ≠ 0

𝛽 − 𝛼 ln
[
− ln

(
1 − 1

𝑇

)]
𝜅 = 0

The value of 𝑥𝑇 is obtained by transforming 𝐹 (𝑥). For example, in the case of 𝜅 = 0
in GEV, a logarithm of 𝐹 (𝑥) in Eq. (2.4) should be done twice and from the transformed
equation the value 𝑥 corresponding to 𝑥𝑇 should be determined. In the case of Gumbel
distribution (𝜅 = 0) only parameters 𝛼 and 𝛽 should be determined, while in the case of
two other distributions (𝜅 ≠ 0) the additional parameter 𝜅 should be also determined.
In the case of GPD, for the threshold 𝜉 and the rate parameter 𝜆, the quantile is given by:

(3.2) 𝑥𝑇 =

{
𝜉 + 𝛼

𝜅
[1 − (𝜆𝑇)−𝜅 ] 𝜅 ≠ 0

𝜉 + 𝛼 ln(𝜆𝑇) 𝜅 = 0

Since the threshold is assumed, only two parameters have to be determined: 𝜆 and 𝜅.
Practical methods for determining the parameters of GEV-FT1 (Gumbel) and GPD

distributions are described below, these are: LSM, MOM, ML, PWM, BLUE, and de Haan
method.
1. Least Squares Method (LSM). The method consists in minimizing the function

measuring the deviation of the linear model from the measured values. Differentiating the
obtained function with respect to distribution parameters, e.g.: 𝛼 and 𝛽 leads to a system
of two equations with 𝛼 and 𝛽 as variables.
In the case of Gumbel distribution (Eq. (2.1) or Eq. (2.4), for 𝜅 = 0) the data set

containingmaximumannual 10-minutemean velocities, should be prepared. Putting instead
of 𝑥 in Eq. (2.1) and next performing double logarithm operation, we get:

(3.3) 𝑢 = 𝛼 (− ln [− ln (𝐹 (𝑢))]) + 𝛽⇒ 𝑢 = 𝛼𝑥 + 𝛽

where − ln [− ln (𝐹 (𝑢))] is an argument of the linear function. LSM can be used for
determine the parameters of the trend line.
In the case of GPD in POT approach the relationship between the decreasing value

of the mean excess and the increasing threshold is calculated. Mean excess is defined as
the difference between the mean velocity values above the threshold minus this threshold.
In practice, to get enough data for a linear trend, the threshold is increased by the given
step and the mean excess for the new threshold is calculated. By using this procedure,
the approximating line with the negative slope can be found, 𝑦 = 𝑎𝑥 + 𝑏, and then GPD
parameters can be calculated:

(3.4) 𝜅 = − 𝑎

1 + 𝑎 , 𝛼 = 𝑏(1 + 𝜅)

2. Method of Moments (MOM). In this method consecutive moments of assumed
distribution and calculated from the data set are compared. The method is quite simple
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when only two parameters are to be determined. Mean and variance of Gumbel distribution
(maximal), 𝑥 and 𝑠2, and resulting distribution parameters are given by:

(3.5) 𝑥 = 𝛽 + 0.57721𝛼, 𝑠2 =
𝜋2𝛼2

6
and 𝛼 =

√︂
6𝑠2

𝜋2
, 𝛽 = 𝑥 − 0.57721𝛼

These values are compared with and 𝑠2 calculated from the data set of annual maxima.
The parameters of GPD can be estimated in similar procedure:

(3.6) 𝜅 =
𝑥2 − 𝑠2

2𝑠2
, 𝛼 =

𝑥

(
𝑥2 + 𝑠2

)
2𝑠2

3. Probability Weighted Moments method (PWM). The data set of annual maxima is
arranged in ascending [22, 29, 30] or descending [8, 31] order and consecutive weights 𝑗
are assigned. The unbiased estimators for the data set of size 𝑁 are given in Eq. (3.7) and
subsequently, the parameters of Gumbel distribution can be estimated from Eq. (3.8):

(3.7)

𝑏0 = 𝑥 𝑗 = mean, 𝑏1 =

𝑁−1∑︁
𝑗=1

𝑥 𝑗

(𝑁 − 𝑗)
𝑁 (𝑁 − 1) (descending),

𝑏1 =

𝑁∑︁
𝑗=2

𝑥 𝑗

( 𝑗 − 1)
𝑁 (𝑁 − 1) (ascending)

(3.8)

{
𝛼 = 2.8854𝑏1 − 1.4427𝑏0 𝛽 = 1.8327𝑏0 − 1.8327𝑏1 (descending)
𝛼 = (2𝑏1 − 𝑏0) /ln(2) 𝛽 = 𝑏0 − 0.57721𝛼 (ascending)

In this approach, more attention is put to a long tail of the distribution, than to the
low-end values. Therefore, the single extreme values, are less likely to be outliers of the
model.
The parameters of GPD can be derived in similar procedure:

(3.9) 𝜅 =
4𝑝 − 𝑥
𝑥 − 2𝑝 , 𝛼 =

2𝑥𝑝
𝑥 − 2𝑝 for 𝑝 =

1
𝑁

𝑁∑︁
𝑗=1

(
1 − 𝑗 − 0.35

𝑁

)
𝑥 𝑗

4. Maximum Likelihood method (ML). The method consists in creation a likelihood
function for the given data set based on probability density function (e.g.: [2]). Thus, the
likelihood function depends on the parameters describing the distribution. These parameters
are estimated such that the likelihood function takes its global maximum value. Partial
derivatives of the likelihood function (or its logarithm)with respect to particular parameters
of the distribution should be computed and compared to zero. The solution of the obtained
system of equations requires iteration.
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A simplified estimation can be used for Gumbel distribution and for a data set of size 𝑁:

(3.10) 𝛼← 𝑥 𝑗 −

𝑁∑︁
𝑗=1

𝑥 𝑗 exp
(
−
𝑥 𝑗

𝛼

)
𝑁∑︁
𝑗=1
exp

(
−
𝑥 𝑗

𝛼

) , 𝛽← −𝛼 · ln

1
𝑁

𝑁∑︁
𝑗=1
exp

(
−
𝑥 𝑗

𝛼

)
An initial value of 𝛼 must be given from e.g.: MOM. Then, the sums in Eq. (3.10) are

calculated and the improved values of𝛼 and 𝛽 are found. The entire procedure is repeated for
the new value of 𝛼. The iteration continues until the parameter values converge accordingly.
5. BLUE method. The method is a modification of Gumbel distribution introduced for

wind engineering by Harris [11] to facilitate calculation of Gumbel distribution parameters
using the Lieblien BLUE [12]. Relatively short data sets can be used, although data sets
shorter than 10 years are not recommended. The method uses two BLUE coefficients
𝐴(𝑚) and 𝐵(𝑚), where 𝑚 is the rank of coefficients, ranging from 1 for the lowest value
of the velocity-squared to 𝑁 for the highest value. The coefficients 𝐴(𝑚) and 𝐵(𝑚) are
given for 𝑁 from 10 to 30 in increments of 1 [15]. Originally, Lieblien method reported
BLUE coefficients up to 𝑁 = 16. In the case of longer data set subsequent coefficients
can be determined based on known BLUEs for e.g. 𝑁 = 16 years or can be obtained
from [12, 15, 19]. This approach will be probably recommended for use in Europe to
harmonize wind velocity maps [15].
6. De Haan method. The method is based on the data above the given threshold

and ordered in descending order. The values of 𝑀𝑖 are calculated (Eq. (3.11)) and in
consequence parameters 𝜅 and 𝛼 of GPD can be defined (Eq. (3.12)) [32]:

𝑀𝑖 =
1
𝑘

𝑘∑︁
𝑗=1

(
ln(𝑥 𝑗 ) − ln(𝑡)

) 𝑖(3.11)

𝜅 = 𝑀1 + 1 −
1

2
(
1 − 𝑀21/𝑀2

) , 𝛼 =
𝑡𝑀1
𝜌

, 𝜌 =

{
1 𝜅 ≥ 0
1/(1 − 𝜅) 𝜅 < 0

(3.12)

where: 𝑖 = 1, 2, 𝑘 – number of data 𝑥 𝑗 over the given threshold 𝑡.

4. Velocity of strong winds in Poland

4.1. Current regulations

Many measurements are carried out around the world to determine the environmental
conditions at the construction sites of future engineering structures or investments related
to, among others, wind energy, e.g.: [33–37]. This type of research applies only to local
conditions in the area intended for the investment. Undoubtedly, such measurements can
provide a lot of information about wind characteristics. However, they cannot be used to
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analyse wind conditions for larger areas and to calculate characteristic value. To perform
such analysis, it is necessary to collect long-term data on wind velocity and direction from
a network of meteorological stations scattered throughout the country. Wind conditions in
a given country were, and still are one of the main issues raised by researchers in wind
engineering. Recently, such works have been carried out in various countries – [38–57].
These works use different time periods of data, different approaches to the description of
parent and extreme data distributions, and different methods for estimating parameters of
these distributions.
The climate in Poland can be classified as mixed [58] and is influenced by marine and

continental climates. Strong and extremewind velocities can be caused by: (a) deep cyclones
(mid-latitude cyclones) causing violent winds accompanying the transition of the front
system and occurringmainly in winter, (b) foehnwinds (mountain winds) occurring locally,
(c) storm events: gust fronts, downbursts, derechos, tornados, and gust front vortexes [38,
59–63].
A huge work on statistics of parent and extreme distributions of wind velocity and

direction was done in Poland by prof. Jerzy Żurański [38]. Żurański used Weibull parent
and Gumbel extreme value distributions in relation to wind velocity with and without
division into 12 directional sectors. His research made it possible to develop the wind
velocity map of Poland, which was included in the Polish standard [64], and later in its
updated version in the national annex to Eurocode [1]. Żurański determined characteristic
values of wind velocity with the return period of 50 years and respective directional
coefficients of wind. He considered 33 meteorological stations and data since 1961. Fig. 3a
shows the zones based on research carried out up to the 1970s, while Fig. 3b shows these
zones verified on the basis of next 25 years of data. The last update of the values of 𝑣𝑏,0 was
around 2005. It is worth mentioning that the future introduction of the second generation
Eurocode [15] requires further updating of the wind maps in Poland.

(a) (b)

Fig. 3. Wind velocity maps in Poland: a) [64], b) [1]
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4.2. Available wind data – problems and solutions
In the case of Poland, the meteorological data provider is Polish Institute of Meteo-

rology and Water Management – National Research Institute (IMGW-PIB). The current
measurement-observation network of IMGW-PIB includes synoptic and climate stations
that are equipped, or may be equipped in the case of climate stations, with automatic de-
vices recording wind velocity and direction in an hourly mode. The scope of data collected
at both types of stations is different, much less information is provided at climate stations.
IMGW-PIB reports the total number of 67 synoptic and 339 climate stations that were
installed in Poland since 1951. At the end of 2021, 58 synoptic and 57 climate stations
reported measurements. Some stations were closed or changed location over the years. In
authors’ opinion, based on the compilation of public data from IMGW-PIB, roughly about
58 synoptic and 119 climate stations can be considered when estimating the characteristic
wind velocity. These numbers include stations that have closed in the last few years, but
have performed measurements over a 30-year period. Currently, the maximum available
time period is 72 years for some stations.
Both types of stations record wind velocity and direction. At synoptic stations, wind

velocity is recorded with the resolution of 1 m/s and the direction is recorded with the
resolution of 10◦ that was corrected a few years ago to 1◦. The values are recorded hourly,
with the 10-minute mean value over the last 10 minutes being measured before each UTC
clock hour. The value of maximum 2–3-second gust in the last 10 minutes of each hour is
measured, roughly since 1995. It is recorded if the value exceeds the 10-minute mean by
at least 5 m/s [38]. Maximum hourly gusts are recorded since 2005. In initial time period
data was recorded 4 times a day at 0:00, 6:00, 12:00, 18:00. Data were captured 24 times
a day since 1966, but in some periods number of measurements was reduced to 8 per day,
every 3 hours at 0:00, 3:00, 6:00 etc. At climate stations, wind velocity and direction is
recorded 3 times a day at 6:00, 12:00, 18:00 with the resolution of 1 m/s in 16 directional
sectors (N, NNE, etc.).
Sufficiently long measurement time does not ensure correct determination of the char-

acteristic velocity. In addition, several requirements regarding measurements at different
stations should be met, they are: the same method of data recording; the same methodology
of measurements; the location of station in the terrain with low roughness corresponding to
the open area; the location of station in the terrain with similar low surrounding orography;
the same installation height of the measuring devices (10 m).
In practice, these requirements are not met simultaneously or none of them are met

throughout the station’s lifetime. Over the years, the recording methods evolved by switch-
ing from manual to automatic registration and by introducing more modern anemometers.
Another methodology was used, 2-minute mean velocities were recorded until Decem-
ber 31, 1975, and after January 1, 1976, the values changed to 10-minute means. The
number of records per day in various periods was different: 3, 4, 8 or 24 records a day.
Usually, stations were/are located in accordance with the abovementioned requirements for
topography and orography, however, during the years, the surrounding area was/is built-up.
Sometimes the location of the station was even moved due to the intensive development of
areas around it.
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Most of changes can be fairly easy accounted in calculation. The transition between
different averaging times from 2-minute means to 10-minute means can be based on the
guidelines given by e.g. [65–68]. Values of factors by which 2-minute means should be
multiplied to obtain 10-minute means are 0.903 for the open terrain, 0.879 for the terrain
with low vegetation and buildings, and 0.817 for the built-up terrain (comp. [65, 67]).
When calculating the characteristic velocity, wind gusts should be taken into account,

if they were measured. Especially maximum hourly gusts can increase the characteristic
velocity quite significantly. In order to obtain 10-minute means, the values of 2-second
gusts should be multiplied by: 0.689 for the open terrain, 0.636 for the terrain with low
vegetation and buildings, and 0.515 for the built-up terrain (comp. [65, 67]).
More precisely, the conversion of values between different averaging times can be done

by determining the ratio of gust velocity to 10-minute mean velocity recorded at the same
time, as long as both measurements are carried out simultaneously. This way the gust factor
for the given meteorological station can be obtained. The determined gust factor values
allow to assess the topography of the area around the station. The stable value over the years
proves that the area has not changed much, while significant changes most often indicate
an increase in the density and height of land development.
If, on the basis of the documentation from the meteorological services in the given

country or on the basis of changes in the gust factor value, it was found that the area around
the station was built-up, then the transition from the built-up terrain to the open terrain
should be done. Appropriate conversion factors being in accordance with the vertical wind
velocity profile should be applied. Considering Eurocode [1] assumption that the terrains
assigned to the 2nd and 3rd category are open and built-up terrains, respectively, and taking
into account logarithmic vertical profile of wind velocity, the wind velocity at height 𝑧 can
be recalculated from category 3 (𝑢3) to category 2 (𝑢2) according to:

(4.1) 𝑢2 (𝑧) =
𝑘𝑟 ,2 ln

(
𝑧/𝑧0,2

)
𝑘𝑟 ,3 ln

(
𝑧/𝑧0,3

) 𝑢3 (𝑧)
where 𝑘𝑟 is the terrain factor depending on the roughness length for the given terrain, 𝑧0.
A similar conversion, consistent with the vertical wind velocity profile, should be

performed when sensor installation height was changed. The conversion performed for the
terrain category 2 between velocities at two heights 𝑧1 and 𝑧2 is:

(4.2) 𝑢2 (𝑧2) =
ln

(
𝑧2/𝑧0,2

)
ln

(
𝑧1/𝑧0,2

) 𝑢2 (𝑧1)
4.3. Sample results

The solution of problems resulting from the data heterogeneity is shown on the example
of synoptic stations located in central Poland. Poznań-Ławica station (code: 330) located
in Poznań, in the wind zone 1, was selected for analysis. Figure 4 shows the data set for
this station since 1966 when it started operating as the synoptic station. The following
notations are introduced: 𝑣𝑚,max – maximum 10-minute mean velocity measured in the last
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10 minutes of each hour; 𝑣𝑔1 – velocity of 10-minute gusts, i.e. maximum velocity of gusts
measured in the last 10 minutes of each hour; 𝑣𝑔2 – velocity of hourly gusts, i.e. maximum
velocity of gusts measured over an hour; 𝑣𝑚 – 10-minute mean velocity averaged over the
year. Between 1961–1965, 4 sets of data were registered, at 0:00, 6:00, 12:00, 18:00, since
1966 – 24 measurements were made. This number was limited to 8 measurements per day
between 1986–1992 when they were taken at 0:00, 3:00, 6:00 etc. The 10-minute gusts
and hourly gusts were recorded since 1993 and 2005, respectively. The terrain conditions
around the station remained, more or less, unchanged during its use. The height of the
anemometer installation changed. It was 13 m until June, 1965, 16.5 m until May, 1984,
and 10 m until now. Wind data for other stations located in wind zone 1 are also shown
in Fig. 4: Warszawa-Okęcie (code: 375), Siedlce (code 385), Kozienice (code: 488). The
period of operation, the number of daily measurements and the time of the first registration
of gusts were the same as at Poznań–Ławica station with the following differences: there
were 8 measurements a day until 1993 and 24 since 1994 in the case of 385 and 488;
moreover station 488 operated since 1977.
Preliminary analysis shows a downward trend in the values of 𝑣𝑚 and 𝑣𝑚,max. Table 1

presents equations of linear trends from Fig. 4. The greatest decrease of 𝑣𝑚,max occurs for
station 385; according to the equation the velocity would drop by approx. 3 m/s by 2050.
Most likely, the downward trend indicates the gradual development of the area around the
stations.

Fig. 4. Annual maximum and mean wind velocities at stations: a) 330, b) 375, c) 385, d) 488

Wind velocities from Poznań–Ławica station were the input data to determine the
characteristic velocity, 𝑣𝑏,0. The calculations were made for two data sets: 1) containing
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Table 1. Linear trend of wind velocity

Station 330 375 385 488

𝑣𝑚 𝑦 = −0.009𝑥 + 22.109 𝑦 = −0.019𝑥 + 41.819 𝑦 = −0.011𝑥 + 25.910 𝑦 = −0.019𝑥 + 40.128
𝑣𝑚,max 𝑦 = −0.022𝑥 + 58.609 𝑦 = −0.062𝑥 + 138.838 𝑦 = −0.101𝑥 + 215.439 𝑦 = −0.097𝑥 + 206.039

maximum 10-minute mean velocities – 𝑣𝑚,max, and 2) supplemented with the maximum
gusts from the periods in which they were measured – 𝑣max. Of course, 2-second gusts were
converted to 10-minute means. The input data is shown in Fig. 5a,b.
Both data sets were modified. Subsequent modifications were made in three steps:

1) 2-minute means were converted to 10-minute means in the time periods that require it.
The variants 𝑣𝑚,max1 and 𝑣max1 were obtained (Fig. 5a,b). 2) Velocities were recalculated
due to the changes in the mounting height of the anemometer. The variants 𝑣𝑚,max2 and
𝑣max2 were obtained (Fig. 5a, b). 3) Terrain category changes were additionally examined.
In this case, it was assumed that in the last 10 and 20 years the area around the station was
built-up and could be classified as terrain category III. The variants with indexes 3 and 4
were obtained (Fig. 5c, d). Variants 1 and 2 take into account the actual changes in the
averaging time and the height of the anemometer, while options 3 and 4 take into account
theoretical changes of roughness.

Fig. 5. Modifications of wind velocities at station 330 according to: a–b) averaging time and height
of measurement, c–d) terrain roughness

Characteristic wind velocity was determined with Gumbel distribution of annual max-
ima. Various methods were considered to estimate distribution parameters: LSM, MOM,
ML, PWM and BLUE. Figure 6 shows the values of 𝑣𝑏,0 estimated in 5 variants of data
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sets described above. The data set based on 10-minute means gave the lowest estimate
in variant 2 when the data were recalculated from 2-minute means and changes of the
mounting height of anemometer were taken into account (𝑣𝑚,max2 ). Considering data sets
supplemented by gusts the variant of original data usually gave the lowest estimate (𝑣max).
It is logic because changes of averaging time and anemometer height took place in early
years of the station operation when gusts were not measured.

Fig. 6. Values of 𝑣𝑏,0 for station 330, for data sets: a) based on means, b) supplemented by gusts

The analysis carried out for station 330 shows that taking into account the time con-
version from 2-minute to 10-minute means and changes in the mounting height of the
anemometer does not cause large changes in the value of 𝑣𝑏,0. The changes with respect
to the initial values of 𝑣𝑚,max and 𝑣max, in dependence on the method used to estimate the
distribution parameters, are in the range from –0.9% to –2.3% and from –0.2% to 1.8%,
respectively for two data sets. Negative values mean a decrease of velocity whereas positive
its increase. The theoretical change of the terrain category causes a significant increase of
𝑣𝑏,0. In the case of upgrading the terrain category to category 3 during the last 10 years,
the increase in 𝑣𝑏,0 is at the level of 10% and 20%, respectively in variants 𝑣𝑚,max3 and
𝑣max3 . The extension of the roughness change period to 20 years, i.e. in variant 4, causes
the increase over 20% and 30%, respectively. Large changes of the values of 𝑣𝑏,0, espe-
cially taking into account gusts, are caused by the fact that gusts were measured in periods
corresponding to the theoretical changes in roughness, and not in the initial years. To sum
up, while changes in the averaging time and the height of anemometer assembly do not
significantly affect the value of 𝑣𝑏,0, changes in the roughness of terrain around the station
may have a very large impact. It should be emphasized that the modification of the terrain
category is artificial and in practice these changes will occur gradually, not suddenly, so
their impact on the characteristic velocity will be lower.
When analysing the methods, BLUE provided the lowest estimate of 𝑣𝑏,0 for both data

sets in all variants. On the other hand, the highest estimate was calculated most often
with LSM.
The range of differences in the values of 𝑣𝑏,0 in relation to the value determined using

BLUE ranges from 1.9% to 4.1% in the case of the data set including means and input
variant (𝑣𝑚,max) and variants taking into account real changes (𝑣𝑚,max1 , 𝑣𝑚,max2 ). In the
case of the data set supplemented with gusts and similar variants (𝑣max, 𝑣max1 , 𝑣max2 ), the
range of changes is from 3.9% to 8.7%. Taking into account the rounding of the value of
𝑣𝑏,0 to the total value used in the designing of structures, the choice of the method may
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result in a change of this value by 1 m/s and in the extreme case by 2 m/s (LSM vs BLUE
in 𝑣max2 variant).
The peak factor can be used to determine the real changes in terrain roughness around

the station. Figure 7 shows values of peak factor determined by dividing the gust velocity
during the last 10 minutes of each hour by the 10-minute mean velocity measured during
that time.

Fig. 7. Peak factor values and trend lines for stations: a) 330, b) 375, c) 385, d) 488

The highest annual means and corresponding gusts from the same time were selected.
The values of peak factor averaged over the entire measurement period are respectively:
1.500, 1.477, 1.572 and 1.702 for subsequent meteorological stations. The first three values
correspondmore or less to the valuesmeasured in nature and recommended by Eurocode [1,
65–67] for the terrain category 2, i.e. the standard terrain. The fourth value is much higher
and indicates changing roughness of the terrain. The linear trend equation related to time
changes of the peak factor is also shown in Fig. 7. All slope coefficients are positive, which
indicate probable development of the area around the station over the years. A smaller slope
of the linear trend indicates smaller changes in the roughness.

5. Conclusions
Changes in the network of meteorological stations in Poland, modernisation of record-

ing devices, development of the terrain roughness, and above all, constantly extended
measurement period indicate the need to analyze wind velocity and direction and update
the knowledge in this field. At present, the analysis can be based on quite long, up to 70 years
measurement periods. This is the significant quantitative (in the number of records) as well
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as qualitative (quality of automatic measurements, gust recording) difference compared to
the research carried out several years ago. Data from the last 20 years, which includes gusts,
deserve particular attention. In addition, questionable quality of some results from the initial
measurement period related to different recording methods, different averaging times and
the human factor, may affect the estimation of 𝑣𝑏,0. In connection with above comments, it
is necessary to check the influence of the measurement period length on the obtained esti-
mate. Żurański in Poland usedWeibull distribution for parent data and Gumbel distribution
based on one maximum per one epoch for extreme value distribution. The method of deter-
mining wind velocity with 50-year return period recommended by the second generation
Eurocode based on Gumbel distribution and BLUE coefficients [15] is slightly different
from the approach used by Żurański. Perhaps the use of different methods or measurement
periods caused discrepancies in the values of 𝑣𝑏,0 observed along the Polish border with
Germany, Lithuania and Slovakia indicated in the draft of new Eurocode. Probably, the
incompatibility along the western border of Poland is the result of an arbitrary decision to
increase wind velocity, which is written into the German standard. Research carried out
by Kasperski [39] indicated velocity only 0.5 m/s higher than in the border area in Poland.
A few years ago, Żurański increased wind velocity at Lithuanian border to 26 m/s, which
resulted in a difference of 2 m/s, but upwards. He also proposed to increase characteristic
values in submontane and mountainous regions at altitudes of more than 300 m asl, which
should provide a better correlation with the velocity in Slovakia to 700 m asl. Żurański did
not manage to publish these results and they also need to be checked and supplemented by
new data. Worldwide practices also suggest other approaches to estimate the value of 𝑣𝑏,0,
including modified Gumbel distribution, MIS, POT or 𝑟-los. Especially the latter methods
should be considered in estimating 𝑣𝑏,0 as more advanced and well adapted to the mixed
climate that prevails in Poland. Although BLUE is the recommended method in Europe, all
other methods should be constantly applied to the available data and cross-validated. Any
discrepancies between them should be explained due to the fundamental uncertainty and
sparsity of weather-related measurements. In addition, the statistical analyses carried out
in various measurement periods will allow to determine possible climate changes related
to the maximum values of wind velocity.
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Prędkość charakterystyczna silnego wiatru do celów
inżynierii wiatrowej

Słowa kluczowe: charakterystyczna prędkość wiatru, Gumbel, GEV, GPD, mapa prędkości, norma
wiatrowa, BLUE

Streszczenie:

Eurokod zaleca stosowanie podstawowej bazowej prędkości wiatru (prędkości charakterystycz-
nej) jako wartości projektowej w inżynierii lądowej. Istnieją różne metody szacowania tej wartości,
zależne od cech klimatycznych danego obszaru oraz jakości rejestrowanych danych środowiskowych.
Oszacowanie wartości charakterystycznej wymaga analizy statystycznej danych historycznych na
temat prędkości wiatru mierzonej na stacjach meteorologicznych na terenie całego kraju. Wynikiem
analizy jest rozkład gęstości prawdopodobieństwa i w konsekwencji wartość charakterystyczna pręd-
kości wiatru w danej lokalizacji.W normach projektowych, przeważnie jest to prędkość o tzw. okresie
powrotu wynoszącym 50 lat. Końcowym efektem jest wyznaczenie na mapie kraju stref o jednako-
wych prędkościach wiatru. W przypadku Polski ostatnia aktualizacja stref wiatrowych miała miejsce
ponad 15 lat temu. Znacznie dłuższe okresy pomiarowe i dobra jakość danych rejestrowanych na sta-
cjachwostatnich latach orazwprowadzeniew niedalekiej przyszłości drugiej generacji normEurokod
stwarza potrzebę sprawdzenia tych stref i ewentualnej ich korekty. W pracy przedstawiono podstawy
teoretyczne estymacji wartości charakterystycznych zmiennych losowych w kontekście prędkości
wiatru, dokonano kompleksowego przeglądu praktycznych metod stosowanych w tym celu oraz pod-
sumowano obecną sytuację w Polsce. Omówiono również zagadnienia związane z niejednorodności
danych wiatrowych rejestrowanych na stacjach meteorologicznych, ilustrując je przykładem.
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