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Abstract
Image intensifier tubes (IITs) are the most important modules of night vision devices used in huge numbers
by military forces worldwide. Resolution is the most important parameter of IITs that presents information
about ability of these devices to produce output images preserving information about details of the observed
scenery. Despite its importance, it is still a common practice to measure resolution subjectively, by an observer
looking at image of a resolution target created by a tested IIT. A series of attempts have been carried out to
develop objective methods for accurate resolution measurement of IITs but with limited success. Accuracy of
these methods varies depending on the tested IIT. This paper presents detailed analysis of proposed methods
for objective resolution measurement. This analysis has shown that significant variability of accuracy of
these methods is caused by one main drawback: the methods do not take into account influence of the spatial
noise effect on human perception of image of the resolution target. Thus, an improved method taking into
account spatial noise and its impact on target detection has been proposed. The method has been validated
through experimental verification that shows accuracy improvements compared to other objective methods.
This new approach improves accuracy of measurement of resolution of IITs to a level that can be accepted at
professional test stations. In this way, this new method has potential to replace the standard subjective method
to measure resolution of IITs and fix the biggest flaw of the standard test stations: measurement subjectivity.
Keywords: image intensifier, IIT, resolution measurement, subjective resolution, objective resolution.

1. Introduction

Image intensifier tubes (IITs) are vacuum tubes that amplify a non-detectable (or barely
seen) image at their photocathodes to a bright, clearly visible image created at the screen plane.
The amplification is a double conversion process. First, the incoming light is converted into
photoelectrons by the photocathode of the tube. Then, highly intensified photoelectrons strike
the phosphor screen (anode) and a bright image is created that a human can easily see. This makes
IITs the most important component of night vision devices used in worldwide in military, security
and civilian applications [1].
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Resolution is a parameter to quantify the quality of images generated by IITs. It is considered
as the most important parameter of IITs [2]. In detail, the resolution is typically defined as a spatial
frequency of the smallest resolvable element of the test target that can be resolved by a human
observer [3–5]. It is a parameter that is present in practically every data sheet of image intensifier
tubes [6–8].

According to this classical subjective measurement method, the observer is looking at a set
of progressively smaller elements until he can no longer distinguish finer details of the observed
target. The main problem is the subjective nature of such measurements. The results are based
solely on the observer’s judgment.

A series of attempts have been carried out to develop objective methods for accurate resolution
measurement of IITs [9–11], but with limited success. Accuracy of these methods varies depending
on the tested IIT.

This paper presents detailed analysis of methods for objective resolution measurement of IITs.
The analysis has shown that significant variability of accuracy of these methods is caused by one
main drawback: the methods do not take into account the influence of spatial noise effect on human
perception of image of the resolution target. In such a situation, an improved method that takes
into account spatial noise and its impact on target detection has been proposed. The proposed
method has been later validated through experimental verification by comparison tests with the
classical subjective method. The obtained results show significant accuracy improvements of the
new method compared to the other objective methods.

2. Classical subjective method

Resolution of IITs is typically measured using the subjective method proposed by standards
issued by US military authorities [12]. The resolution is defined as the smallest pattern of the
United States Air Force (USAF) 1951 Resolving Power Test Target (Fig. 1) for which the observer
can distinguish three black lines and the clear areas between the black lines, for both the vertical
and horizontal direction [3–5]. Technical details of USAF1951 target can be found in [13].

(a) (b)

Fig. 1. Drawings of typical resolution targets used in testing IITs: a) typical USAF 1951 resolution target (groups 4-8), b)
modified USAF1951 (increased number of patters with a smaller step between them).

This classical method has many known issues, which stems mostly from subjective nature of
the measurement. In the classical method, the observer decides whether the pattern is resolvable
or not. There is no way to recreate another observer’s decision process as every person is different.
Further on, the observer’s mental state and experience are important as well. Trained observers are
capable of resolving higher frequencies. Finally, resolving patterns is a mundane and mentally
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exhausting task. A well-rested observer can score higher than a fatigued one and, during a long
measurement session, there can be a drop in the resolving ability. As such, observers usually do
not work full time, which drives up the cost.

To minimize the drawbacks of the standard method, it is necessary to exclude the observer from
the measurement and derive resolution from other parameters that can be measured objectively.

3. Review of objective resolution measurement methods

In the past, there were several attempts to establish an objective method of measuring
resolution [9–11]. Here, the following methods are discussed:

1. Maximum output brightness,
2. Fourier transform of bar patterns,
3. MTF threshold.

3.1. Maximum output brightness

Stefanik et al. in [9] calculated the resolution of the whole night vision device, or as they called
them, image intensifiers systems. They focused primarily on lower light level conditions. However,
their methodology can be extrapolated to measurements of IITs with few modifications.

They proposed, based on previous works on pattern recognition, minimum contrast and the
temporal signaltonoise threshold factor for the visual discrimination between adjacent areas of the
target as a foundation of their model. The resolution is calculated as in (1):

R =
Cb

4 · k · A0

√
S · t · L0
(2 − Cb) · q

, (1)

where: Cb is the Weber contrast, L0 – screen luminance, S – IIT sensitivity, t – eye integration
time, k – contrast threshold value, q – electron charge, A0 – device aperture.

However, since contrast depends on the observed target frequency and resolution is defined as
said target frequency, it is more accurate to present (2) as:

R =
Cb (R)

4 · k · A0

√
S · t · L0

[2 − Cb (R)] · q
. (2)

Due to relationship between contrast and resolution, (2) cannot be directly used to obtain
limiting resolution. However, for that purpose we can rewrite (2) using detection threshold T .
Detection threshold is a figure of merit that informs whether the target is recognizable or not.
Targets with T greater than 1 can be resolved. Resolution is a spatial frequency for which T is
equal to 1. During the resolution measurement, input light is high so we can safely assume that IIT
reaches maximum output brightness (MOB). We can subside MOB for L0 in calculation. Stefanik
showed that sensitivity S is proportional to IIT signal to noise ratio (SNR) squared. Contrast Cb

can be obtained through an MTF measurement. Taken all of these into consideration, we can
rewrite (2) to (3). Equation (3) can be used to obtain resolution.

T (ν) =
1

kIIT
·

Cb (MTF)√
[2 − Cb (MTF)]

· SNR ·
√

MOB, (3)

where: kIIT is a coefficient different from k used in (1).
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3.2. Fourier transform of bar patterns

Wang et al in [10] has a more direct approach. They propose to determine the resolution
based on the Fourier transform of the middle bar of a 3 bar input image. The process of extracting
resolution is as follows. The bar pattern is captured with a high magnification video microscope.
Then, an average profile of each target is drawn. From the average profile, the middle bar is selected,
multiplied and its spectrum calculated. The highest peak amplitude (HPA) of the spectrogram is
compared with a threshold and if it is higher, then pattern is considered recognizable. The process
is repeated for smaller and smaller bars, until HPA drops below the threshold.

3.3. MTF threshold

Qiu et al in their simulation [11] use electron tracing to estimate the point spread function (PSF)
of an IIT. From PSF, they calculate the line spread function (LSF). The Fourier transformation
of LSF gives MTF. Then, they use threshold value to obtain resolution from MTF. For them,
resolution is equal to spatial frequency which produces MTF equal to a certain value.

The end user rarely has access to internal parameters of an IIT needed for electron tracing.
Cathode voltage or MCP spacing are seldom stated in IIT test reports and they are challenging to
measure for potted tubes. There are other methods to calculate MTF such as analysis of images of
line or edge targets. Regardless the method, once MTF is obtained, the conversion to resolution is
straightforward. Limited resolution is defined as the spatial frequency for which the MTF value is
equal to the threshold.

3.4. Method comparison

The authors have tested resolution on a sample of eight IITs with methods presented in the
previous sections and compared obtained results to ones generated by the classical subjective
method. In the latter case, in order to increase repeatability, the resolution has been calculated as
an average from several measurements using resolution patterns at different locations and different
angular rotations.

The tested IITs have been selected to realistically represent tubes offered on the international
market: the tubes are from different manufacturers, have different phosphor screens, screen
curvature, generation, resolution and fixed pattern noise (FPN) (Table 1). The latter parameter is
crucial for this paper. It is understood here as a standard deviation of spatial distribution of screen
luminance. The results for all methods are gathered in Table 2.

The performance criterion of IITs called the FOM (Figure of Merit) is calculated as a product of
measured resolution and SNR. An IIT grade and its price are based on calculated FOM. Therefore,
there is market pressure on high accuracy of resolution measurement.

The FOM of modern IITs can be as high as 2000 and its requirements are typically presented
with a step of 200 [6, 7]. The grading gap of 200 points is equal to the change of one element in
resolved USAF test for the highest grade (64 lp/mm). Manufacturers started to add in-between
patterns to make sure that the observer correctly resolved resolution patterns [14]. In practice, to
account for the repeatability of the observer at least two additional patterns are added in between
the standard USAF the elements (Fig. 1b). This results in a step between elements of the modified
resolution target equal to 3%. To keep the target consistent, the same 3% step is also used for other
resolutions. Note that for classical method, the target step can be considered as method accuracy.

As can we see in Table 2, none of tested methods can offer accuracy below the required level.
In detail, the average error offered by the MTF threshold method is only slightly below 3.0%,
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Table 1. IITs characteristics.

Tube no. Generation Resolution (classical)
[lp/mm]

FPN normalized to
Tube no. 1 [–]

Phosphor
type

1 2+ 58.8 1.00 P20
2 2+ 48.9 1.20 P20
3 3 66.2 0.81 P43
4 2+ 55.5 1.10 P43
5 2+ 54.6 1.32 P20
6 2+ 64.2 1.38 P20
7 2+ 68.7 1.00 P45
8 2+ 81.0 1.10 P43

Table 2. Comparison of objective methods.

Method
Maximum relative difference from

the classical method dmax

dmax = max
����Rn − Rnclassical

Rnclassical

����
Average module relative difference
from the classical method davg

davg =
1
n

∑����Rn − Rnclassical
Rnclassical

����
MOB –6.5% 4.0%

Fourier transform of bar patterns 10.5% 4.5%
MTF threshold 4.9% 2.9%

but the maximum error is over one and a half times over the limit. Further on, the situation is
much worse for the other two methods. Here, even an average module relative difference from the
classical method is almost two times over the limit.

There is a possibility that the authors have not perfectly implemented the analysed methods.
There is a chance that if original authors of these methods had carried out such tests, they could
have obtained results of difference lower comparing to the classical method. However, in the
opinion of the authors of this paper, the analysed methods cannot generate results of accuracy
below 3.0%.

In addition, the methods presented here enable the measurement of only average resolution,
while test teams are often interested in measuring maximum resolution (measurement at the
so-called sweet spot). In such a situation a new method capable of offering better accuracy and
ability to measure both average and maximal resolution should be developed.

4. Improved objective method – the CNR method

The analysis carried out by the authors has shown that the methods discussed in the previous
chapter do not take into account the spatial noise of IITs. In the authors’ opinion, it is the main
reason for modest accuracy of these methods, as intensity of spatial noise varies significantly from
one tube to another (Table 1). Figure 2 shows a comparison between two IITs with different FPNs.

The authors have decided to eliminate this drawback by adding a parameter that characterized
spatial noise. In detail, it is proposed to use modified contrast to noise ratio (CNR) as a resolvability
metric, with effective noise σeffective as a parameter to describe the influence of spatial noise on
image quality perceived by human observers. Targets with CNR above the threshold are considered
to be resolvable.
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(a) (b)

Fig. 2. Image from IITs with a) low and b) high FPN.

4.1. CNR definition

The impact of spatial noise on image quality is often expressed in terms of CNR which is
defined [15] as in (4):

CNR =
Starget − Sbackground

σbackground
=

∆S
σbackground

, (4)

where: Starget – signal from the target, Sbackground – signal from the background, σbackground –
standard deviation of image background noise.

CNR is a popular metric in field of medicine, especially in radiology where it is used to
determine detectability of an object of interest such as a cyst or lesion [16–18]. Objects with a high
contrast are easier to spot. Similarly, objects are easier to detect when there is little noise. When
CNR is too low, the target can no longer be resolved.

Equation (4) describes the property of the image. However, in the case of resolution measure-
ment, the image is evaluated by a human observer. The human eye has the unique property of
filtering the image noise based on the observed target spatial frequency [19]. Additionally, as the
target frequency increases (the bars are getting smaller), their contrast decreases starting from
base contrast ∆S0 for very large bars. The decrease in contrast is proportional to MTF.

Taking these two phenomena into consideration, we can rewrite (4) into a form suitable for IIT
resolution (5).

CNRIIT (νIIT) =
Starget (νIIT) − Sbackground (νIIT)

σeffective (νIIT)
=
∆SIIT (MTF)
σeffective (νIIT)

. (5)

Change the denominator from σbackground to σeffective and its dependency on target spatial frequency
νIIT indicates taking the observer into account. Target spatial frequency νIIT is defined in the
photocathode plane. Starget and Sbackground are signals coming from the bars and gaps between the
bars respectively, as shown in Fig. 3. The next sections shows in detail how to calculate contrast
and effective noise for a given target frequency.

We can use (5) to define resolution. Resolution Raverage is a such spatial frequency of a resolution
target for which CNRIIT is equal to a threshold TCNR, as in (6). Threshold T is found experimentally
and is the same for all IITs.

CNR
(
Raverage

)
= TCNR (6)

Note that CNR does not include target size. In general, up to a certain point, it is easier to
spot a larger target. The same is true for brightness. Dimmer targets are more difficult to resolve.
Fortunately, the measurement of resolution is a unique case, where the observer can adjust the light
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Fig. 3. Medium contrast image of a resolution pattern.

level and target size for best possible conditions. In the past, with analogue devices, it was done by
varying microscope objective magnification M , aperture number F# and input light. Nowadays,
with a video microscope, it is facilitated, as microscope gain Gmic and display luminance Gdisp
can be adjusted as well. As such, all targets, regardless of their initial spatial frequency νIIT
and brightness LIIT, can be magnified and displayed at the same, best for observation, angular
frequency νobserver and screen brightness Lobserver, as in (7) and (8).

νobserver = νIIT · Mmic (νIIT) , (7)
Lobserver = LIIT · Gmic (LIIT) · Gdisp (LIIT) . (8)

Since both νobserver and Lobserver are the same for all target spatial frequencies, we can omit
their impact when modelling the resolution measurement.

To summarize, the authors have proposed to measure resolution using the method pipeline
shown in Fig. 4.

Fig. 4. CNR method pipeline.

4.2. Contrast ∆SIIT

As the bars become smaller, so is getting the difference ∆S between the Starget and Sbackground.
We can predict this difference using MTF. MTF describes the contrast of sine wave targets and,
in resolution testing, we are working with bar targets. MTF is well established and routinely
measured. The contrast transfer function (CTF) is similar to MTF, but it describes the bar target
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contrast. Typically, CTF is not measured in the case of IITs. Fortunately, for high frequency targets
close to resolution limit, conversion from MTF to CTF is straightforward (6).

CTF (ν) ≈
4
π
·MTF (ν) . (9)

Both MTF and CTF use the Michelson contrast CMichelson and, to calculate ∆S, we need to
know the Weber contrast CWeber. To convert CMichelson to CWeber, we can use conversion coefficient
k. The conversion coefficient is defined as (10):

k (CMichelson) =
CWeber

CMichelson
=

2
1 + CMichelson

. (10)

Since MTF and CTF are normalized to zero spatial frequency, we also need to know contrast
∆S0 at that frequency. Zero spatial frequency, in practice, means a sufficiently large target, such as
the ones used during MTF measurements with an edge target. In laboratory conditions, when using
a video microscope, the background signal S0background is usually set to the same level regardless
of the gain of IIT for best repeatability. Once MTF and base contrast are known, it is possible to
estimate contrast for other frequencies using (7)

∆S (ν) =
4
π
· ∆S0 · k (MTF) ·MTF (ν) . (11)

It should be noted that accurate measurement of MTF of IITs is challenging due to presence
of spatial noise. As different techniques of MTF measurement can produce slightly different
results [20], to reduce this problem, [21] shows that fitting a certain function to ESF data can give
good, smooth MTF approximation even in the presence of noise.

4.3. Effective noise σeffective

Measurement of resolution of IITs can be classified as a task of detection of a target on a noisy
background. There have been several models proposed to predict the noise impact on the detection
of target of interest located against a noisy background [19,23,24]. The authors have decided to
use the work of Barten [19], who proposed an eye detection model in the form of internal noise
and external noise. Internal noise, described by standard deviation σinternal, stems from all the
biological signal processing in the eye and brain. External noise σexternal is the noise from the
observed image. Effective noise σeffective is geometrically the sum of those noises, as in (8).

σeffective =
√
σ2

external + σ
2
internal. (12)

For a high-light input signal when photon noise can be omitted, internal noise can be considered
proportional to the input signal with proportional coefficient m (13). Barten estimated m for the
internal noise (neural noise) to be 2.3%. We have experimentally estimated σinternal and found out
that for testing IITs a slightly higher m equal to 2.9% better fits to data.

σinternal = m · S0background (13)

External noise comes from FPN of the tested IIT. In the case of spatial noise, the eye performs
the filtering based on the observed target spatial frequency νtarget. Equation (14) shows the filter
function Ψ and the shape of filter for different target frequencies is shown in Fig. 5. To apply the
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filter function, noise needs to be decomposed into spectral components using power spectrum
density. Equation (10) shows decomposition using power spectrum density ΦIIT

Ψ = 0.747 · exp
[
−2.2 · ln2

(
νn
νtarget

)]
, (14)

where νn – noise spatial frequencies.

ΦIIT (νn) = F (νN )2 , (15)

where F is a Fourier Transform of an image from IIT with a uniform target (Fig. 5d) and with
the mean value removed. Power spectral density shows the variance of IIT screen luminance for
a given spatial frequency. The square root of their sums gives σbackground.

σbackground =

√∫
Φ (νn) dνn. (16)

Equation (17) shows how to obtain external noise calculated from the filter function and
PSDIIT. Note that external noise can be different for different target frequencies.

σ2
external

(
νtarget

)
=

∫
Φ

2
IIT (νn) · Ψ

(
νu, νtarget

)
dvn (17)

Fig. 5. Barten spatial filter for different target spatial frequencies νtarget.

4.4. Maximum resolution

The resolution calculated using (6) corresponds to average resolution for the classical method.
By average resolution we mean results from different positions of the target averaged. That is
because MTF is calculated from a relatively large area compared to the size of the resolution
pattern. In addition, several edge positions are averaged to exclude the possibility of a badly fitted
ESF. The noise is also calculated as an average representation. For any IIT, it is possible to find the
places where spatial noise is much smaller than the average.

To estimate maximum resolution, conversion coefficient kmax, is used as shown in (18).
The tests have shown that maximum resolution is about 6% (kmax = 1.06) higher than average
resolution. Figure 6 shows a comparison between average and maximum resolution for 3 observers
using the classical method.

Rmax = kmax · Raverage (18)
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Fig. 6. Relative difference between maximum and average resolution for 3 observers using the classical method.

5. Experimental verification of the CNR method

5.1. Comparison with the classical measurement

The same IITs (Table 1) as in Section 3.4, have been tested on ITIP test station [14]. Test station
is shown in Fig. 7. In order to measure MTF, a 1.5x1mm rectangle has been used with results
from 5 different edge orientations averaged. All the measurements have been performed with the
same background signal S0background equal to 200DN. Both detection threshold and internal noise
constant have been determined experimentally.

The detection threshold has been estimated to be CNR = 0.9 and internal noise toσinternal = 5.8
(2.9% of S0 background). This is in good agreement with literature [25]. Typically, for a single
pixel, the detection threshold for CNR is equal to 1. For larger structures, as is the case with the
bar pattern, it can be slightly lower. Resolution results for those values are shown in Table 3.

(a)

(a)

(b)

(c)

Fig. 7. a) ITIP test station, b) resolution target, c) edge target, d) uniform target. Target images taken from the measurements.

Looking at Table 3, one can notice there is good agreement between predicted and measured
resolution. The difference between the classical and CNR method is at an acceptable level: errors
for all cases, including the maximum deviation, are below the level of 3.0%.
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Table 3. Comparison between classical and CNR measurements of average resolution.

Intensifier
no.

CNR method
resolution [lp/mm]

Classical method
resolution [lp/mm]

Difference
[lp/mm]

Relative difference
[%]

1 57.0 58.8 1.3 -2.3
2 49.0 48.9 0.1 0.2
3 65.0 66.2 1.2 -1.9
4 55.0 55.5 0.5 -1.0
5 56.0 54.6 1.4 2.6
6 65.0 64.2 0.8 1.2
7 69.5 68.7 0.8 1.2
8 80.0 81.0 1.0 1.2

The repeatability of the CNR has been measured and compared to the standard measurement.
Both methods yielded the same result of approximately 3%. The repeatability stems mostly from
variance in MTF measurement. Figure 8. shows partial results for CNR and the standard method
for IIT no 1.

Fig. 8. Repeatability of the CNR method for IIT no 1.

The method is designed to measure average resolution. However, it can also be used to estimate
maximum resolution with a slightly lower accuracy. The results for maximum resolution for
conversion coefficient k = 1.06 are shown in Table 4.

Table 4. Comparison between standard and CNR measurements of maximum resolution.

Intensifier
no.

CNR method
resolution [lp/mm]

Classical method
resolution [lp/mm]

Difference
[lp/mm]

Relative difference
[%]

1 61 62.2 1.1 1.9
2 51.9 52.3 0.4 -0.7
3 68.9 68.7 1.2 -0.3
4 58.3 58.9 0.7 -1.0
5 59.4 57.7 1.7 2.9
6 68.9 67.9 1.0 1.5
7 73.7 73.3 0.4 0.6
8 84.8 85.8 1.0 -1.2
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The average difference for maximum resolution is still small, but maximum difference is
slightly larger. This is expected, since maximum resolution is a very localized and individualized
parameter. The model is estimating maximum resolution based on average from a large pool of
IITs, which can only give a general estimation. Yet, despite these limitations, the highest difference
is still within the set limit.

5.2. Comparison to other objective methods

Table 5 shows a comparison of methods discussed in Section 3 As predicted, incorporation
of spatial noise into the model improved the prediction power. Both maximum difference and
standard deviation are lowered.

Table 5. Comparison between CNR and other objective methods.

Method
Maximum relative difference from

the classical method dmax

dmax = max
����Rn − Rnclassical

Rnclassical

����
Average module relative difference
from the classical method davg

davg =
1
n

∑����Rn − Rnclassical
Rnclassical

����
MOB 6.5% 4.0%

Fourier transform of bar patterns 10.5% 4.5%
MTF threshold 4.9% 2.9%

CNR 2.6% 1.8%

6. Conclusions

This paper presents a new method for objective measurement of resolution of image intensifier
tubes that offers significantly better accuracy compared to the previously developed measurement
methods. The improved accuracy has been achieved by using a mathematical model that takes into
account the influence of spatial noise effect on human perception of image of the resolution target
during the measurement process.

The method has been verified by a direct comparison with the standard approach based on
human observer. The test results are in good agreement for both average and maximum resolution
values. The repeatability of the method is on the same level as the standard subjective measurement.

This new approach improves the accuracy of measurement of resolution of IITs to a level that
can be accepted at professional test stations. Thus. this new method has potential to replace the
standard subjective method to measure resolution of IITs and fix the biggest flaw of the standard
test stations: measurement subjectivity.
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