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Abstract

Data from the space-borne synthetic aperture radar (SAR) aboard the Envisat
satellite and MODIS spectroradiometers on board the Terra/Aqua satellites, and
the high resolution Sea Ice-Ocean Model of the Baltic Sea (BSIOM) have been used
to investigate two upwelling events in the SE Baltic Sea. The combined analysis was
applied to the upwelling events in July 2006 along the coasts of the Baltic States,
and in June 2008 along the Polish coast and Hel Peninsula. Comparisons indicated
good agreement between the sea surface temperatures and roughness signatures
detected in satellite imagery and model results. It is shown that BSIOM can
simulate upwelling events realistically. The utilization of modelled hydrodynamics
and wind stress data together with SAR and SST information provides an extended
analysis and deeper understanding of the upwelling processes in the Baltic Sea.

During the active phase of upwelling when the wind is strong, the resulting
coastal jet is controlled by vorticity dynamics related to depth variations in the
direction of the flow. Typical upwelling patterns are related to the meandering
coastal jet and thus associated with topographic features. The longshore transport
of the coastal jet is of the order of 104 m s−1, and the offshore transport at the
surface is of the order of 103 m s−1, which respectively correspond to the total and
largest river runoff to the Baltic Sea.

1. Introduction

Up- and downwelling are typical phenomena of the Baltic Sea (Lehmann

& Myrberg 2008). Because of the Baltic’s complex coastline and many

islands, wind from any direction can in principal cause up- and downwelling

off its coasts. The extent of upwelling is scaled by the internal Rossby radius,

which for the Baltic is about 2–10 km. During summer and autumn, when

the sea surface is warm, upwelling can be observed by infrared satellite

measurements as a local temperature drop. Cold water from below the

thermocline rises, eventually reaching the surface, where it replaces a well-

mixed and considerably warmer upper layer. Generally, for upwelling to

occur strong wind impulses are necessary. Typical time scales of upwelling

range from a few days to weeks. Upwelling can be divided into two phases:

1) the active phase, when the wind is strong and cold water reaches the

surface, and 2) the relaxation phase, when the wind has abated, but a strong

temperature/density gradient persists. During the second phase filaments,

squirts and whirls are often formed, most likely as a result of baroclinic

instabilities in the coastal upwelling jet (Zhurbas et al. 2008). Satellite data

indicate that the horizontal scales of coastal upwelling are of the order of

100 km alongshore and some 10–20 km offshore. Upwelled water sometimes

spreads several tens of kilometres out into the open sea, forming filaments

of cold water (e.g. Zhurbas et al. 2008, Laanemets et al. 2011).
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Cold, upwelled water can bring about significant changes in the stability

of the marine atmospheric boundary layer (MABL) as well as in the surface

water density relative to surrounding waters. The lower wind stress caused
by enhanced stability over colder and denser water leads to lower sea

roughness, thereby creating areas of lower signal values in synthetic aperture

radar (SAR) imagery. In other cases upwelling appears on SAR images

as an area of alternate dark and light bands quasi-perpendicular to the

coastline, not overlapping with sea surface temperature (SST) contours

at all. The appearance of upwelling on SAR and SST images can have
a varied correlation because of other factors affecting SAR imaging. High

surface concentrations of floating cyanobacteria during summer blooms also

give rise to changes in sea surface roughness (SSR) and can affect SAR

imaging of upwelling (Gurova & Ivanov 2011). Such areas of cyanobacteria

accumulations can be detected by the use of optical remote sensing data like

MODIS under cloud-free conditions. Coastal upwelling along the Chinese
coast in the Yellow Sea has been studied using multi-satellite sensors by Li

et al. (2009). Those authors found a strong correlation between the low

backscatter patterns in SAR with upwelling regions. However, upwelling

is often an intermittent process, so that lowering in SST is not sustained.

Furthermore, the strength and extent of upwelling signatures depends on

the prehistory of upwelling events. When a chain of upwelling events is
taking place, previous upwelling plays a part in the initial stratification for

the next upwelling event; as a result a smaller wind impulse can impose the

same upwelling strength in terms of SST decrease (Myrberg et al. 2010).

On the other hand, related biogenetic slicks can cover the sea surface for

a longer period if the wind conditions are suitable. Lin et al. (2002) found

a correlation between radar backscatter and Chl a concentrations. From
SAR images near-surface wind fields can be derived by using the CMOD4

wind scatterometer model (Stoffelen & Anderson 1997) for converting radar

backscatter values into wind speeds and by taking the wind direction from

atmospheric models or by inferring the direction from linear features visible

on the SAR image. Recently, Gurova & Ivanov (2011) and Kozlov et al.

(2011) presented studies of SAR imaging of coastal upwelling in the Baltic
Sea. They demonstrated that the dark features visible on the SAR images in

the coastal zones of the south-eastern Baltic Sea can be attributed to coastal

upwelling events. Over upwelling areas the wind stress was significantly

reduced if the mean wind speed was below a certain threshold (Kozlov et

al. 2011).

To further investigate upwelling events detected in SAR/MODIS satel-

lite images, a high resolution coupled Sea Ice-Ocean Model of the Baltic

Sea (BSIOM) was applied. This model can simulate upwelling events
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realistically (Lehmann et al. 2012). In a combined SAR/IR satellite
and circulation model analysis we investigated specific coastal upwelling
events in the Baltic Sea. The upwelling signature can be obtained from
satellite images, and, additionally, the associated upwelling dynamics can
be derived from the numerical model. This approach proved to be suitable
for enhancing our knowledge of upwelling in the Baltic Sea.
The structure of the paper is as follows. In section 2, the material and

methods used are described in some detail to explain the relation between
the upwelling signatures detected in satellite images and model data. Then,
the results of the combined analysis of two upwelling events occurring in
July 2006 along the coasts of the Baltic States and in June 2008 along
the Polish coast close to the Hel Peninsula (Figure 1) are presented in
section 3. Finally, the discussion and conclusions are given in sections 4
and 5 respectively.

2. Material and methods

In our analysis we used Envisat ASAR images and MODIS Aqua/Terra
SST data, as well as the high resolution coupled sea ice-ocean model
(BSIOM), developed by GEOMAR (Kiel, Germany).

MODIS (Terra and Aqua) data (Table 1) at Level 1A were downloaded
from the open-access NASA archive (http://ladsweb.nascom.nasa.gov/
data/) and processed to Level 2 products using Seadas 6.2 (Update 2)
software. The MUMM algorithm of atmospheric correction (Ruddick et al.
2000) was used, which allowed high-resolution processing to be performed
at 500 m using the resolution of bands 3–7; it has to be borne in mind
however, that the original sensor resolution for MODIS SST bands is 1 km.
SST products were calculated using the standard algorithm implemented in
Seadas 6.2 (Brown & Minnett 1999).

Wide Swath Mode (WSM) images from the C-band Advanced Synthetic
Aperture Radar (ASAR) on board the Envisat satellite with a spatial
resolution of 150 m (pixel size 75 m) were obtained from the ESA archives
(Table 1). SAR measures the backscattered radar power or the normalized
radar cross section (NRCS), which is a function of radar parameters,
incidence angles, wind speed and direction (Valenzuela 1978). In fact,
an SAR image is a 2D-picture of distribution of sea surface roughness
acquired by spaceborne imaging radars. Many oceanic and atmospheric
phenomena taking place in the upper ocean and the lower atmosphere
leave characteristic footprints on SAR images in favourable wind conditions
(Clemente-Colón & Yan 2000).

The numerical model used in this study is a general three-dimensional
coupled sea ice-ocean model of the Baltic Sea (Lehmann & Hinrichsen 2000,
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Table 1. Acquisition parameters of MODIS and ASAR images

Date MODIS ASAR (Envisat) Wind (MODIS/ASAR)

satellite time, UTC time, UTC [m s−1]

15.06.2006 Terra 09:20 – 14
16.07.2006 Aqua 11:50 20:05 11/5
19.07.2006 Aqua 10:45 20:11 4/0.3
28.05.2008 Aqua 11.35 – 5
29.05.2008 – – 09:14 6
1.06.2008 Terra 10:15 – 5
2.06.2008 Aqua 11:10 20:13 2/3
3.06.2008 Terra 10:05 – 7
4.06.2008 Aqua 11:00 – 8
5.06.2008 Terra 09:55 – 5
6.06.2008 Terra 10:35 – 5
7.06.2008 Terra 09:40 – 3
8.06.2008 Terra 10:25 – 5

Lehmann et al. 2002). The horizontal resolution of the coupled sea-ice ocean

model is at present 2.5 km, and in the vertical 60 levels are specified, which
enables the upper 100 m to be resolved into levels of 3 m thickness. The
model domain includes the Baltic Sea with the Kattegat and Skagerrak.
At the western boundary, a simplified North Sea basin is connected to
the Skagerrak to supply characteristic North Sea water masses in terms

of temperature and salinity profiles resulting from the different forcing
conditions (Lehmann 1995). Prescribed low frequency sea level variations in
the North Sea/Skagerrak were calculated from the BSI (Baltic Sea Index,
Lehmann et al. 2002, Novotny et al. 2006). The coupled sea ice-ocean

model is forced by realistic atmospheric conditions taken from the Swedish
Meteorological and Hydrological Institute (SMHI, Sweden) meteorological
database (L. Meuller, pers. comm.), which covers the whole Baltic drainage
basin on a regular grid of 1◦ × 1◦ with a temporal increment of 3 hours. The

database consists of synoptic measurements interpolated on the regular grid
by using a 2D univariate optimum interpolation scheme. This database,
which for modelling purposes is further interpolated onto the model grid,
includes the surface pressure, precipitation, cloudiness, air temperature and

water vapour mixing ratio at 2 m height and geostrophic wind. Wind speed
and direction at 10 m height are calculated from geostrophic winds with
respect to different degrees of roughness on the open sea and off the coast
(Bumke et al. 1998). Forcing functions of BSIOM, such as wind stress,

radiation and heat fluxes, were calculated according to Rudolph & Lehmann
(2006). Additionally, river runoff was prescribed from a monthly mean
runoff data set (Kronsell & Andersson 2012).
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During the thermal-stratified period of the year, coastal upwelling can
be detected as a decrease in sea surface temperature. Under cloud-free
conditions, thermal IR-sensors such as the NOAA Advanced Very High
Resolution Radiometer (AVHRR) are most commonly used to map areas of
active upwelling. Lehmann et al. (2012) determined upwelling frequencies
from satellite derived SST maps of the Baltic Sea and corresponding
hydrodynamic model data. In the case of SAR, three key mechanisms
are proposed to explain the lower radar returns observed in upwelling
conditions: an increase in the atmospheric marine boundary layer stability,
an increase in the viscosity of surface waters, and the presence of biogenic
surfactants in the upwelling region (Mitnik & Lobanov 1991, Hsu et al.
1995, Clemente-Colón & Yan 1999).
The transformation of the atmospheric boundary layer over the up-

welling area and the reduction of the sea surface roughness (SSR) due
to lower sea surface temperatures decrease the wind stress. However, the
reduction of SSR may also be due to upwelling-related biogenic slicks, which
cause damping of capillary and short gravity waves. The interpretation of
SAR imagery is complicated by other atmospheric and oceanic factors, so-
called look-alikes, such as low wind speed, rain, or the presence of mineral
and biogenic oily surfactants that result in low radar backscatter features
(Clemente-Colón & Yan 2000).
The BSIOM wind stress calculation incorporates a natural way of

replicating the changes in sea surface properties caused by variations
in the air-sea temperature difference. The drag coefficient calculated
according to Large & Pond (1981) depends on the roughness length and
the stability correction. The roughness length z0 is obtained by combining
the aerodynamic roughness length zc and the roughness length of a smooth
surface zs (Smith 1988),

z0 = zc + zs = 0.0185u2
∗
/g + 0.11v/u∗, (1)

where the acceleration due to gravity g = 9.8 m s−2, the kinematic viscosity
of air v = 14× 10−6 m2 s−1 and the friction velocity is defined as

u∗ = (τ/ρ)1/2, (2)

where τ is the wind stress and ρ the density of air. The drag coefficient in
neutral stratification is defined as

CDN = [K/ ln(z/z0)], (3)

where K = 0.4 is the von Karman constant. At wind speeds > 5 m s−1,
zc is dominant while zs causes CDN to increase at wind speeds < 3 m s

−1

(Smith 1988). The roughness length z0 describes the surface due to the
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state of the turbulence; it may be a complicated function of sea surface
parameters (Large & Pond 1981). The momentum flux prescribed in BSIOM
is described by the wind stress

τ = ρCDU
2 (4)

and the drag coefficient is calculated according to Large & Pond (1981)

CD = K2[ln(z/z0)ψ(z/L)]
−2 (5)

where ψ(z/L) provides a stability correction. L is the stratification
parameter, the Monin-Obukhov length. Thus, the wind stress will be
reduced in upwelling areas where the stability increases. Hence, the
calculated wind stress fields can be directly compared with SAR image
signatures, so long as atmospheric forcing and the time of SAR acquisition
agree, and BSIOM is able to produce upwelling with a similar temperature
difference, and at the right location along the Baltic Sea coast.
Krauss & Brügge (1991) demonstrated that upwelling in the Baltic Sea

should be regarded as a three-dimensional current system affecting not only
the local coast but also the opposite coast and the interior of the basin
(Fennel & Sturm 1992, Fennel & Seifert 1995). Krauss & Brügge (1991)
described the principal response of a stratified elongated basin to constant
wind along the basin. Assuming that the wind direction is parallel to the
coast: (i) the wind impact results in Ekman transport perpendicular to the
coastline in the surface layers; (ii) in the northern hemisphere this Ekman
transport produces a local water level rise on the right-hand coast (as seen
from the wind direction) and a fall on the left-hand side. Furthermore,
downwelling occurs on the right-hand side and upwelling on the left-hand
side, resulting in baroclinic effects of the same sign off both coasts; (iii)
consequently coastal jets are produced along both coasts parallel to the
wind direction, and a slow return flow compensates for this transport in the
central area of the basin.
The coastal jet is related to the corresponding rise or fall in sea level

close to the coast. Thus the flow is barotropic and geostrophically balanced.
For barotropic geostrophic currents

Ug = −g/f∂η/∂y, Vg = g/f∂η/∂x. (6)

On the assumption that the curl of the wind stress can be neglected, the
vorticity production equation (see e.g. Csanady 1982) reduces to

∂ζ/∂t = f/H∂η/∂t + f/HUg∇H. (7)

Thus, vorticity is generated through vortex stretching due solely to the
rise and fall of the sea surface, and/or by depth variations, i.e. if the
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geostrophic flow crosses depth contours (see Lehmann et al. (2002) for
details).

3. Results

The July 2006 upwelling event

At the beginning of July 2006, weak winds prevailed over the eastern
Gotland basin. During 14 July the wind speed increased to 10–12 m s−1,
the prevailing direction being from the north. On 15 July the wind speed
reached its maximum of 15 m s−1. These northerly winds decreased in speed
until the night of 17 July 2006, when they backed to the west. On 18 July
the direction returned to north, while the speed further decreased until 19

Figure 1. Map of the south-eastern Baltic Sea. The rectangles mark the study
areas for upwelling in July 2006 and in May/June 2008. The purple symbols
mark the positions where wind data were extracted from model wind forcing
(bathymetry: Gelimbauskaite (1998))
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July (Figures 1 and 2). MODIS SST images were available for 15, 16 and
19 July and SAR images were taken on 16 and 19 July (Table 1, Figure 2).
After one day of northerly winds, upwelling developed along the Latvian and
Lithuanian coast, and on 16 July it developed further with specific patterns
obviously related to topographic features (Figure 3a, b). The temperature
gradient over the core of the upwelling to the open sea was about 10◦C.
Bychkova et al. (1988) observed similar features along this coast; according
to Lehmann et al. (2012) the upwelling frequency is about 15% for July
based on 88 weekly composite SST maps for the period 1990–2009.

The upwelling situation in July 2006 was also studied by Kozlov et al.
(2011). Their analysis of SAR and MODIS images found that upwelling
features were very distinct in SAR images. Here we extend this analysis
by additionally utilizing a numerical model of the Baltic Sea. Figures
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a b c

Figure 3. Sea surface temperature fields [◦C] derived from MODIS data on 15
(a) and 16 July 2006 (b), and the BSIOM model on 16 July 2006 (c). For b) and
c) the bottom topography is overlain. The lines on Figure (b) show the transects
shown in Figure 5

Figure 4. SAR image and modelling results for 16 July 2006: a) ASAR image,
b) BSIOM wind stress [N m−2], c) BSIOM sea surface heights [cm] and barotropic
flow, d) BSIOM vorticity of the barotropic flow [s−1]. The lines on Figure (a) show
the transects shown in Figure 5
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3c and 4 show simulated SST, sea level heights (SSH), the barotropic flow
field and its relative vorticity on 16 July 2006. Owing to northerly winds,
which triggered an Ekman transport offshore, there was a drop in SSH
close to the coast and a corresponding, geostrophically balanced, coastal
jet developed (Krauss & Brügge 1991). The location of the upwelling
features are controlled by the interaction of the coastal jet and the bottom
topography (Zhurbas et al. 2004). If the water depth decreases in the
direction of the flow, negative relative vorticity is induced and the flow turns
offshore; if the water depth increases, positive vorticity is induced and the
flow turns back to the coast (Figure 4c,d). Thus, upwelling filaments in
SST are related to the meandering coastal jet. Transports along and off the
coast were calculated from the model. The transport of the coastal jet was
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as high as 4× 103 m s−1 at the surface (average over the first 10 m), and
2.5× 104 m s−1 over the whole water column. The offshore transport at the
surface through a meridional section at 20.5◦E was on average 4× 10 m s−1.
The surface transport is thus comparable with the largest river runoff, and
the total transport of the jet is even larger than the mean total runoff to the
Baltic Sea, which is about 1.4× 104 m s−1 (Kronsell & Andersson 2011).

The SAR image (Figure 4a) shows distinct structures of low backscatter
correlated with the location of cold upwelled waters. However, the
magnitude of the NCRS contrast is not uniform, becoming rather weak
to the south (see also Kozlov et al. 2011). The reduced contrast is due
to increasing surface winds (Figure 2a), which exert a higher wind stress
and cause increasing roughness on the ocean surface (Figure 4b). The wind

Figure 6. Sea surface temperature fields [◦C] derived from MODIS data (a) and
the BSIOM model (b) on 19 July 2006
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stress reveals similar structures as the SAR image (Figure 4a,b). The areas
of reduced backscatter coincide with the reduction in wind stress. Due to
the cold upwelled water the stability increases and the wind stress is reduced
according to equations (4) and (5).

Figure 5 shows latitudinal and meridional transects through the up-
welling filament of 16 July 2006. There is a close coincidence between
the SST and NRCS gradients. Note the different resolutions and time
shift between the MODIS SST and ASAR images of 6 hours (Figure 2).
It is clear that in these highly dynamic situations, the frontal area of
the upwelling structure will probably be deformed because of baroclinic
instabilities (Myrberg et al. 2010). However, the strong coincidence of the
SAR backscatter and MODIS SST structures confirms that the signal in
SAR images is due to changes in the MABL resulting from reduced SST
(Lin et al. 2002, Li et al. 2009).

On 17 July 2006 the wind turned to the west increasing to 9 m s−1, then
turned back to north decreasing until 19 July to nearly windless conditions
(Figure 2a). Consequently, the upwelling signal was much weaker compared
to 16 July 2006 (compare Figures 3b–c and 6a–b). The cloudy area (Figure
6a) was associated with a southward movement of a weak front of higher
wind speeds (Figure 7a), which was not resolved in the model forcing data
(Figure 7b). However, the ASAR image and model wind stress show similar
structures outside the cloud-covered area (Figure 7a, b). Because of the
weak wind forcing, the Ekman drift at the surface was reduced, so there was
only a slight drop in SSH towards the coast and the associated coastal jet was

Figure 7. SAR image and modelling results for 19 July 2006: a) ASAR image,
b) BSIOM wind stress [N m−2], c) BSIOM sea surface heights [cm] and barotropic
flow, d) BSIOM vorticity of the barotropic flow [s−1]
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very weak. Consequently, the vorticity structures were not as pronounced
as on 16 July 2006 (compare Figures 4 and 7).

The June 2008 upwelling event

From the end of May to the beginning of June 2008 upwelling occurred
along the Polish coast. Upwelling off the Hel Peninsula occurs with
a frequency of 15–20% in May and June; this percentage is based on 89
and 86 weekly SST maps for the period 1990–2009 (Lehmann et al. 2012).
This prominent upwelling event along the Polish coast has been analysed by
several other authors (e.g. Zhurbas et al. 2004, Kowalewski & Ostrowski
2005, Myrberg et al. 2010). From 22 May to 7 June 2008 a period of
easterly winds prevailed. However, from 22 to 25 May the wind was mostly
onshore, turning to the east from 26 May to 7 June, and finally on 8 June
turning to north – north-west with wind speed maxima fluctuating between
5 and 9 m s−1 (Figures 1 and 2). Easterly winds are the most likely to
force upwelling along the coast of the Hel Peninsula and further to the west
along the Polish coast. Again, upwelling structures were closely related to
bottom topographic obstacles. The SST difference between upwelling and
the unaffected area was about 6C. MODIS SST images were available on
28 May, 1 to 8 June (Figures 2 and 8), and ASAR images on 29 May and

Figure 8. Development of upwelling along the Polish coast from 28 May to 8
June 2008 as seen in MODIS imagery (MODIS SSTs [◦C] overlain with bottom
topography)
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2 June 2008 (Figures 2 and 9). The ASAR images show low backscatter
north of the Hel Peninsula, which was even more pronounced on 2 June
2008. Again, similar structures, clearly related to the upwelling area, could

Figure 9. ASAR images and modelling results: a) ASAR image acquired on 29
May 2008, b) ASAR image acquired on 2 June 2008, c) BSIOM wind stress [N m−2]
on 29 May, d) BSIOM wind stress [N m−2] on 2 June, e) BSIOM sea surface heights
[cm] and barotropic flow on 29 May, f) BSIOM sea surface temperature [◦C] on 2
May, g) BSIOM vorticity of barotropic flow [s−1] on 29 May, h) BSIOM sea surface
salinity [PSU] on 2 June 2008



702 E. Gurova, A. Lehmann, A. Ivanov

be found in the wind stress fields (Figure 9). Compared with the situation
in July 2006, the upwelling area was related to an associated drop in SSH

and a coastal jet emerging at the tip of Hel Peninsula meandering further
to the west. On 2 June 2008 the total transport of the jet was as high as

2× 104 m3 s−1. The SST structures of the frontal area were related to the

meandering jet controlled by the bottom topography (compare Figures 8
and 9e–f). Due to easterly winds, the Vistula river plume was pushed to

the west of the Gulf of Gdańsk; on reaching the Hel Peninsula, it was then
dragged westwards by the coastal jet, leading to a sharp frontal area between

colder, more saline water and warmer, less saline water (Figure 9h). The
coastal jet in this frontal area may easily become baroclinically unstable

(Myrberg et al. 2010).
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Transects through the upwelling frontal area on the ASAR and MODIS
images of 2 June 2008 show very good agreement (Figure 10). Again, there

was a slight shift of gradients, most probably because of frontal movement
due to the time lapse between MODIS and ASAR data acquisition.

4. Discussion

It has been clearly demonstrated that a combined analysis of obser-

vations, in our case of remote sensing data and the results of numerical
modelling, is superior to single methods alone in many ways. The utilization

of modelled hydrodynamics and wind stress data together with SAR/IR
information can provide an extended analysis and deeper understanding

of the upwelling process in the Baltic Sea. The horizontal resolution of
BSIOM seems to be appropriate for simulating upwelling in those regions of

the Baltic Sea where the internal Rossby radius is between 5 and 10 km. To
simulate the whole spectrum of mesoscale variability a horizontal resolution
of at least 1 nautical mile is required (Zhurbas et al. 2008).

Infrared satellite images can be used to detect upwelling off the coast.
Of course, cloud coverage is a problem, so that for most cases the whole

upwelling event, normally lasting from several days up to weeks, cannot be
observed completely by infrared satellite images. However, SAR can provide

information on sea surface roughness even in cloud-covered situations.
Increased stability of the MABL over cold upwelled water leads to lower
sea surface roughness, creating areas of lower signal values in SAR imagery.

However, SAR images are sensitive to changes in the background wind
field. If a certain wind speed threshold, which depends on the across-front

temperature gradient, is exceeded, the increase in sea surface roughness
masks any structures of reduced backscatter related to cold upwelling

(Kozlov et al. 2011), thus limiting the application of ASAR images to weak
and moderate wind conditions. Furthermore, the appearance of upwelling

on SAR images and SST maps can have a varied correlation because of
other factors affecting SAR imaging. High surface concentrations of floating

cyanobacteria during summer algae blooms also give rise to changes in sea
surface roughness and can affect SAR imaging of upwelling. Such areas of
cyanobacteria accumulations can be detected by the use of optical remote

sensing data like MODIS under cloud-free conditions. Thus, the reduction of
sea surface roughness in upwelling areas is due mainly to lower temperature

and/or the presence of biogenetic films on the surface. For the analysis of
upwelling it is necessary to discriminate between these two effects. A good

indicator of these effects, mostly controlling the reduction in sea surface
roughness, is the comparison of transects through the frontal region. If the
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ASAR and SST gradients coincide, the reduction in SAR signal is most
probably due to temperature reduction in upwelling areas.

It should be noted that BSIOM cannot simulate the occurrence of any
surface slicks, so that the reduction in sea surface roughness (wind stress) is
due solely to changes in the MABL. Furthermore, optical images, e.g. from
the MODIS satellite, show that the concentration of total suspended matter
in upwelling areas is reduced, and that the frontal areas coincide with the
thermal front. Even chlorophyll concentrations are reduced, which is due
to the fact that the upwelled water originates from deeper layers where
the chlorophyll concentration is small. If the euphotic zone is depleted of
nutrients, upwelling supplies nutrients from below the thermocline. This
can eventually lead to phytoplankton blooming with a certain time lag.
Upwelling in the Baltic Sea normally occurs within a few days; hence,
the time is too short to trigger phytoplankton blooms that would change
the nutrient content of the surface waters. In most cases, therefore, the
reduction in SAR backscatter in coastal areas away from river mouths is
due to changes in MABL over upwelling regions.

5. Conclusions

BSIOM can simulate the upwelling process reasonably well. Over
upwelling areas where the SST is lowered, the wind stress (drag coefficient)
is reduced if the wind speed is below a certain threshold (e.g. 5–7 m s−1).
Thus, SAR images and wind stress fields can show similar structures over
upwelling areas. The greatest difficulty is to extract the model data exactly
at the time when the SAR/MODIS images were taken; in other words the
model needs to be forced by the most realistic atmospheric conditions.

According to Zhurbas et al. (2008), the upwelling process can be divided
into two phases. The active phase is when the wind is strong, the inclination
of the sea surface greatest and cold water reaches the surface. During this
phase the coastal jet is mainly barotropic. This barotropic coastal jet is
controlled by vorticity dynamics related to depth variations in the direction
of the flow. Decreasing water depth leads to the jet being deflected from the
coast, whereas increasing water depth causes it to return to the coast. The
meandering of the coastal jet is associated with the position of upwelling
structures. Thus, along the Baltic Sea coast, typical upwelling patterns
will occur at the same locations during similar wind events. Transports
related to the active phase of upwelling were found to be of the order of
103 m s−1 offshore at the surface, and 104 m s−1 alongshore associated with
the meandering coastal jet.

In the relaxation phase, when the wind has weakened but a strong
temperature/density gradient persists, the sea level inclination is reduced
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and the flow field is determined mainly by the baroclinic coastal jet. During
this phase the coastal jet may become baroclinically unstable, and filaments,
squirts and whirls are often formed (Zhurbas et al. 2008).
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