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Abstract: In this paper, an integral finite-time sliding mode control scheme is presented 
for controlling a chaotic permanent magnet synchronous motor (PMSM). The controller 
can stabilize the system output tracking error to zero in a finite time. Using Lyapunov’s 
stability theory, the stability of the proposed scheme is verified. Numerical simulation 
results are presented to present the effectiveness of the proposed approach. 
Key words: chaos control, control chaotic Permanent Magnet Synchronous Motor, 
finite-time, sliding mode 

 
 
 

1. Introduction 
 
 A permanent magnet synchronous motor (PMSM) plays an important role in industrial ap-
plications due to its simple structure, high power density, low maintenance cost, and high ef-
ficiency [1-4]. However, investigations show that PMSM displays chaotic behavior when mo-
tor parameters lie in a certain range [3, 4]. Chaos in PMSM, which decreases the system per-
formance, is highly undesirable in most engineering applications. 
 Several researchers have investigated the problem of control chaos in PMSM [5-16]. De-
coupling control [5], entrainment and migration control [6], optimal Lyapunov exponents 
placement [7], sensorless control [8-10], time delay feedback control [11], feedback control 
[12], backstepping control [13], passivity control [14], sliding mode control [15], and fuzzy 
control [16, 17]. During the last three decades, variable structure systems (VSS) and sliding 
mode control (SMC) have received significant interest and have become well-established re-
search areas with great potential for practical applications. The theoretical development 
aspects of SMC are well documented in many books and articles [7, 16, 20, 25, 27, 29, 31]. 
 The principle of the sliding mode control is to forcibly constrain the system [18, 19, 21], 
by suitable control strategy, to stay on the sliding surface on which the system will exhibit 
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desirable features [24, 26, 28]. The advantages of SMC are robustness, computation speed, 
compact implementation, controller order reduction, disturbance rejection, and insensitivity to 
parameter variations. The main disadvantage of the SMC strategy is the chattering phenome-
non. SMC has been applied in many control fields which include robot control [30], motor 
control [5, 22], flight control [23], control of power systems [9, 30, 32, 33], and chemical 
process control [4]. 
 In this paper, an integral sliding mode control law is designed to achieve the finite-time 
chaos suppression for the permanent magnet synchronous motor system. The finite-time sta-
bility of the closed-loop system is proved using the Lyapunov theory.  
 This article is organized as follows: the dynamic model of PMSM is presented in Sec- 
tion 2; this model is normalized so that PMSM exhibits chaotic behavior under certain 
conditions. Section 3 describes in detail the proposed approach design and verifies the stability 
of the controller according to Lyapunov stability. Effectiveness of the proposed schemes is 
demonstrated by simulation in Section 4. Finally, the conclusion is given in Section 5. 
 
 

2. Modeling of permanent-magnet synchronous motor (PMSM) 
 
 The mathematical model of PMSM [3] is given by: 
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where qi , di  and qd uu , are three d-axis and q-axis stator currents and voltage dq LL ,  are 
q-axis stator inductances, R  corresponds to the stator resistor. J  is the polar moment of 
inertia; β  is the viscous friction constant, rψ  is the rotor magnetic flux linking the stator and 

pn  is the number of pole-pairs, LΤ  represents the external load torque and ω  corresponds to 
the rotor angular velocity. 
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 Then system (1) can be transformed to the following form, which is more suited for 
control-design purpose: 
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where ω  is the angle speed, qi and di  denote the quadrature and the direct-axis currents of the 
motor, respectively σ  and γ  are the system parameters, LΤ  is the load torque, qu and du  are 
the quadrature and direct-axis stator voltage components, respectively. In our paper, we only 
take the case 0== dq uu  then, system (2) becomes: 
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Fig. 1 and Fig. 2 illustrate the typical chaotic attractor’s behavior of PMSM for a certain range 
of its parameters. In our paper we choose the case of ( ) ( )20,45.5γσ, =  and initial condition. 

( ) 5.00ω = , ( ) 6.00 =qi , ( ) 5.00 =di . 

  
Fig. 1. Characterizations of chaos in PMSM: (a) chaotic attractor; (b) lyapunov exponent 

 

3. Integral terminal sliding mode control for PMSM 
 Consider a nonlinear system as follows: 

  ( ) ( ) ,uxgxfx +=&  (4) 

where Rx ∈ , ( ) Rxf ∈ , ( ) Rxg ∈  and ( ) Rxg ∈≠− 01 . 
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Fig. 2. Time response of the state 
of  PMSM  for  two  initial  condi- 
tions (0.5, 0.6, 0.5)-(0.1, 0.1, 0.1) 

 
 Let us introduce a sliding variable: 

   1θxxS += , (5) 

  ( )xx sgn1 =&  with ( )
θ

)0(01
xx −= , where 0θ > . 

 According to [20], x  will be always kept on S. If we guarantee that the surface S  is 
always zero then x will converge to zero in a finite time. 
 Let ),,ω( r

d
r
q

r ii  denotes an equilibrium point ),,ω( r
d

r
q

r ii . The aim of this paper is to design 
a controller that stabilizes the system (3) to the equilibrium point and guarantees chaos sup-
pression. We add the single control u(t) to system (3) and then the controlled PMSM system 
can be expressed by: 
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 Let the error states of system be: 

 ,ωω1 −= re  q
r
q iie −=2  and .3 d

r
d iie −=  

 Then dynamical system can be expressed as: 
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 A suitable sliding surface can be chosen as: 

  ,θ 22 IeeS +=  (8) 

 ( )22 sgn ee I =&  with ( ) ( )
θ
00 2

2
ee I −= . 

 If 2e  reaches S  it will converge to zero in a finite time 

  
( )
θ
02e

S =Τ . 

 The time derivative of S  is 

  .)(sgnθ 22 eeS += &&  (9) 

 By letting 0=S , one can get the equivalent control as: 

  ( ).sgnθγω 2121331 eeeeieeeu deq −−+++=  (10) 

 The reaching control is selected as follows: 

  ( ),sgnμ Surech −=  (11) 

where 0μ >  is a positive number. 
 The sliding mode controller law is designed as: 

  .recheq uuu +=  (12) 

Theorem 
 Consider dynamic error system (7).The integral sliding mode controller (12) yields con-
vergence of 2e and 2e&  to 0 in a finite time, and the errors 1e  and 3e  are globally asymptoti-
cally stable at (0, 0). 

Proof 
 Let the Lyapunov function ( )SV  be defined by: 

  ( ) .
2
1 2SSV =  (13) 

 The time derivative of this function with respect to time along (7): 

  ( ) ,SSSV && =  (14) 

  ( ) ( ) ( )( ).sgnθγω 2121331 ueeeeieeeSSV d +++−++−=&  (15) 

 Substituting (12) into (15) gives: 

  ( ) .μ SSV −=&  (16) 

 According to the sliding condition [20], 2e  and 2e&  converge to zero in a finite time. After 
2e  has converged to 0, the dynamical errors 1e  and 3e can be written as: 
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 If the candidate Lyapunov function is defined as: 
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then the time derivative of ( )eV  is: 
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 Inequality (21) can be rewritten as: 
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4. Simulation results 
 
 Simulations, using MATLAB Software Package, are carried out to verify the effectiveness 
of the proposed method. The parametric values of PMSM are the same as those in Section 3. 
Without loss of generality, we select ( ) ( )0,0,0,,ω =r

d
r
q

r ii  as the desired equilibrium point. 
The control method takes effect after t = 4.5 s. Fig. 3 shows the dynamic error system states of 
PMSM and the manipulated signals u.  
 From the results, it can be seen that the proposed integral sliding mode controller structure 
shows good performance in achieving the output regulation. 
 Next, we examine the robustness of the proposed controllers in the presence of the model 
uncertainty and external disturbances. Fig. 4 shows the performances of controllers for 40% 
increase in the parameters and external disturbance were added to PMSM: omiga 1 = 

),3.0(cos2.0 t=  )4.0(cos3.02 tomiga = , )6.0(cos6.03 tomiga = . Therefore, it can be con-
cluded that the proposed control schemes are robust to changes in the parameters and to 
disturbances acting on the system. 
 Finally, we examine the robustness of the proposed controllers in the presence of the 
measurement noise. In this case, white Gaussian noises with variances of 3% are simul-
taneously added to the outputs measurements. The system transient’s responses for the con-
troller and the control action are shown in Fig. 5.  
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a) b) 

 
c) d) 

 

e) 

 
Fig. 3. System responses with the control in action at t = 4.5 s: (a) speed; (b) q-axis current; (c) d-axis 

current; (d) control input; (e) tracking error 
 
 It can be seen that the set-point tracking behavior is very satisfactory. Note that the pro-
posed controller maintains the PMSM state in a small neighborhood of the desired value de-
spite the noise on the measurement. 
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a) b) 

 
 

c) 

 

 
d)  

 
 

 
e) 

 
Fig. 4. System responses in the presence of the model uncertainty and external disturbances with the 
control in action at t = 4.5 s: (a) speed; (b) q-axis current; (c) d-axis current; (d) control input; (e) tracking 

ing error 
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a) b) 

 
 

c) 
 

d) 

 

 

e) 

 
Fig. 5. System responses with the presence of the white noise with the control in action at t = 4.5 s: 

(a) speed; (b) q-axis current; (c) d-axis current; (d) control input; (e) tracking error 

Control in action  
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5. Conclusion 
 
 In this paper, we presented an integral finite-time sliding mode control scheme for a per-
manent-magnet synchronous motor. The closed-loop stability is proved. Through numerical 
simulations, we illustrated the feasibility of the designed control system. Moreover, the pro-
posed control exhibits a satisfactory performance when used with disturbance and dynamics 
uncertainty. 
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Abstract: Synchronization in the energy generated by renewable energy sources is one 
of the significant issue associated with the converter used in the system module. The 
presented paper concentrates on the design aspect of a PV and wind power input to  
a DC-DC converter which can be practically useful in hybrid renewable energy power 
systems. In this regard, the proposed converter can be utilized to obtain a smooth 
regulated output voltage from the given input renewable energy power sources. The 
proposed converter can be efficiently work under critical conditions having very few 
ripple in current waveform of input or output. A major advantage with this type of 
converter is the simple circuit with respect to the conventional converters in some critical 
situations. At the end, the result based on the simulation exercise and various 
experiments, performance of the converter in different situations is presented so that the 
efficiency of the designed converter arrangement is accepted. 
Key words: distributed PV/wind power system, double-input DC-DC converter, multi-
variable controller, voltage regulation 

 
 
 

1. Introduction 
 
A hybrid system can be defined as an electrical system having one or more energy sources 

along with at least one source as renewable energy source. Wind energy as well as solar 
energy using a photovoltaic array are two major environmentally friendly sources of energy 
[1]. There are mainly two types of hybrid systems, one is grid connected and the other one is 
in standalone mode [2, 3]. The hybrid photovoltaic (PV) and wind turbine system (WT) can be 
mainly applied in the systems like water pumping, domestic as well as street lighting, surface 
mine lighting, various vehicle applications etc. 

The projected hybrid structure comprises of one wind blade, one fluctuating speed wind 
alternator, an AC/DC converter attached to the wind side, a PV module, a DC/DC chopper,  
a DC/DC converter to get the controlled DC output with a desired voltage level and a DC/AC 
converter is used to get the controlled output AC voltage as required by the load as shown in 
Fig. 1 [4, 5]. 
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Fig. 1. Hybrid generation system model 

 
A typical DC capacitor is also attached in addition to an applied load to suppress the har-

monics. From a common DC line, a parallel connection is provided for two power sources [6]. 
 
 

2. Operation principle of designed converter 
 
In this survey, the principle is to synthesize different DC/DC converters to create MIC. 

Two Cuk converters have been used for the structure of the given converter. The circuit 
diagram of this converter is given in Fig. 2. It includes two DC input sources (V1, V1).  

 

Fig. 2. Designed circuit 
 of proposed converter 

 
The bypass path for the inductors L1 and L2 currents to flow continuously is provided by 

power diode D1 and D2. The projected dual input DC-DC converter can take power from two 
voltage sources separately or simultaneously, by applying an appropriate control scheme to the 
pulse generator of the power switches S1 and S2. On the other hand, based on the control 
scheme and input sources, the output voltage can be regulated at the reference value [7]. The 
energy transfer elements are capacitors C1 and C2. The duty of capacitor C3 is to eliminate the 
ripple of the output voltage like in the conventional converters. 

It has four modes of operation, which are categorized with respect to the status of the 
power switches (S1 and S2): 
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Mode I (S1 ON and S2 ON): in this mode, the input voltage sources V1(Solar) [8] and 
V1(Wind) charge the input inductors L1 and L2 and at the same time, C1 and C2 discharge and 
supply energy to the output load [9]. Since, S1 and S2 are conducting, power diodes D1 and D2 
are reversed biased and should be considered as an open circuit (OC). 

Mode II (S1 ON and S2 OFF): in this mode, the power diode D1 is reversed biased, thus, 
operates as an open circuit and D2 is forward biased and acts as a short circuit (SC). During 
operation, V1 charges the inductor L1 and V1 charges capacitor C2. The inductor L2 releases its 
energy to the capacitor C2. 

Mode III (S1 OFF and S2 ON): here, D1 is forward biased and conducts, whereas the D2 is 
reversed biased, so it is blocked. In this mode, V1 and L1 charges the capacitor C1. Similarly, 
inductor L2 is charged by voltage produced by V1. Capacitor C2 is discharged to provide 
energy to the load. 

Mode IV (S1 OFF and S2 OFF): the diodes (D1 and D2) are forward biased and taken as  
a short circuit (SC). Here, the capacitors C1 and C2 are charged by V1 and V1, respectively. 

Inductor L3 is needed to diminish the ripple present in the output current waveform. As 
shown in Fig. 3, t1 and t 2 represent the conducting time for the power switches S1 and S2 
respectively. Fig. 3 represents analytical voltage and current waveforms of the designed con-
verter taking t1 > t 2. Starting from the top, the analytical waveform of power switches, vol-
tage across the switches (VS1 and VS2), current in the inductors (IL1 and IL2), voltage across the 
capacitors (VC1 and VC2) and current output across the inductor (IL3) are determined. 

 
 

3. Steady state analysis of the system 
 
Correlation between input voltage and output voltage can be derived from the steady state 

volt-second balance investigation of the inductors. For the voltage and current waveforms 
represented in Fig. 3, the corresponding operational circuit of the projected converter through 
one switching sequence will follows the order of modes I, II, and IV. 

Using the volt-second balance theorem on the inductors L1, L2 & L3 the below equations 
can be achieved: 

For L1: by applying the volt-second balance theorem, 
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 For L3: 
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Fig. 3. Voltage and current 
waveforms of the designed 

converter vs time 

 
 

4. Multivariable control strategy for distributed hybrid power system 
 
Usually, in a distributed power system, to control the voltage of different buses, the con-

troller regulates the time duration of power switches which exist in power electronics devices. 
In this paper, to design the controller, multivariable control strategy as an efficient method is 
selected [10], [11]. The basic idea of this method is to shape a family of open-loop transfer 
function matrixes of power system by minimizing the summation of the squared second norm 
of the errors between the open-loop transfer function matrixes of the system, obtained at 
several operating points of interest, and a desired open-loop transfer function matrix [12]. The 
step by step method of controller designing is explained as below: 

 
4.1. Determination of an open-loop transfer function of a power system 

In this step, based on the power system characteristics, the open loop transfer function of 
the power system is determined. The open loop transfer function of this system is defined as 
Eq. 8. 
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In this equation, V01, V02 and V03 are the voltages of PQ buses and D1, D2 are the time 
durations of converter switches. In addition, matrix Gi (jw) is the transfer function matrix of the 
power system. The elements of this matrix are determined by measuring the frequency 
response of the power system within the frequency range of interest. 

At the next step, the elements of the transfer function matrix are calculated at several 
operating points. The chosen operating points are the closest points to the most probable 
operational conditions of the distributed power system. The family of transfer function 
matrixes is formed as: 

  R}   2,  to1 ),({ εω==φ ijwGi . (9) 

 
4.2. Determination of the controller class 

In this section, the class of controller is determined. The main objective of this survey is to 
design a linearly parameterized multivariable controller. So, the class of the controller should 
be determined in the Z-domain. The parametric model of such a multivariable controller in the 
Z-domain is given by Eq. 10. 
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The elements of the controller matrix have the same form which is stated by Eq. 11. The 
definition of the equation parameters is presented in Eq. 12. 
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In the above equations, the variable n is the number of zeros for each element. To calculate 
this parameter, the initial value of 2 is considered. Then this parameter is increased until the 
controller achieves appropriate dynamic performance. In this survey, the minimum value to 
satisfy the goals of accuracy and fast dynamic performance is n = 4. Based on this selection, 
the element forms of matrix K(z) are stated as: 
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For more clarification, the block diagram of the controller to determine the conduction 
time of the switch (S1) is presented in Fig. 4. As the figure shows, based on the difference be-
tween the actual value of buses voltage and their reference values, the elements of the first row 
of the matrix K(z) determine the conduction time of converter switches. The elements of other 
rows of this matrix, determine the conduction time of switches S2, S3 and S4, respectively. 
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Fig. 4. Controller block diagram 
 for determining D1 

 
After calculating the elements of the transfer function of K(z), based on Eq. 14, the ele-

ments of the open-loop transfer function matrix of the overall power system are obtained. 

  )()()( jwKjwGjwL ×= . (14) 

So, based on Eq. 15, the family of open-loop transfer function matrixes can be calculated. 
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4.3. Loop Shaping by Optimization Process 

At the next step, the loop shaping of the open-loop transfer function matrixes family is 
done via minimizing the summation of the squared second norm of the errors between Li and 
Ld. The matrix Li is the open-loop transfer function matrix of the overall power system, and 
matrix Ld is the desired matrix that the user expected from the power system. So, for the 
controller design, the procedure solves the optimization problem which is stated in Eq. 16. 
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The elements of Ld are determined based on the controller objectives. The diagonal 
elements of the matrix Ld are considered to regulate the voltages of PQ buses with appropriate 
dynamic performance. In other words, by adjusting ωc an appropriate dynamic response is 
achieved. In this paper, to provide a reasonable bandwidth and guarantee stability, 
ωc = 8×104 r/s. 
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The closed-loop sensitivity function of diagonal elements is:  
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where, Wi( jw) is the weighting filter. In this survey, W1 = 0.6 to guarantee the phase margin of 
greater than 29°. In addition to guarantee the stability of the power system. The parameterized 
controller can satisfy the stability of the power system if: 
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where, parameters of ri ,pq are the off-diagonal elements of matrix Li.  
 

5. Dynamic performance analysis of designed controller 
 at different situations 

 
In this section, the dynamic performance and stability of proposed control strategy have 

been studied in different conditions. In order to have a comprehensive evaluation of the con-
troller performance, several examinations including all the normal and critical conditions that 
a power system may experiences are tested. It must be mentioned that at these tests, the initial 
values of quantitative parameters that have been selected for a distributed power system are 
similar to the ones that are mentioned in the previous section. In addition, as the B2 bus is 
connected to all of the PQ buses as shown in Fig. 5, then it is not necessary to measure the 
voltage of each PQ bus and the voltage of the B2 bus is a comprehensive representative of the 
overall power system voltage [13, 14]. It is necessary to mention that in following tests, the 
RMS value of the B2 bus voltages is measured. The reference value of this parameter at a nor-
mal condition is V = 20 kV. These tests are described as below: 

 

 
Fig. 5. Simulated distributed hybrid PV/wind power system in MATLAB/SIMULINK 
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5.1. Changing the power demand at PQ bus 
In this examination, the ability of a controller to respond to different power demands at PQ 

buses has been analyzed. This test is divided into two parts. In the first section, the variation of 
active power and at the second part, reactive power alternation has been studied. 

For this reason, at the first evaluation, at t = 4 s, the power demand of three PQ buses has 
been increased from 1.1 MW to 1.7 MW. For the second scenario, like in the previous test, the 
reactive power demand has been changed and at t = 4 s, the amount of reactive power that was 
consumed at three PQ buses is increased from 350 kvar to 550 kvar as shown in Fig. 6. 

 

 

 
Fig. 6. The voltage of B2 bus in Test A, during a) increase of demanded active power, b) increase  

of demanded Reactive power 
 
At the first examination, normal conditions are considered for the power system. The 

quantitative characteristics of the power system are: λ = 1, T = 320 K, Wind Speed 
(vw) = 8 m/s, the reference value of the B2 bus voltage = 20 kV. 

 
5.2. Variations of ambient conditions at renewable energy sources 

In this part, two of the prevalent incidents that affect the performance of distributed rene-
wable power systems are studied. These incidents are caused by the reduction of sun irradia-
tion (λ = 1 to λ = 0.2) and continuous variation of wind speed (vw = 10 m/s to vw = 1 m/s). 
The voltage of the B2 bus is measured and is presented in Fig. 7. 
 
5.3. Variations of the reference voltage value 

In this test, by changing the quantity of reference voltage, the flexibility of a power system 
in changing bus voltage has been tested. The reference voltage V = 20 kV is increased to 
V = 25 kV at t = 4 s and then is decreased to V = 17 kV at t = 6 s. The voltage of the B2 bus is 
measured and shown in Fig. 8. 
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Fig. 7. The voltage of B2 bus in Test B, during a) decrease of sun irradiation, b) decrease of wind speed 

 

 
Fig. 8. The voltage of B2 bus in Test C 

 
5.4. Occurrence of fault condition in one of the PQ buses 

In this test, by inserting the symmetrical fault condition to one of the PQ buses (B3) and 
observing the voltage of other PQ buses, the independence of PQ buses voltage has been 
analyzed and shown in Fig. 9(a).  

 

 

 
Fig. 9. The voltage of B2 bus in Test D with a) multivariable controller, b) conventional controller 
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As the figure shows, occurrence of electrical fault at t = 4 sec at one of the buses has 
negligible influences on the other parts of the power system. For instance, this test has been 
repeated with a conventional controller (PID controller) and the voltage of the B2 bus has been 
measured again and is shown in Fig. 9(b). 

As this figure shows, the PID controller cannot maintain the stability of the voltage of the 
distributed power system. By comparing the results of these two controllers, the efficiency of 
a multivariable controller is revealed. 

 
5.5. The changing structure of a hybrid power supply distribution system 

In this test, the response of a multivariable controller to the power system structure chan-
ges is evaluated. To analyze this feature, at t = 5 s, the power line that connects the B5 bus to 
B2 bus is cut off. As Fig. 10 shows, inserted perturbation doesn’t make the voltage of the po-
wer system unstable and after about 0.5 second, the controller regulates the voltage of a com-
mon bus of B2 at predetermined value again. In addition, during transient time, the increase of 
voltage at the proposed bus is insignificant. 

 

 
Fig. 10. The voltage of B2 bus in Test E 

 
 

6. Conclusions 
 
This paper proposes two important subjects. In the first part, a novel double-input DC-DC 

converter that can be applied in a distributed power system is introduced. The theoretical prin-
ciples of the proposed converter are presented, and based on these principles; the current of 
converter’s inductors, the voltage of converter’s capacitors and the output voltage are discus-
sed. In the second section, by applying a designed converter, a distributed hybrid PV/wind po-
wer system is simulated. To control the power switches of power system’s converters, a multi-
variable controller is designed. This controller has some exclusive features that are: 1) regu-
lating the voltage of a power system in normal and critical conditions, 2) isolating the voltage 
of different buses from each other, 3) changing the reference value of power system voltage 
with appropriate dynamic performance. The simulation and experimental results confirm satis-
factory performance of the proposed multivariable controller in regulation of the distributed 
hybrid power system voltage at different conditions. The proposed methodology is general and 
applicable to different distributed renewable power systems with any number of energy 
sources and PQ buses. 
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Abstract: High Temperature (HTE) motor coils open new perspectives for extending the 
applications of electrical motors or generators to very harsh environments or for design-
ing very high power density machines working with high internal temperature gradients. 
Over a temperature of 300EC, the classic enameled wire cannot work permanently, the 
turn-to-turn insulation must be inorganic and made with high temperature textiles or 
vitro-ceramic compounds. For both cases, a diffusion barrier must protect the copper 
wire against oxidation. The usual solution consists of adding a nickel layer that yields an 
excellent chemical protection. Unfortunately, the nickel has ferromagnetic properties that 
change a lot the skin effect in the HT wire at high frequencies. For many applications 
such as aeronautics, electrical machines are always associated with PWM inverters for 
their control. The windings must resist to high voltage short spikes caused by the fast 
fronted pulses imposed by the feeding inverter. The nickel protection layer of the HTE 
inorganic wire has a large influence on the high frequency behavior of coils and, con-
sequently, on the magnitude of the voltage spikes. A good knowledge of the non-linear 
magnetic characteristics of this nickel layer is helpful for designing reliable HT inorganic 
coils. The paper presents a method able to characterize non-linear electromagnetic pro-
perties of this nickel layer up to 500EC. 
Key words: high temperature motor winding, nickel diffusion barrier, temperature de-
pendent magnetic properties 

  
 
 

1. Introduction 
 
Electrical machines able to work at high temperatures (300-400EC) for short times are now 

standard products; they are used for smoke extractors. These machines are built with an im-
proved Electrical Insulation System (EIS) able to withstand high temperatures during short 
lifespans. They use high performance polymers such as polyimide (PI) strengthened by inor-
ganic particles [1]. However, these conventional organic technologies reach their limits, conti-
nuous operations at such high temperature are not possible. 

Electrical machines able to operate continuously at 400EC have been developed by the 
petroleum industry for deep drilling [2]. Their EIS are built with composite materials that 
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combine fiberglass and mica. The large thicknesses of these inorganic insulating layers  
(100-200 μm) limits this inorganic technology to big machines using large wire sections. 

Many applications, in ground transports or in aeronautics require compact actuators of low 
and medium powers. With higher permanent internal temperatures, it is possible to design 
machines with higher current densities and consequently higher power densities. The coils of 
such machines are built with a wire insulated by a thin inorganic layer made of a glass-cera-
mic compound. Unfortunately, this inorganic insulating layer is porous; it is no longer able to 
protect the copper against oxidation. Therefore, the copper must have an additional protection 
layer made of nickel, between the copper and the inorganic insulation layer. The copper wire 
can be used up to 230EC without any protection and with a porous inorganic insulation.  
A nickel protection layer must be added for higher temperatures. Manufacturers propose wires 
with a higher nickel thicknesses for the products able to operate at the most elevated tempe-
ratures [3]. 

Nickel is a ferromagnetic material, therefore the protection layer changes the electromag-
netic global behavior of the coil, especially in the higher part of the frequency spectrum be-
cause of skin and proximity effects. The paper presents an experimental method able to cha-
racterize the non-linear magnetic properties of the nickel protection layer of HTE inorganic 
wires, it gives details on the research works presented in the conference EPNC 2016 [4]. 

 
 

2. High temperature coils 
 
Fig. 1 is the picture of such a motor coil after tests at 500EC. This rigid coil is made with 

an available inorganic HTE wire [5] protected by a high temperature cement based on alumi-
na [6]. These coils are placed on the stator teeth of concentrated winding permanent magnet 
synchronous machines (CW-PMSM) [7]. 

 

 
Fig. 1. HTE inorganic coil after tests at 500EC 

 
Fig. 2 is a microscopy of the cross section of a HTE inorganic wire, which diameter is 

800 μm. The nickel layer thickness is 65 μm and the inorganic insulation one 10 μm. For 
modeling the high frequency behavior of HTE coils made with such a wire, the magnetic per-
meability of the nickel, for several temperature, is required. A study made a long time ago 
shows a strong dependence of the permeability to the magnetic field and the temperature [8]. 
Deeper investigations are useful for considering the non-linear phenomena of this nickel layer. 
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Fig. 2. HT° inorganic wire cross-section 

 
 

3. Measurements at low temperatures 
 
The experimental setup defined for measuring the B(H ) curve of the nickel layer is in-

spired from the Epstein frame. Measurements are performed at low frequency, the skin effects 
is negligible. The HTE inorganic wire is wound to form the magnetic core of the experimental 
system presented in Fig. 3. The two primary coils connected in series produce the magnetic 
field and the secondary coils measure the global magnetic flux. Fig. 4 gives the electric circuit 
for measurements.  

 

 
Fig. 3. Measurement device at ambient temperature 

 

 
Fig. 4. Electric circuit for measurements at ambient temperature 
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In the magnetic core the nickel clad wire follows the field lines created by the primary 
coils. Therefore, the magnetic field is tangent to the nickel layer at any point of the wire peri-
phery as shown in Fig. 5. With this geometry, the principle of conservation of the tangential 
component of the field on each side of the border between the materials impose the equality of 
the magnetic field in the air, the nickel and the copper.  

 

 
Fig. 5. Detail of the magnetic field in the experimental core 

 
The magnitude of this field can be estimated by the Ampere law from the primary current 

i, the turn number of the primary winding N1 and the average length of the experimental core l. 

  
l

iN
H 1= . (1) 

The Faraday law yields the voltage induced in the secondary from the total flux n and the 
number of secondary turns N2. 

  
t

Nu
d
d

22
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The flux is computed by integrating the secondary voltage. The results are presented in 
Fig. 6 for f = 50 Hz. The straight-line gives the flux computed considering only the uniform 
flux in the air inside a virtual tube following the core and of the same diameter as the second-
dary coils. The non-linearity caused by the nickel layer is clearly visible. 

The flux density in the nickel layer is computed from the flux measurements by subtracting 
the flux in the tube of air and dividing by the nickel section. The resulting hysteresis loop is 
presented in Fig. 7.  

The hysteresis loop shows the ferromagnetic properties of the nickel layer with a saturation 
shoulder at approximately BS = 0.35 T for a field HS = 4000 A/m. The width of the loop is 
quite large but the eddy currents induced in the copper central wire artificially increase this 
value. The key information from this experience is an estimation of the current that corres-
ponds to the saturation shoulder of the nickel layer. Considering a single conductor, which 
radius is a, away from any external electromagnetic influence, the current corresponding to the 
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saturation shoulder is that corresponds to a current of 10 A peak, for a wire of diameter 
0.8 mm. The corresponding average current density is 19.9 A/mm2, which is very high, even 
for a HT motor.  
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Fig. 6. Flux in the core as a function of the primary current 

 
The hysteresis loop is very similar to that for iron, but with a saturation shoulder at a lower 

level. Consequently, the relative permeability is very difficult to define because of the non-
linear behavior of this ferromagnetic material, it depends on minor hysteresis loops, dc mag-
netic polarization and ac field magnitude.  
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Fig. 7. Hysteresis loop of the nickel protection layer 
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4. Investigations at high temperatures 
 
For testing the influence of the nickel layer at high temperatures, a simpler experimental 

setup has been made, it consists of two adjacent HT° wires attached to a mica plate by spots of 
HT° cement. Fig. 8 shows a small part of the experimental bifilar line, which total length is 
3 m.  

 

 
Fig. 8. Small part of the 3m length bifilar line set on a mica plate 

 
The end of the pair is short-circuited and its input is connected to the measurement device 

by a much shorter twisted pair made with mica fiberglass HT° wire. The inductance measure-
ments are used for estimating the nickel layer properties. Fig. 9 presents the inductance mea-
surements performed on the bifilar experimental line versus temperature for two currents 
imposed by the measurement system. The low current imposed by the impedance analyzer 
corresponds to a low field between the two wires yields lower inductance that measurements 
performed at higher currents. 

The measurements show a strong dependence of the inductance to the temperature and the 
magnetic field due to the nickel protection layer. 

 

0

5

10

15

20

0 100 200 300 400 500

I
n
d
u
c
t
a
n
c
e
 
(

μ 
H
)

Temperature (deg. C)

Analyzer (20.5A/m)
 I=1.2A (1230A/m) 

 
Fig. 9. Temperature dependence of the experimental bifilar line inductance 

 
The nickel layer permeability at any temperature can be deduced from the bifilar line in-

ductance measurement. Unfortunately, the actual distance between the wires of the experimen-
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tal bifilar line is not known with a relevant accuracy as it can be seen on Fig. 8. Therefore, the 
average value of this parameter is computed from electrical measurements performed above 
the Curie point, when the ferromagnetic properties of the nickel layer are nullified. For these 
temperatures and for low frequencies, the bifilar line inductance can be estimated using the 
classical analytic approach that consider homogeneous wires, which geometric parameters are 
defines in Fig. 10. 

 

 
Fig. 10. Cross-section of the bifilar line and geometric parameters 

 
The magnetic field is computed applying the Ampère’s law and considering currents in op-

posite direction in the two wires. The flux is obtained by performing the integration along the 
x axis between the points corresponding the null value of the flux density. Then, the induc-
tance L, for a length l of the bifilar line, is obtained dividing the flux by the current. Consi-
dering the geometric parameters defined in Fig. 10, the global result is: 
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This analytical approach is based on 2 wires made of homogeneous materials, but the real 
wire over the Curie point is not homogeneous because the resistivity of the nickel is much 
higher than the copper one (26.10!8 Ω @ m and 4.19.10!8 Ω @ m respectively at 400EC). A Finite 
Element (FE) simulation has been made for observing the differences between the analytical 
approach and the reality. Fig. 11 highlights this approximation showing the fields on the  
x axis.  

The difference between the curves H and EF denotes an under-evaluation of the flux there-
fore of the inductance. A lower error of the analytical model is obtained choosing a = rCu, the 
radius or the copper core of the wire. Fig. 12, drawn with this hypothesis, shows the lower 
under-evaluation for the improved model. 

The parameter D, corresponding to the half of the average distance between the center of 
the wires of the experimental bifilar line is determined from the analytical formulae (3) of the 
improved model where a = rCu. The input data are: the inductance measured at 400EC 
(L = 1.94 µH); the radius of the copper core of the wire (a = rCu = 325 µm) and the length of 
the line (l = 3 m). D is the only unknown parameter of Eq. (3) that can be computed by  
a numerical method. The result is D = 485 µm. 
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Fig. 11. Magnetic field on the x axis (H1: left wire, H2: right wire, H: resulting field, EF: field computed 

taking the higher resistivity of the nickel at 400°C into account  
 

 
Fig. 12. Improved analytical model obtained with a = rCu in the same conditions  

 
With an accurate determination of the average distance 2D between the wire center of the 

experimental line and the inductance measurements at temperature under the Curie point, it is 
possible to determine the magnetic permeability of the nickel layer at any temperature.  

The flux density is µ0H in the copper and in the air and µ0µRH in the nickel layer as 
illustrated in Fig. 13. The flux increase Δφ due to the relative permeability µR of the nickel 
layer is due to its ferromagnetic properties under the Curie point and corresponds to the 
hatched areas in Fig. 13. This increase, for a length l of the bifilar line and nickel thickness en 
is: 

  ( ) neBB 122
l

−=φΔ . (4) 
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Fig. 13. Increase of the flux density in the nickel layers  

 
The improved analytical model gives the maximum value H1 of the magnetic field; there-

fore the increase of the inductance ΔL, comparing to the value measured over the Curie point, 
can be used for determining the relative permeability of the nickel at any temperature and 
current measurement. The final formulae is given by Eq. (5) were eN is the nickel thickness 
and rF the total wire radius with the nickel layer. 
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The application of this equation to the inductance measurements performed up to 400°C 
are presented in Fig. 14.  
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Fig. 14. Relative permeability of the nickel layer versus temperatures at two current levels  

 
There is a significant increase of the magnetic permeability below the Curie point (360EC) 

and a brutal decrease over the Curie point as expected for a ferromagnetic material [9]. These 
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results show that the relative permeability is also strongly dependent of the ambient field in 
the neighborhood of the nickel layer.  

 
 

5. Conclusions 
 
The proposed experimental approach describes a method able to characterize the non-

linear magnetic characteristics of the nickel layer used as a diffusion barrier in HT° wires used 
in a harsh environment. The proposed method is based on the analysis of the behavior of  
a bifilar short-circuited line placed in an oven.  

The preliminary measurements made at ambient temperature show the hysteresis loop of 
the thin nickel layer and a saturation shoulder at more or less 0.3 T. This hysteresis loop, 
which is similar to the one measured on classic iron, predicts a very non-linear behavior. Con-
sequently, the high frequency model of the motor coils used for predicting the voltage spikes 
during transients will be more complex. Such a model is all the more useful as the electrical 
performances of the HT° inorganic insulating materials are poor compared to those of conven-
tional polymers [10]. A fine modeling of the high frequency electromagnetic behavior of the 
coils is crucial for designing HT° machines powered by PWM inverters, which impose very 
stiff and repetitive voltage edges [11]. 

For temperature below the Curie point of nickel, the nickel diffusion barrier modifies 
strongly the skin and proximity effects: the higher damping effects mitigate the voltage spikes 
after each voltage edge. Consequently, the dielectric stress on the turn-to-turn insulation is 
lower. A good knowledge of the non-linear magnetic characteristics of the diffusion barrier 
added to the copper wire is helpful for designing reliable HT° inorganic machines that will be 
able to withstand the fast fronted voltages imposed by the PWM inverter that feed the ma-
chine. When this HT° winding technology is mature, it will be possible to design large power 
generators working in the near vicinity or the propulsion turbines of aircrafts. 
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Abstract: The growth in renewable power generation and more strict local regulations 
regarding power quality indices will make it necessary to use energy storage systems 
with renewable power plants in the near future. The capacity of storage systems can be 
determined using different methods most of which can be divided into either determi-
nistic or stochastic. Deterministic methods are often complicated with numerous para-
meters and complex models for long term prediction often incorporating meteorological 
data. Stochastic methods use statistics for ESS (Energy Storage System) sizing, which is 
somewhat intuitive for dealing with the random element of wind speed variation. The 
proposed method in this paper performs stabilization of output power at one minute 
intervals to reduce the negative influence of the wind farm on the power grid in order to 
meet local regulations. This paper shows the process of sizing the ESS for two selected 
wind farms, based on their levels of variation in generated power and also, for each, how 
the negative influences on the power grid in the form of voltage variation and a short-
term flicker factor are decreased. 
Key words: energy storage, power quality, renewable energy, wind power 

 
 
 

1. Introduction 
 
With the ever-increasing demand of energy consumption and numerous environmental 

concerns it is of increasing significance to modernize the energy grid [1]. Modern day energy 
grids are more efficient, produce more energy, use more distributed energy generating units 
and put less emphasis on fossil fuels. This approach means that maintaining high power qua-
lity indices becomes harder due to a much higher number of generating stations which ex-
perience greater output variation than traditional power plants [1]. However, it is possible to 
make renewable energy generating stations more stable by adding energy storage.  

Depending on local law and legal regulations it is possible to achieve required parameters 
by using appropriate energy storage to stabilize the power output of such generating stations 
as wind farms. According to the Polish power transmission regulations [2, 3], a wind farm 
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should not generate output with sudden dips or spikes exceeding 1.5% of the reference power 
level and should have a short-term flicker factor below 0.35. 

Many methods are being used for storage sizing but there is no generally accepted frame-
work. The two most commonly used methods are the deterministic approach and the sto-
chastic approach. More uncommon methods include genetic algorithms [4], artificial neural 
networks [5], application of low-pass filter methodology [6], and using inventory models [7]. 

 
1.1. Storage role and type 

Energy storage can be used in conjunction with a wind farm for several reasons. One of 
which is to minimize the influence of the wind farm on the power grid by either reducing the 
Pst, or making it possible to meet the day-ahead forecast. However one of most important 
reasons is to meet the short-circuit criterion in certain areas where grid parameters do not 
allow for connecting additional wind generation stations. Also incorporation of a storage 
system makes it possible to use wind farms on the power balance market. The economic 
aspect of storage systems is complicated and largely unregulated. It seems intuitive that DSOs 
should create new possibilities for incorporating new renewable energy plants. Thus they 
should be interested in implementing energy storage as a simpler, faster and cheaper way to 
open the grids to new distributed energy sources. On the other hand, in some cases (when 
technical issues have not been resolved and the whole project is doubtful) investors in 
renewables should also be interested in financing energy storage systems. To make a 24 hour 
forecast it is impossible to do so based on statistical data alone [8]. Therefore it is necessary to 
use historical meteorological data. Even though this is proven to work by many case studies it 
requires energy storage with huge capacity because of the power balancing over many hours. 
Additionally, uncertainty of the forecast requires even larger storage capacity to account for 
the possible deviation from the forecast. Typical capacities of such storages are around few 
MWh [1, 6, 9], depending on wind characteristics and wind farm rated power, and they are 
very costly. Typically used energy storage technologies for long forecasts are pumped hydro-
electric storage, sodium-sulfur batteries, among others. Using an ESS to reduce destabilizing 
influences on the power grid does not require the use of historical data nor meteorological 
data. This role requires storage capacities two orders of magnitude smaller than the balancing 
storage, as shown in this paper. While the energy capacity required is relatively small it is still 
necessary to supply a large power output for smoothing brief power fluctuations. Different 
storage technologies are being used for these two roles because of the aforementioned reasons. 
Possible storage technologies here are supercapacitors, flywheel energy storage and super-
conducting magnetic energy storage. 

 
1.2. Method types 

Deterministic methods use mathematical models to analyze the system and calculate the 
capacity of the storage needed. Such methods are often used for long term forecasts (24 h or 
over) and they often include historical meteorological data and sometimes take into account 
multisite correlation. Such models are very complicated and require the determination of 
values of numerous parameters. This, along with the uncertainty of meteorological and histo-
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rical data, makes such methods difficult to implement and determine the accuracy of such 
methods. Also, forecast tools are not widespread [9] and forecast error greatly impacts on the 
necessary storage capacity [8, 9]. Although deterministic methods are able to make 24 h 
forecasts and wind farms have been proven to function using forecasting in many case stu-
dies [10] they require very large capacities of ESS. Also due to unpredictability of weather 
forecasting it is impossible to determine the confidence level of the system in question.  

The stochastic approach may appear more appropriate to deal with such an unpredictable 
element as wind speed. It is best suited for short-term prediction and balancing. It is impos-
sible to make a 24 h forecast based on statistical data alone. There are cases where stochastic 
methods were applied but they had to be combined with weather data for making a 24 h fore-
cast [1, 9]. Analyzing the required storage capacity using statistical methods is convenient 
because it does not require the determining of numerous parameters and it is always possible 
to get an accurate confidence level using a histogram of power generation variation which is 
useful especially when dealing with the customer. Statistics alone can be useful for determi-
ning storage capacity for short or very short forecast applications.  

As already stated, there is no established method or framework of optimal storage sizing. 
Often, authors in their papers do not reveal all technical details of their methods, diminishing 
the transparency of their research. Existing methods are quite difficult to adequately compare 
in terms of efficiency, and therefore do not show a clear superiority of one over the others. 
There are a few reasons for this, one of which is that there are different types of methods and 
while different deterministic methods can be analytically compared, it cannot be done between 
deterministic and stochastic or more exotic approaches. But the main reason is different wind 
data and wind farm characteristics. There is no benchmark data that could be fed to tested 
methods to calculate a fair result. This may be caused by the fact that detailed (1 s intervals) 
wind data are very hard to come by and are often tied to a non-disclosure agreement. 

 
1.3. Proposed method 

The purpose of the proposed method is the reduction of negative influence from wind farm 
dynamics on the power grid using as small an energy storage capacity as possible. To achieve 
this the method optimizes the storage size by setting constant levels of output power at 1 min 
intervals. This power level of i-th cycle is determined by calculating the average power value 
Pwf in the previous 1 min interval and adding a correction A i-1, which is determined on the 
basis of the current storage charge level according to the formula: 

  ( ) ( )011 1wfref
1 tAtP
n

P ij
n

j ,i,i −= − += ∑ , (1) 

where: Pref,i is the power level set in i-th interval, Pwf is the wind farm power, A i(t) correction 
parameter determined by current storage discharge level.  

An advantage of this method is its simplicity, robustness and the fact that it does not re-
quire the determination of numerous parameters to function nor any historical data or meteoro-
logical data. It can be deployed virtually anywhere and can reduce unwanted power fluc-
tuations and thus the short-term flicker factor (PST).   
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Fig. 1. Fluctuations of active power (Pwf) compared to constant power levels (Pref) at 1 min intervals 
 
Fig. 1 illustrates the method and its influence on the output power. The method only allows 

one rise or fall of power level every minute. Also the magnitude of this fall or rise will vir-
tually always be a lot lower than the magnitude of regular wind farm power fluctuations, thus 
significantly smoothing power output.  

Further sections of this paper include statistical analysis, its purpose, different steps taken, 
simulation assumptions and the conditions the simulation was conducted in, experimental 
results in different conditions illustrated with active power fluctuations, histograms of active 
power variation, a histogram of storage charge levels, detailed tables, summary tables and the 
impact of the wind farm connected to high-voltage grid. 

 
 

2. Input data 
 
The data used in this article consist of the result of experimental 10 min measurements of 

power outputs of two wind farms:  
  1) Location A Wind Farm (12H3.3 MW = 39.6 MW) – over the period of 31 months.  
  2) Location B Wind Farm (12H2.5 MW + 2H3.3 MW = 36.6 MW) – over 37 months.  

It is important to emphasize that the abovementioned data do not allow for in-depth ana-
lysis of output power level dynamics, though they do allow, for active power output estima-
tion over long periods of time (months/years). Knowledge of short-term (one minute and be-
low) power fluctuations is necessary in power prediction and regulation. 

Fig. 2a illustrates the averaged values of active power obtained for different wind speeds 
presented with histograms. Based on these power levels, the power curve was estimated. It is 
worth noting that the power curve determined on the basis of the measurements differs (is 
greater) than the power curve declared by the manufacturer. Further study is based on the 
power curve obtained from the analysis. 
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                                        a)                                                                                            b) 

Fig. 2. a) Power curves and histograms of wind speed and active power generated by one of the wind 
farm turbines in Location A; b) Distribution of power changes generated by the wind farm 

 
 

Having solid information of short-term fluctuations is most important for simulating power 
distribution and the state of charge for 1 min intervals. Information on 10 min power changes 
will be the starting point for further assumptions. The graph above (Fig. 2b) shows the distri-
bution of total wind farm power.  

The distribution of average power increases over 10 min periods is symmetrical with re-
spect to 0, which means that in every subsequent interval an increase or decrease in output 
power is equally likely. As shown in Table 1, the changes are within the range of – 39.6 MW 
to 39.6 MW. Also around 99% of changes are in the range of – 11 MW to 11 MW. Analysis of 
99% of cases is especially important, keeping in mind the Polish power distribution regula-
tions. These regulations require the power quality indices to be above a certain level 99% of 
the time in a one-week period [2]. Table 1 shows how the selection of a storage unit for 99% 
of cases of power changes between intervals (0.5% to 99.5%) allows for a significant reduc-
tion of storage capacity.  

 
 

Table 1. Ranges of power changes generated by Location A wind farm 

Quantile of power change [kW/10 min] 
min 0.5% 25% 50% 75% 99.5% max 

!39600 !11313.09 !875.37 0.0 845.67 11857.93 39600 

 
Identical analysis was conducted for Location B wind farm receiving very similar results. 
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3. Statistical analysis 
 
The purpose of the simulation is to determine the required storage capacity in different 

conditions and compare results. Storage capacities will be determined according to the pro-
posed 1 min interval method, which sets every subsequent power level according to Eq. 1.   

 

 
Fig. 3. Power fluctuations of the wind farm without magazine (Pwf) and with energy storage (Pref) 
 
This model allows for control of the level of charge of the storage by setting prediction of 

active power in subsequent one-minute intervals for large active power fluctuations with no 
apparent trend shown in Fig. 3. The obtained power prediction values along with the amount 
of power required to compensate the power fluctuations constitute the basis for determining 
the energy storage capacity. For the sake of analysis it is assumed that the base level of charge 
storage is 50%, which enables charging or discharging of the successive instants of time. The 
capacity obtained from simulation has to be treated as usable capacity. If the battery type does 
not allow for total discharge it is necessary to oversize the energy storage.  

Fig. 3 illustrates the changes of wind farm power output with and without storage in the 
form of a graph. Power output with storage is identical to predicted power values (Pref). The 
maximum fluctuation range is used to analyze the influence of the wind farm on the power 
quality indices at the point of connection as well as the required storage capacity. 

 
 

4. Simulation assumptions 
 
Simulation only concerns power changes corresponding to ranges between starting speed 

and rated rotational speed of the rotor. In other cases with speed exceeding the maximum, the 
power plant experiences no fluctuation.  

In order for the short-term simulations to be meaningful at all there has to be data from 
fluctuations of said time interval. Therefore, short-term fluctuation magnitude has been simu-
lated and injected into the received data on the basis of experimental study results published 
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in [11], maintaining consistency of variability indices with provided experimental data. The 
power curve used in the analysis was estimated using the supplied simulation data.  

Supplied data were enriched with simulated short-term data (1 s interval) in a few sce-
narios to illustrate the effectiveness of the sizing method in favorable and unfavorable con-
ditions and to determine the required storage capacity. Therefore simulations were carried out 
for power following trend lengths of 1 min and 10 min. Both simulations of trend lengths were 
carried out in two trend slopes variants of 0.9 MW/10 min to 11 MW/10 min and the range 
from 0 to 0.9 MW/10 min. 

With reference to the above, a list of executed simulations is given below. All four simu-
lations were conducted for both considered wind farms: 

Simulation 1 – Trend slope is a random value from the range of 0.9 to 11 MW/10 min. 
Direction of trend is changed randomly every 10 min. 

Simulation 2 – Trend slope is a random value from the range of 0.9 to 11 MW/10 min. 
Direction of trend is changed randomly every minute. 

Simulation 3 – Trend slope is a random value from the range of 0 to 0.9 MW/10 min. 
Direction of trend is changed randomly every 10 min. 

Simulation 4 – Trend slope is a random value from the range of 0 to 0.9 MW/10 min. 
Direction of trend is changed randomly every minute. 

 
 

5. Simulation results 
 
Simulation 1 was chosen as an example to illustrate the methodology, with partial results 

obtained. An identical procedure was performed for all scenarios and both wind farms. Sum-
mary results of all variants of conditions are presented in Table 3. The table illustrates the in-
fluence of the trend slope and trend length on required the storage capacity (Cmin). 

 

 
Fig. 4. a) Active power fluctuations over 15 min period; b) histogram of reference and active power level 

changes; c) histogram of storage charge levels 
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Table 2. Estimation of the minimum ESS capacity (Cmin) based on 99% reference power (Pref) changes 

Reference power [kW] Energy storage [kWh] 
max 99% range max min 99% range Cmin 

3420.7 2079.2 !44.1 46.4 !26.4 25.8 52.8 

 
Table 3. Consolidated list of estimates of the minimum usable energy storage capacity (Cmin)  

based on 99% power change reference (Pref) for all the analyzed cases 

  Reference power [kW] Energy storage [kWh] 
  max 99% max min 99% range Cmin 

Location A Wind Farm 
Sim. 1. 3420.7 2079.2 !44.1 46.4 !26.4 25.8 52.8 
Sim. 2. 3404.7 1980.5 !43.0 49.5 !25.1 25.1 50.1 
Sim. 3. 2270.6 1538.3 !35.2 36.4 !19.8 19.6 39.7 
Sim. 4. 2409.5 1532.3 !35.0 36.5 !19.7 19.8 39.6 
Location B Wind Farm 
Sim. 1. 3252.8 1697.0 !36.5 39.6 !23.0 21.2 45.9 
Sim. 2. 2526.3 1704.0 !36.0 36.4 !21.1 21.2 42.4 
Sim. 3. 1969.7 1137.6 !27.8 29.4 !15.0 14.9 30.1 
Sim. 4. 1730.1 1148.6 !28.5 27.9 !14.7 15.0 30.1 

 
As shown in Table 3 the proposed method is not influenced greatly by the length of the 

trend, performing similarly in favorable and unfavorable conditions. However the magnitude 
of power fluctuations in the said trends understandably influences the calculated capacity.  

The robustness of this method is a result of its simplicity. It can be widely used however it 
is best suited to environments where there are very short or no clear trends. Also as a result of 
its simplicity it is easy and cheap to implement. 

 

6. Energy storage technologies 
 
Having determined the exact storage parameter requirements, it is now possible to deter-

mine the real characteristics of the ESS by choosing the type of ESS technology. Some of the 
best suited storage systems are considered below with all their characteristics taken into ac-
count in respect of both technical and economic aspects. Both wind farms have different po-
wer and energy requirements and thus different ideal C parameter. Location A storage require-
ments would be fulfilled with a technology having charge and discharge currents of 39.4EC as 
showed below (2). 

  ⎥⎦
⎤

⎢⎣
⎡≅==

h
14.39

]kWh[8.52
]kW[2.2079

E
PCRATE , (2) 

where: CRATE is the C factor, P is the storage power, E is the storage capacity. 
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Location B storage requirements on the other hand would be satisfied with a technology 
with charge and discharge currents of 37.1 C as showed below (3). 

  ⎥⎦
⎤

⎢⎣
⎡≅==

h
11.37

]kWh[9.45
]kW[0.1704

E
PCRATE . (3) 

Li-Ion – Lithium Ion batteries are one of the most common and widely used battery types. 
They exhibit high specific energy of 200 Wh/kg and 400 Wh/l [12], relatively high power for 
an electrochemical battery of 300 W/kg, and have a life of around 6000 cycles and discharge 
current of up to 0.5EC. The dimensioning process is problematic because it requires massive 
oversizing of the storage system to meet the power requirements.  

Location A – Because the Li-Ion technology’s characteristics are very different power-
wise (0.5EC) than the characteristics for this specific storage implementation (39.4EC) it is 
required to oversize the Li-Ion storage to get the necessary power, which is shown below.   

  [ ]kWh5.4158
]

h
1[5.0

]kW[2.2079
IonLi ≅== −

RATEC
PE . (4) 

The calculated capacity is almost 80 times the required capacity thus the theoretically 
cheapest technology (900 $/kWh) no longer has the lowest cost. 

  [ ]$3742560
kWh

$900]kWh[4.4158IonLiIonLi =⎥⎦
⎤

⎢⎣
⎡⋅=⋅= −− MEIM , (5) 

where: IMLi-Ion is the total investment cost of considered Lithium Ion storage, MLi-Ion is the cost 
of Lithium Ion batteries per kWh, E is the storage capacity [kWh]. 

Location B – Similarly in the case of location B power is the limiting factor again. The 
wind farm has different parameters and all calculations were made in the same way. 

  [ ]kWh3408
]

h
1[5.0

]kW[1704
IonLi ≅== −

RATEC
PE , (6) 

  [ ]$3067200
kWh

$900]kWh[4.3408IonLiIonLi =⎥⎦
⎤

⎢⎣
⎡⋅=⋅= −− MEIM . (7) 

The smaller wind farm (location B) naturally requires smaller and less expensive energy 
storage. Additionally, the 2000 cycle life of a Li-Ion storage system can pose a problem, how-
ever the vast capacity can also be used for other uses than fluctuation suppression.  

EDLC – Electric double-layer capacitors are based on different phenomena than electro-
chemical batteries. They accumulate electrical charge rather than storing energy in chemical 
form, therefore they have much higher rated power, charge and discharge currents and power 
ramp. Their estimated lifetime often exceeds 1000000 cycles or 20 years [13]. This type of 
storage is mainly used in short cycle, power intensive uses [14]. EDLC supercapacitors have  
a high power density of over 10000 W/kg and low energy density or around 5 Wh/kg [14-16]. 
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Location A – Since EDLC supercapacitors have a C factor of over 100EC and power is no 
longer the limiting factor there is no need to oversize the storage system. The estimated price 
per kWh is 44500 $/kWh. An additional important point is the 0 to 100% voltage operating 
range. It becomes necessary to limit the operating range to enable correct operation of con-
verters. For the purpose of calculations the voltage range is reduced to 25 to 100%.  

The reduced voltage range has been taken into account by increasing the storage capacity 
and multiplied by EDLC’s cost per kWh to determine the investment cost in the equation: 

  [$]3132800
kWh

$44500
75.0

]kWh[8.52
EDLCEDLC =⎥⎦

⎤
⎢⎣
⎡⋅=⋅= M

DOD
EIM . (8) 

Location B – The same calculations were carried out for Location B. 

  [$]2723400
kWh

$44500
75.0

]kWh[9.45
EDLCEDLC =⎥⎦

⎤
⎢⎣
⎡⋅=⋅= M

DOD
EIM . (9) 

Even taking the reduced depth of charge into account the most expensive technology per 
kWh becomes more economically justified because no significant oversizing is required. Stor-
age based on supercapacitors will have a very long life, require little to no maintenance and 
pose no environmental threat. 

LIC – Lithium Ion Capacitors are supercapacitors that combine high power with increased 
capacity from 5 Wh/kg to about 20 Wh/kg. LIC supercapacitors have different voltage ranges 
than EDLC of around 40% of rated voltage, which guarantees full utilization of stored energy. 
LIC supercapacitors have low inner resistance, high charge and discharge currents (30C). 

Location A – Although lithium supercapacitors have high currents up to 30C the storage 
will still have to be oversized but a lot less than the Li-Ion storage variation. 

  [ ]kWh3.69
]

h
1[30

]kW[2.2079LIC ≅==
E
PCRATE . (10) 

LIC are slightly less expensive than regular EDLC supercapacitors costing around 
40000 $/kWh resulting in lower investment costs. 

  [$]2771167
kWh

$40000]kWh[3.69LICLIC =⎥⎦
⎤

⎢⎣
⎡⋅=⋅= MEIM . (11) 

Location B – The same calculations were carried out for Location B. 
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]
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E
PCRATE , (12) 

  [$]7.2272266
kWh
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⎡⋅=⋅= MEIM . (13) 

Although they are not ideal and still require a slightly oversized capacity, lithium super-
capacitors seem to have the closest C parameter to the calculated storage system.  
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Cost Summary – Costs of each individual storage type for the two considered wind farms 
are shown in the table below. 

 
Table 4. Summary table of initial cost of considered storage technologies 

  Investment Cost [$] 
Site Li-Ion EDLC LIC 
Location A 3 742 560 3 132 800 2 772 267 
Location B 3 067 200 2 723 400 2 272 267 

 
Storage based on LIC supercapacitors is the best suited parameter-wise and also the best 

from an economic standpoint, both in initial investment and maintenance costs. 

 

7. Impact analysis 
 
According to local regulations [2, 3] sudden power changes (ΔPwf) cannot exceed 1.5% for 

100 dips or spikes an hour, and short-term flicker factor (PST) cannot be greater than 0.35. 
Both the above-mentioned indices were calculated taking all required transformer and line 
characteristics into account [17] and are illustrated below. 

 
Table 5. Summary of power quality indices improvement 

ΔPwf [%] PST 
No ESS With ESS No ESS With ESS 

Allowed 1.5 0.35 
Location A 1.78 0.50 0.64 0.18 
Location B 1.38 0.47 0.5 0.17 

 
As shown in Table 5, the incorporation of ESS in two cases of separate wind farms enables 

them to operate in the grid, whereas both wind farms would be unable to participate in energy 
exchange in the power system without energy storage. 

 

8. Conclusions 
 
The situation on the energy market today makes it necessary to take into account pene-

tration of the power grid by renewable energy generation which has a large variation in output 
power. Thus, the aim of this article has been to present an efficient means of dimensioning of 
energy storage using a specially developed control algorithm, which has been demonstrated in 
the case of two selected wind farms.  

A storage control method has been developed and proposed in this paper as a way to re-
duce the required storage capacity of energy storage systems used to decrease wind farm 
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power fluctuations. The method relies on the setting of one-minute intervals at a constant 
output level for the wind farm, using the storage system to absorb all deviations from the 
reference level. The power level of each subsequent interval is calculated taking the mean 
power value of the previous interval and the level of charge in the ESS as shown in Eq. 1. 
Such a system causes the output power to be constant, with only a single rise or fall of power 
between the intervals. In this way, the method reduces power variation and the negative in-
fluence of the wind farm on the power system. Depending on local regulations different wind 
farms may be required to employ an ESS to be allowed to operate within the power system 
and a control strategy is an effective way to reduce the required storage capacity and thus the 
cost of the ESS. The simulation study shown the robustness of the developed method and that 
it can substantially decrease storage capacity even taking into account the most unfavorable 
conditions of a short or non-distinguishable trend in output power, establishing the variation 
amplitude as the only impactful factor for this method. 

The Lithium Ion Capacitor was chosen as the best suited technology for the designed 
storage system. It has the right proportion of power and energy, and while it is expensive it is 
still a better and less problematic option than EDLC and Lithium Ion batteries. EDLC are 
more expensive and difficult to fully discharge while Li-Ion batteries require massive over-
sizing and have a shorter estimated life.  

The capacities calculated using the developed method are quite small compared to other 
methods found in the literature. The result is 52.8 kWh for a 39.6 MW wind farm which 
makes 1.3 kWh per MW and 45.9 kWh for a 36.6 MW which makes 1.25 kWh per MW. The 
PST factor has been successfully reduced from 0.5 to 0.17, which is a 68% reduction. For in-
stance in [6] a storage capacity of 5 kWh per MW reduces the standard deviation of generated 
power by 10% and a storage capacity of 25 kWh per MW reduces the standard deviation by 
50% in most cases.  

Further studies will consider further development by using a linear, exponential or a poly-
nomial function instead of a constant value. Other more specialized control methods may use 
more sophisticated prediction algorithms. A different challenge is to adjust the methods to 
work with hybrid storage systems, which although they need to be developed to suit each 
individual deployment, look like being the most cost efficient way to satisfy every ESS need.  
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Abstract: This paper proposes a permanent magnet (PM)-assisted synchronous reluc-
tance machine (PMASynRM) using ferrite magnets with the same power density as rare-
earth PM synchronous motors employed in Toyota Prius 2010. A suitable rotor structure 
for high torque density and high power density is discussed with respect to the dema-
gnetization of ferrite magnets, mechanical strength and torque ripple. Some electromag-
netic characteristics including torque, output power, loss and efficiency are calculated by 
2-D finite element analysis (FEA). The analysis results show that a high power density 
and high efficiency of PMASynRM are obtained by using ferrite magnets. 
Key words: permanent magnet (PM)-assisted synchronous reluctance machine, ferrite 
magnet, demagnetization, mechanical strength, torque ripple, finite element analysis 

 
 
 

1. Introduction 
 
Recently, a permanent magnet synchronous machine (PMSM) that contains rare-earth per-

manent magnets (PMs) is popular for its hybrid electrics vehicles (HEVs) and electric vehicles 
(EVs) [1-2]. Many kinds of PMSMs for traction application are actively studied [3-5]. PMSM, 
which use rare-earth PMs have some advantages, such as high torque density, high power den-
sity, a high power factor, a wide constant power speed range, and high efficiency, etc. How-
ever, there is a limitation for rare-earth PMs because of the high price of rare-earth material. 
Therefore, the electrical machines with less or no rare-earth PMs are required in EVs and 
HEVs application. 

The reluctance motor is one type of electrical machine without PMs. A switched reluctance 
motor (SRM) has some advantages, such as a simple structure, rotor robustness, the potential 
to operate at high temperature and torque-speed range, which can be competitive to PMSMs 
employed in EVs and HEVs [6-10]. Nevertheless, SRM has the problem with a high level of 
vibration and acoustic noise in general [11-13]. A synchronous reluctance machine (SynRM) 
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is also a candidate for a rare-earth-free machine, but its torque density, power density, power 
factor and efficiency are inferior compared to PMSMs [14-15]. By adding the proper amount 
of PMs in SynRM, the torque density and power density of a PM-assisted SynRM 
(PMASynRM) can be improved [16-28]. The total costs of PMASynRM with ferrite magnets 
can be reduced because some rare-earth materials such as neodymium and dysprosium, needed 
for automotive applications are not used in this machine. 

The rotor structure of PMASynRM must be designed to achieve satisfying high power 
density, high efficiency, and a wide speed range used in EVs and HEVs. Furthermore, the 
irreversible demagnetization of the ferrite magnets in cold weather and the mechanical 
strength of rotor at the maximum speed should be considered [29-32]. Meanwhile, the torque 
ripple should also be taken into account for the design of PMASynRM based on a finite-
element method (FEM). 

In this paper, some characteristics of PMASynRM with ferrite magnets are studied, includ-
ing the demagnetization behavior, mechanical strength, torque ripple, torque, output power, 
loss and efficiency. 

 
 

2. Target and structure of PMASynRM with ferrite Magnet 
 

2.1. Target 
Table 1 shows the specification of an interior permanent magnet synchronous machine 

(IPMSM) in HEV (Toyota Prius 2010) [33-34], which is called a target IPMSM in this paper. 
The maximum output power is 60 kW, and its speed varies from 2768 to 13900 r/min (maxi-
mum speed). The outer diameter of the stator is 264 mm, and the stack length is 50 mm. How-
ever, the axial length of IPMSM considering the end winding is 108 mm. The volume of the 
motor core is 5.9 L, which does not include the casing and cooling system. A power density is 
10.17 kW/L. The power density of 10.17 kW/L and a maximum speed of 14000 r/min are the 
targets of the proposed PMASynRM. The highest efficiency of the target IPMSM is estimated 
to 95% for another target of PMASynRM. 
 

Table 1. HEV IPMSM and target 

Item (Unit) Value 
Stator outer diameter (mm) 264 

Stack length (mm) 50 
Machine axial length (mm) 108 

Air gap length (mm) 0.73 
Max. DC side voltage (V) 650 

Max. current (A) 141* 
Max. output power (kW) 60 

Max. power speed range (r/min) 2768-13900* 
Max. torque (N·m) 205 
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Max. power density (kW/L) 10.17 
Max. torque density (N·m/L) 34.67 

Max. efficiency (%) 95* 
Efficiency at knee point (%) 91* 

Winding resistance at 21°C (Ω) 0.077 
Stator turns per coil 11 
Winding type (%) distributed 
Slot fill factor (%) 54* 

*Estimated value 
 
The aim of this paper is to investigate a PMASynRM design competitive to the Prius 2010 

IPMSM in the point of view of power density, efficiency, a torque-speed region and maximum 
torque. The proposed PMASynRM with ferrite magnets (Y30BH) are shown in Table 2. The 
coercive force of ferrite magnet is 232 kA/m at 20EC, which is about one-fourth of common 
rare-earth PMs. Therefore, for achieving high power density, high torque density and high ef-
ficiency, a rational rotor structure of PMASynRM should be designed into a multi-layer 
structure and embed more ferrite magnets by making full use of reluctance torque. 

To achieve the maximum torque, the stack length of PMASynRM is one of the most im-
portant factors. The number of turns per coil is 8, which is less than that of Prius 2010 
IPMSM. The stator slot depth of PMASynRM is shallower than that of Prius 2010 IPMSM, 
which results the stator outer diameter of PMASynRM is smaller. As shown in Fig. 1, the 
stator outer diameter of PMASynRM is set to 245 mm comparing to the stator outer diameter 
264 mm of Prius 2010 IPMSM. However, the axial length of the motor is 128 mm, and the 
stack length is 70 mm, so the volume of PMASynRM’s core is same as Prius 2010 IPMSM. In 
addition, the air gap length, maximum dc-side voltage and winding type is the same. 
Nevertheless, the winding resistance is 0.0646 Ω at 21°C, which is less than that of Prius 2010 
IPMSM. 

 
Table 2. The proposed PMASynRM 

Item (Unit) Value 
Number of poles 8 

Stator outer diameter (mm) 245 
Machine axial length (mm) 128 

Stack length (mm) 70 
Air gap length (mm) 0.73 

Max. DC side voltage (V) 650 
Max. output power (kW) 60 

Max. power speed range (r/min) 3000-14000 
Max. torque (N·m) 205 

Max. efficiency (%) 95 
PM material Y30BH 
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Coercive force of PM (kA/m) 232 
Winding type distributed 

Stator turns per coils 8 
Slot fill factor (%) 52.3 

Winding resistance at 21°C (Ω) 0.0646 
 

50mm29mm 29mm 70mm29mm 29mm

End 
winding

Stator core

 
                                                                  (a)                              (b) 

Fig. 1. Machine axial length: Prius 2010 IPMSM (a); the proposed PMASynRM (b) 
 
2.2. Structure of PMASynRM with ferrite magnets 

Fig. 2 shows the stator of PMASynRM, which has 48 slots and a distributed winding. In 
this paper, the optimal rotor structure is discussed for the irreversible demagnetization, torque 
ripple and mechanical strength at the maximum speed of 14000 r/min. 

 

  Fig. 2. Stator of the proposed PMASynRM 

 
Fig. 3 shows several representative design schemes of a rotor. The rotor structure mainly 

includes the shape and thickness of ferrite magnets, the shape of flux barriers, the size of 
central ribs and iron bridges. Fig. 3(a) shows Rotor-A without center ribs, which includes 
ferrite magnets, flux barriers and iron bridges. Rotor-B is given in Fig. 3(b), which has the 
center rib to add the mechanical strength of the rotor. Considering the processing of ferrite 
magnets and irreversible demagnetization, the forth-layer PMs of Rotor-C is designed to  
a right angle. Moreover, an appropriate flux barrier is designed in center ribs in order to 
reduce magnetic leakage and achieve sufficient mechanical strength. The same size of PMs 
and center ribs are adopted for Rotor-C, Rotor-D and Rotor-E, but the shape of flux barriers in 
the second-layer and third-layer is different. In summary, the rotor structure should be de-
signed by trial and error for decreasing the demagnetization and obtaining sufficient mecha-
nical strength of the rotor. 
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(a)                                                     (b) 

 

(c)                                        (d)                                       (e) 

Fig. 3. Rotor structure of the examined PMASynRM: Rotor-A (a); Rotor-B (b); 
 Rotor-C (c); Rotor-D (d); Rotor-E (e) 

 

3. Rotor optimization 
3.1. Evaluation of irreversible demagnetization 

Fig. 4 shows the demagnetization curve of ferrite magnet (Y30BH) used in the proposed 
PMASynRM. The irreversible demagnetization will occur when the flux density of PMs is 
lower than the critical flux density at the knee of demagnetization curve. For the purpose of 
calculating the demagnetization, the flux density of PMs was evaluated. The rate of ireversible 
demagnetization is defined as the ratio of demagnetizing PMs’ area to the total PMs’ area, 
which is called the “demagnetization rate” (DR). In order to assume the severest condition, the 
temperature of PMs is set to –40°C, the current in the opposite direction of PM’s dema-
gnetization magnetomotive force (MMF) is increased to 585 A, which is 1.5 times of the 
maximum current. The critical flux density of irreversible demagnetization was assumed to be 
0.15 T at –40°C (with margin). 

 

 

Fig. 4. Demagnetization curve of ferrite magnet (Y30BH) at -40 °C 
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                                                    (c)                                                             (d) 

Fig. 5. Demagnetization rate of PMASynRM at !40EC: Rotor-B (a);  
Rotor-C (b); Rotor-D (c); Rotor-E (d) 

 
The demagnetization rate at !40EC for some rotors is shown in Fig. 5. The demagne-

tization of Rotor-A is ignored because it has an obvious problem of mechanical strength. As 
shown in Fig. 5(a), the demagnetization rate of third-layer ferrite magnet in Rotor-B reaches 
22.3% at 585 A. The demagnetization rate can be improved by changing the rotor structure 
such as shape, thickness of ferrite magnets and shape of flux barriers. The flux can flow along 
the iron bridges easily because the reluctance becomes small. As a result, the demagnetization 
rate of fourth-layer and second-layer ferrite magnets in Rotor-C, Rotor-D and Rotor-E is 
larger. However, the demagnetization rate is no more than five percent in fourth-layer and 
second-layer PMs. 

Fig. 6 shows the contour plots of flux density at 585 A. It shows that the side part of ferrite 
magnets in the second-layer and third-layer are irreversible demagnetized in Fig. 6(a). More-
over, the demagnetization also occured in the side part of ferrite magnets in Rotor-C, Rotor-D 
and Rotor-E, as shown in Figs. 6(b), (c) and (d) respectively.  

 

  
                                      (a)                       (b)                         (c)                          d) 

Fig. 6. Contour plots of flux density at 585 A: Rotor-B (a); Rotor-C (b); Rotor-D (c); Rotor-E (d) 
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This is because the flux due to the MMF from the stator winding flows primarily through 
the center ribs and iron bridges. However, the flux also flows over the flux barriers because 
the thickness of the flux barrier is smaller than that of the ferrite magnet. The result shows that 
the flux density is too low in the side part of the ferrite magnets, and irreversible demag-
netization is occurred. Therefore, the rotor structure such as the shape and thickness of the 
ferrite magnets, the width of iron bridges and center ribs, the shape of flux barriers were mo-
dified to reduce a demagnetization rate by trial and error.  

 
3.2. Evaluation of mechanical strength 

The mechanical strength of rotor is examined by FEM. Fig. 7 shows the distribution of the 
von Mises stress at the maximum speed. The ferrite magnets were hidden in those pictures. 
Rotor-C, Rotor-D and Rotor-E have the same width of center ribs and iron bridges, as the 
maximum stress area occurred in center ribs and iron bridges. However, it has been confirmed 
that the proposed rotor structure can withstand the centrifugal force at the maximum speed. 

 

 
                                                    (a)                           (b)                           (c) 

Fig. 7. Von Mises stresses distribution: Rotor-C (a); Rotor-D (b); Rotor-E (c) 
 

3.3. Torque ripple minimization 
The torque ripple for adopting the different rotor structures is shown in Fig. 8. The torque 

ripple ratio is defined as ratio of peak-to-peak instantaneous torque to average torque.  
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Fig. 8. Torque ripple characteristics 

 
Although a little difference among Rotor-C, Rotor-D and Rotor-E, which is in the shape of 

flux barriers in the second-layer and third-layer, may cause a great effect on the flux density 
and reluctance variations around the air gap. Despite a low torque ripple of Rotor-C compared 
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to Rotor-D and Rotor-E, the torque ripple is still more than 10% of the maximum torque. 
Therefore, the asymmetric flux barrier was used in PMASynRM to reduce the torque ripple 
[14, 35-40]. Rotor-F and Rotor-G were proposed in Fig. 9. Rotor-G combines the structures of 
Rotor-C and Rotor-F, and it has an asymmetric flux barrier in the second-layer.  

 

 
(a)                                 (b) 

Fig. 9. Rotor structures with different flux barrier shape: Rotor-F (a); Rotor-G (b) 
 
Current Iem (rms value of phase current) was set to 130, 260, 390 A as well as the instan-

taneous torque characteristics of Rotor-C, Rotor-F and Rotor-G are shown in Fig. 10, and the 
torque ripple characteristics are given in Fig. 11. Despite of the fact that the torque ripple 
(only 7.7%) of Rotor-C is low when Iem is 130 A, it reaches 14.3% when Iem is 260 and 390 A. 
The torque ripple of Rotor-F is 8.5% at the maximum output torque. However, the torque 
ripple is more than 10 percent when Iem is 130 and 260 A. Nevertheless, a mutual compensa-
tion of the transient torque is realized for Rotor-G by using asymmetric flux barriers, and its 
torque ripple can be reduced significantly, as shown in Figs. 10(a), (b) and (c).  
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(b)                                                                              (c) 

Fig. 10. Instantaneous torque characteristics: Iem=130 A (a); Iem=260 A (b); Iem=390 A (c) 
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Although the torque ripple of PMASynRM increased to 8.8%, 9.6% when Iem was 130 and 
390 A, respectively, it is less than 10%. In summary, Rotor-G with asymmetric flux barriers 
has a great effect on reducing torque ripple. Meanwhile, the average torque of Rotor-G is not 
reduced by comparing with Rotor-C and Rotor-F, as shown in Fig. 12. This characteristic 
demonstrates that the proposed PMASynRM has a lower torque ripple by using asymmetric 
flux barriers, which is competitive to theToyota Prius 2010 IPMSM. 
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              Fig. 11. Torque ripple characteristics                                Fig. 12. Average torque 

 
 

4. Performance evaluation 
 

4.1. Torque and output power versus speed 
Because the dc-side voltage is assumed to be 650 V, the voltage limit Vem (rms value of 

line-to-line voltage) was set to 450 V. The current limit Iem was set to 130, 260 and 390 A. It is 
noted that Ie becomes smaller than Iem when the maximum torque per ampere (MTPA) control 
is applied during flux-weakening operation, and Iem is a ceiling value of current. 
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(b)                                                                                (c) 

Fig. 13. Torque and output power versus speed: Iem = 130 A (a); Iem = 260 A (b); Iem = 390 A (c) 
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The torque and output power versus speed relationships are shown in Fig. 13. With the 
proposed rotor structure, the maximum output power is 49.2 kW at 4500 r/min in Fig. 13(a), 
and constant torque is 104.4 N·m. When Iem was set to 260 A, the maximum output power 
reaches to 64.4 kW at 3750 r/min. However, the peak torque is only 164.8 N·m, which is less 
than the target of the maximum output torque 205 N·m, as shown in Fig. 13(b). Fig. 13(c) 
shows that the maximum output power is 68.7 kW at 3250 r/min, which reaches the target 
maximum output power. Meanwhile, the maximum torque is 204.8 N·m when Iem is 390 A, 
which is very close to the target torque. It indicates that a reasonable design of the rotor 
structure in the proposed PMASynRM could achieve a high power density and high torque 
density by using low-cost ferrite magnets. 

 
4.2. Loss and efficiency characteristics 

The loss and efficiency versus speed relationships is given in Fig. 14. The iron loss, copper 
loss and efficiency were calculated by the following equations 

  ehi WWW += , (1) 

  23 eac IRW = , (2) 

  %100×
+ω
−ω

=η
c

i
WT
WT

, (3) 

where Wh is the hysteresis loss [W], We is the eddy current loss [W], Wi is the iron loss [W], 
Wc is the copper loss [W], Ra is the armature winding resistance [Ω], Ie is the RMS value of 
phase current [A], η is the efficiency [%], T is the torque [N·m], and ω is the mechanical 
angular velocity [rad/s]. 

 

 
(a) 

  
(b)                                                                                (c) 

Fig. 14. Loss and efficiency versus speed: Iem = 130 A (a); Iem = 260 A (b); Iem = 390 A (c) 
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As shown in Fig. 14(a), when the speed exceeds 4000 r/min, the copper loss is signify-
cantly decreased by a field-weakening control strategy. Although the iron loss has been in-
creased, the total loss is reduced, which leads to the efficiency of PMASynRM increased 
during flux weakening operation at high speed. The iron loss gradually increases with speed 
up to 4000 r/min, as shown in Figs. 14(b) and (c). This is because the applied MTPA control is 
above 4000 r/min. In the speed region from 4000 to 14000 r/min, the current gradually 
decreases even if the current limit value Iem is set to 260 or 390 A, and copper losses decreases 
with the increase of speed. The maximum efficiency is 95.6% at the speed of 7000 r/min when 
the rated current is 260 A, which satisfies the target of the maximum efficiency.  

 
4.3. Efficiency map 

The efficiency maps of the proposed PMASynRM is shown in Fig. 15. Vem is set to 450 V, 
and Iem is set to 130, 260 and 390 A. The maximum efficiency reaches to 95.8%, 96.6% and 
96.9%, when Iem is set to 130, 260 and 390 A, respectively. The efficiency of PMASynRM is 
over 90% across a wide operating range, as shown in Figs. 15(a), (b) and (c). When the 
maximum phase current is 390 A, the maximum efficiency is 96.9% and the maximum torque 
is 204.8 N·m, which satisfies the target efficiency and the target maximum torque in Table 2. 

 
(a) (b) 

 
(c) 

 

Fig. 15. Efficiency maps of the proposed PMASynRM: Iem = 130 A (a); Iem = 260 A (b); Iem = 390 A (c) 
 

5. Compare to Prius 2010 IPMSM 

Some parameters of PMs were compared in Toyota Prius 2010 IPMSM and the proposed 
PMASynRM in Table 3, which includes PM dimensions, magnet volume, the maximum work-
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ing temperature, price and cost of PMs. It should be noted that the coercive force of N36_Z20 
is about four times of Y30BH. However, the price of N36_Z20 is 4342.1 ¥ per kilogram, 
which caused that the total costs of PMs in Toyota Prius 2010 IPMSM are 116 times of the 
proposed PMASynRM. Furthermore, the maximum working temperature of ferrite magnets 
(Y30BH) is 460°C, which is about two times of N36_Z20. Therefore, the proposed 
PMASynRM with low-cost ferrite magnets could meet high-power density, high torque 
density, high efficiency and a wide range speed operation, and a higher working environment 
temperature is obtained.  

 
Table 3. Some parameter of PMs 

Parameter 
Toyota Prius2010 

IPMSM
Proposed 

PMASynRM 
PM material N36_Z20 Y30BH 

Coercive force of PM (kA/m) 920 232 
PM dimensions (mm) 49.3×17.88×7.16* arc-shaped 
Magnet volume (cm3) 100.98 262.08 

Total mass of magnets (kg) 0.768 1.991 
PM price** (¥) 4342.1 14.4 

PM total cost (¥) 3334.7 28.7 
Max. working temperature (°C) 200 460 

*One magnet **2016 
 

6. Conclusions 

The novel rotor structures of PMASynRM with ferrite magnets have been examined in this 
paper, which considered irreversible demagnetization, mechanical strength and torque ripple. 
In order to reduce the torque ripple, the asymmetric flux barrier was used in the rotor, and the 
torque ripple is less than 10% when Iem is 130, 260 and 390 A. Some characteristics including 
the torque, output power, loss and efficiency were calculated by FEA. The maximum efficien-
cy is 96.9% when adopting the maximum phase current, which satisfies the target efficiency 
of 95%. Meanwhile, the high-power density and high torque density of PMASynRM are ob-
tained compared to Prius 2010 IPMSM. It can be found that the torque, efficiency and operat-
ing speed-torque region of PMASynRM are competitive when applied in HEVs/EVs. How-
ever, its phase current is increased and the power factor is low, which needs further study or 
looking for new materials to replace the rare-earth PMs. A prototype of the proposed 
PMASynRM should be manufactured to validate the loss, maximum torque, output power, 
efficiency, and thermal analysis. 
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Abstract: At present, the drivers with different control methods are used in most of per-
manent magnet synchronous motors (PMSM). A current outputted by a driver contains  
a large number of harmonics that will cause the PMSM torque ripple, winding heating 
and rotor temperature rise too large and so on. In this paper, in order to determine the in-
fluence of the current harmonics on the motor performance, different harmonic currents 
were injected into the motor armature. Firstly, in order to study the influence of the cur-
rent harmonic on the motor magnetic field, a novel decoupling method of the motor mag-
netic field was proposed. On this basis, the difference of harmonic content in an air gap 
magnetic field was studied, and the influence of a harmonic current on the air gap flux 
density was obtained. Secondly, by comparing the fluctuation of the motor torque in the 
fundamental and different harmonic currents, the influence of harmonic on a motor 
torque ripple was determined. Then, the influence of different current harmonics on the 
eddy current loss of the motor was compared and analyzed, and the influence of the drive 
harmonic on the eddy current loss was obtained. Finally, by using a finite element me-
thod (FEM), the motor temperature distribution with different harmonics was obtained. 
Key words: air gap flux density, eddy current loss, harmonic, magnetic field decoupling, 
torque ripple 

 
 
 

1. Introduction 
 
At present, because PMSM with variable frequency speed regulation has the advantages of 

superior starting performance and excellent speed regulation performance, it has been widely 
used in industrial production and daily life. However, the drive controller power supply con-
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tains a lot of time harmonic that will affect the air gap flux density, torque ripple, eddy current 
loss and so on [1-3]. On one hand, the motor running high-frequency electromagnetic noise is 
loud [4], and the motor efficiency is reduced. On the other hand, due to the motor rotor has 
difficult heat dissipation, eddy current loss produced by permanent magnet will cause perma-
nent magnet (PM) temperature rise too high [5-7], even partial irreversible demagnetization, 
which will seriously influence motor performance and operation reliability [8-9]. So it is signi-
ficant to study the effect of harmonics on the motor performance. 

In recent years, there are many experts and scholars who study the power supply of the 
driver, and some results have been obtained. Reference [1] proposed an analytical model that 
can evaluate the influence factors of current harmonics. Reference [6] represented the magnet 
eddy-current loss was mainly produced by the carrier harmonics of the PWM inverter and that 
the axial length of the divided magnet should be smaller than the skin depth of the eddy cur-
rents produced by the major harmonics for the loss reduction. Reference [10] proposed har-
monic current suppression control of a PM motor in αβ coordinates by using repetitive perfect 
tracking control with the PWM-hold model. Reference [11] studied the relationship between 
converter parameters and harmonic iron loss, and the formula of the iron loss in the power 
supply of the inverter was modified. Reference [12] proposed a current filtering strategy 
which weakened the 5th and the 7th harmonic currents in the stator. Reference [13] proposed  
a novel design for the elimination of radial air-gap flux density harmonics of permanent mag-
net motors. Reference [14] proposed and studied the phase-shifted chaotic space vector mo-
dulation scheme for harmonic performance improvement in paralleled voltage-source inverters 
fed permanent magnet synchronous motor drive. Reference [9] focused on the analysis and de-
velopment of low-current harmonics and presented a zero-axis current estimator auxiliary vec-
tor control method to compensate for three multiples of the voltage harmonic. From references 
[9, 15 and 16], it is seen that, by injecting harmonic currents, resistive losses in the stator can 
be minimized along with the reduction of torque ripple. The harmonic current in the stator 
winding is the research object of this paper. The influence of the harmonic current on the per-
formance of PMSM is analyzed, and the influence of the harmonic on air gap flux density, 
torque ripple, eddy current loss and temperature of PM is determined. 

In the present study, firstly, a two dimensional FEM is established. A novel method of 
decoupling the motor magnetic field is presented. The difference of harmonic content in the 
air gap magnetic field of the fundamental wave and different order harmonics is studied. By 
analyzing, the influence of the harmonic current on the air gap flux density is obtained. Secon-
dly, by comparing the motor torque fluctuation wave of the fundamental current with the 
harmonic current of a different order, amplitude and phase angles, the influence of a harmonic 
of a different order, amplitude and phase angles on motor torque fluctuation is determined. 
Then, the influence of the different current harmonics on the eddy current loss of the motor 
rotor is compared and analyzed, and the influence of the drive harmonic of a different order, 
amplitude and phase angles on the eddy current loss is obtained. Finally, based on the FEM, 
the motor temperature distribution under different harmonic conditions is obtained. In this 
paper, the research results lay the foundation for the study of the loss and vibration of the 
drive motor, and provide a way to improve the motor performance. 
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2. Prototype parameters and harmonic analysis 

2.1. Prototype parameters 
In this paper, taking a 10 kW, 2000 r/min PMSM as an example, the effect analysis of  

a harmonic on the performance of the PMSM is made. The two dimensional (2D) FEM of the 
prototype is shown in Fig. 1, and the basic parameters of PMSM are shown in Table 1. 

 

Fig. 1. FEM model of the prototype 

 
In order to facilitate the influence study of a harmonic on the motor, the following as-

sumptions are made: 
  (a) A displacement current and skin effect in the stator windings are ignored.  
  (b) Materials are isotropic. Permeability and conductivity of the materials are constant 

except the stator core and the rotor yoke. 
  (c) The material permeability and conductivity are constant ignoring the influence of tem-

perature. 
Based on the above assumptions, the 2D cross section of the motor perpendicular to axial 

direction is selected as the analysis model shown in Fig. 1, and the vector magnetic potential A 
only has z-component. Considering the saturation, the transient 2D electromagnetic field cal-
culation equation would be (1), in which the permanent magnet is simulated by a current 
density source [17]. 
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where: Ω is the calculation region, Az and Jz represent the magnetic vector potential and the 
source current density in the z-axial component respectively, Js is the equivalent current 
density of permanent magnets, n is the normal direction of a permanent magnet boundary, σ is 
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the conductivity, μ is the permeability, S1 is the Dirichlet boundary conditions, μ1 and μ2 
represent the relative permeability, t is the time. 
 

Table 1. Parameters of the model 

Parameters Value Unit 
Rated power 10 kW 
Rated speed 2000 r/min 
Pole number 8  
Axial length 102 mm 
Rotor magnetic circuit structure surface-mounted type  
Stator outer diameter 180 mm 
Stator inner diameter 103 mm 
Slot number 36  
Number of parallel branches 1  
Winding connection type Y  

 
2.2. The establishment of harmonic and research method 

In order to prevent the PMSM demagnetization caused by armature reaction and to opti-
mize the motor performance, in this paper, the vector control mode id = 0 is chosen in PMSM 
based on the principle of permanent magnet motor control technology. 

The synthetic electromotive force in the stator armature winding not only contains the fun-
damental wave but also contains each harmonic. The current in windings is obviously not 
sinusoidal. The fundamental wave rotating magnetic field is generated by a fundamental wave 
current, and the magnetic field is generated by rotor permanent magnets. The main electro-
magnetic torque is formed by the fundamental wave rotating magnetic field and the magnetic 
field. The rotation speed and rotation direction of the synthetic rotating magnetomotive force 
generated by the harmonics are different from those of the rotor’s. The speed of the synthetic 
rotating magnetomotive force is relatively higher than the rotor speed. The eddy current loss 
and magnetic hysteresis loss in the rotor are generated by the synthetic rotating magnetomo-
tive force, which causes a phenomenon in which the rotor temperature rise is higher than that 
of the stator. At the same time, the motor efficiency decreases, and the motor vibration and 
noise increase [1, 6]. 

The harmonics affecting the motor are mainly the 5th, 7th, 11th, 13th harmonics. The 5th 
7th 11th 13th harmonics are chosen in this paper, for each harmonic, five amplitudes are set, 
they are 2%, 4%, 6%, 8% and 10% of the fundamental current amplitude respectively. The 
artificial injection harmonic method was adopted and different orders of harmonic currents 
and a fundamental current are injected. The superposition of different times of the harmonic 
currents and fundamental current were taken as the excitation source of the motor, the in-
fluence of a different order, amplitude and the phase angle of the harmonic current on the 
motor performance in the excitation power supply is studied. The input current can be ex-
pressed as Eq. (2): 
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where: IA, IB, IC are the peak values of the current A, current B, current C respectively. k is the 
ratio of the harmonic amplitude of the fundamental amplitude. v is the harmonic order. ϕ0 is 
the harmonic initial phase. 

 
 

3. The influence of harmonic current on air gap magnetic field 
 

3.1. Analysis of air gap magnetic field 
During the motor normal operation, because of the non-sine stator armature current wave-

form and stator slot, the wave of the magnetomotive force is non-sine, which causes a lot of 
space and time harmonic magnetic fields in the air gap magnetic field. The time harmonic 
magnetic field is the spatial fundamental magnetic field generated by the harmonic exciting 
current, and the motor air gap main magnetic field consists of the time harmonic magnetic 
field and the fundamental magnetic field. The direction of the K-th (K = 6n – 1, n = 1, 2, 3...) 
time harmonic magnetic field is reversed to the direction of the fundamental magnetic field 
and the speed is K times of the fundamental magnetic field. The direction of the K-th 
(K = 6n + 1, n = 1, 2, 3...) time harmonic magnetic field is the same as the direction of the 
fundamental magnetic field and the speed is also K times of the fundamental magnetic field. 
Therefore, the eddy current is generated in rotor permanent magnets and in a sleeve. Finally, 
the eddy current loss increases [1, 4]. 

 
3.2. Air gap magnetic field decoupling method 

According to the electrical machine theory, during the motor operation, the air gap mag-
netomotive force includes the stator current harmonic magnetomotive force and the equivalent 
magnetomotive force of the rotor permanent magnets [18]. The space harmonic magnetic field 
is produced by permanent magnets, and it rotates synchronously with the rotor. The eddy cur-
rent cannot be induced by these harmonics, and eddy current loss cannot be produce. There-
fore, the harmonics produced by the stator armature winding just induce the eddy current in 
the rotor. 

The harmonic current generates a large amount of the eddy current loss in the rotor. The 
time and space harmonics are the main reasons which cause the eddy current loss [19]. The 
motor air gap magnetic field is composed of the magnetic field generated by a stator current 
and that is generated by permanent magnets. A motor magnetic field decoupling method was 
proposed, which separated the magnetic field generated by the stator current from the motor 
air gap magnetic field. The influence of the high harmonic content of the stator armature 
current on the motor air gap magnetic field is analyzed, and the influence of the stator arma-
ture current on the air gap flux density is obtained. 
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An air gap magnetic field decoupling method and procedure are as follows: 
  (1) Three phase stator armature currents are extracted when the motor operates under the 

rated condition. 
  (2) The three-phase stator armature currents are decomposed by FFT and the amplitude and 

phase of each harmonic wave are determined. 
  (3) The mixed current of the fundamental current and the ideal harmonic is used as the exci-

tation to the stator armature. 
  (4) The permanent magnets are demagnetized completely and driven motor rotation at the 

rated speed. 
Fig. 2 shows the air gap flux density waveforms under different motor operating condi-

tions. Curve1 is the air gap flux density waveform at no-load operation, curve2 is the air gap 
flux density waveform at rated load operation, and curve3 is the air gap flux density wave-
forms generated by the stator current after the air gap magnetic field decoupling. Actually, due 
to the influence of armature reaction, the armature field should act in the q-axis, and the 
synthetic magnetic field under load operation lags behind the magnetic field under no-load 
operation 20 deg. In order to facilitate the contrast analysis, the phase difference of the syn-
thetic magnetic field is artificially adjusted to the same phase. 

 

Fig. 2. The motor air gap flux density waveform 
under different operation conditions 

 
When the harmonic order changes only, the influence of harmonic order variation on the 

motor electromagnetic field is studied. The fundamental current and the 5th, 7th, 11th, 13th 
harmonics whose amplitude is 10% of the fundamental current are injected through the me-
thod of artificial injection. The influence of the stator armature currents on the harmonic con-
tent of the air gap magnetic field in the motor is studied after the air gap magnetic field 
decoupling. The air gap magnetic field is only generated by the stator armature current. By 
using the FFT method, the air gap magnetic field of the fundamental current and each har-
monic is decomposed respectively, and the harmonic content of the air gap magnetic field is 
shown in Fig. 3. 

The content of the 5th, 7th, 11th and 13th harmonics in the air gap magnetic field is higher 
than that of others obviously. It can be concluded that the eddy current loss of the motor rotor 
is mainly caused by the 5th, 7th, 11th, and 13th harmonic currents. 

Taking the air gap flux density harmonic content in the fundamental current as a reference 
value, when the 5th and 11th harmonic currents are input into the stator armature windings, 
the magnetic field content of the motor air gap fundamental wave decreases; when the 7th and 
13th harmonic currents are input into the stator armature windings, the motor air gap funda-
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mental wave magnetic field content increases. The maximum air gap magnetic density value 
caused by the 5th and 11th harmonic becomes smaller, the average value increases. The air 
gap flux density maximum value caused by the 7th and 13th harmonic becomes large, and the 
average value decreases. 

 

Fig. 3. The air gap magnetic flux harmonic 
in the fundamental and harmonic current 

 
 

4. The influence of harmonic current on torque 
 
A torque ripple factor and the average torque are two important parameters which could 

determine the stability of a permanent magnet motor. On the basis of the fundamental current, 
the different order harmonics with different amplitudes and phases were injected into the motor 
armature windings by the method of artificial injection and the influence of the harmonic current 
of different orders and amplitudes on the motor torque ripple and the average torque is analyzed. 

 
4.1. Effect of harmonic current amplitude on torque 

Due to the fact that the input voltage and current contain a lot of harmonic components, the 
harmonics of different order affects the motor torque ripple to a different degree. For the 
three-phase PMSM, when Y-type connection is adopted in the stator windings, the 3K-th 
(K = 1, 2, 3...) harmonics of the motor phase current are eliminated, so the influence of the 
3K-th (K = 1, 2, 3...) harmonics on the motor performance is not considered and only the 
effect of the 5th, 7th, 11th and 13th harmonics on the motor performance are considered [20]. 

In the research of the PMSM torque ripple, the torque ripple coefficient is usually used to 
measure the motor stability. Eq. (3) is the torque ripple formula. 
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where: δ is the torque ripple coefficient. Ti max and Ti min are the maximum and minimum 
values of the torque ripple in the i-th cycle. Ti av is the torque average value in the i-th cycle, n 
is the number of computation cycles. 

Under the motor rated operating condition, the fluctuation curve of the motor output torque 
is shown in Fig. 4a. The periodic fluctuations of the torque ripple curve appeared. The opera-
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tion cycle of the motor is 7.5 ms. The average torque of the motor is 47.6 N·m. The maximum 
torque is 49.5 N·m and the minimum torque is 45.6 N·m. The motor torque fluctuation range is 
3.9 N·m and the torque ripple coefficient is 5.75%. 

 

 
(a) 

 
(b)

Fig. 4. The motor torque fluctuation curve under different situation: torque fluctuation curve at rated 
operation (a); torque fluctuation curve under fundamental current (b) 

 
Firstly, in order to study the harmonic current influence on motor performance, a funda-

mental current of 133 Hz is injected into the armature windings, and the motor torque curve is 
shown in Fig. 4b. The data are regarded as the reference and are compared with other con-
ditions when the harmonic current order is different. 

When the fundamental current is injected into the stator armature windings, the average 
torque of the motor is 47.7 N·m, the maximum torque is 49.4 N·m and the minimum torque is 
45.7 N·m. The motor torque fluctuation range is 3.7 N·m under stable conditions. The torque 
ripple coefficient is 5.63%. 

On the basis of the fundamental wave current, the influence of the 5th harmonic current 
with different amplitudes on the motor torque fluctuation curve is studied by the method of 
artificial injection. As soon as the harmonic amplitude changes, the influence of harmonic 
amplitude variation on the output torque is studied. The 5th harmonic amplitudes are 0%, 2%, 
4%, 6%, 8% and 10% of the fundamental current amplitude respectively. The motor torque 
fluctuation curve with different amplitude harmonic is shown in Fig. 5. 

 

Fig. 5. The torque curve under fundamental 
wave and the 5th harmonic currents with 

different amplitudes 

 
As is shown in Fig. 5, on the basis of the fundamental wave current, the larger the ampli-

tude of the 5th harmonic current is, the larger the range of the motor torque fluctuation is, the 
higher the torque ripple coefficient of the motor is, the worse the stability of the motor is. 
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Fig. 6. The influence of the harmonic cur-
rent with different amplitude on the motor 

torque ripple 

 
The influences of a different order harmonics on the motor torque ripple are shown in 

Fig. 6. The fundamental current and different order harmonics current of different amplitudes 
are injected into the motor stator armature windings respectively. 

On the basis of the fundamental wave current, the motor torque fluctuation range is 
4.4 N·m, 5.8 N·m, 7.4 N·m, 9.3 N·m and 11.2 N·m when the 7th harmonic current is loaded 
and the amplitudes are 2%, 4%, 6%, 8%, 10% of the fundamental wave. The torque ripple 
coefficient is 6.56%, 8.6%, 11.08%, 13.95%, 16.74% respectively. The fluctuation range of 
the motor torque increases with the increase of the harmonic amplitude. 

After analyzing the influence of different order harmonic currents on the motor torque, the 
following conclusions could be concluded. The motor average torque is not affected by the 
harmonic currents of different amplitudes. However, with the increase of the harmonic current 
amplitude, the bigger the range of the motor torque fluctuation is and the higher the torque 
ripple coefficient of the motor is, the worse the stability of the motor is. 

 
4.2. The influence of harmonic current phase angle on torque 

Not only will the amplitude of the harmonic current affect the PMSM torque performance, 
but also the phase angle difference between the harmonic current and fundamental current will 
affect the motor average torque and torque ripple. 

As soon as the harmonic initial phase changes, the influence of harmonic phase variation 
on the output torque is studied. When analyzing the influence of harmonic phase, the funda-
mental phase does not shift. As the current expression shows, the harmonic magnetic field 
generated by the harmonic current of the same order also shifts when the harmonic current 
initial phase is shifts from 0 deg to 360 deg. The fundamental current and the 5th harmonic 
current whose amplitude is 10% of the fundamental current are injected into the motor arma-
ture windings. The harmonic initial phase angle changes from 0 deg to 360 deg. The step 
length is 15 deg. Finally, the average torque and torque ripple coefficient with the change of  
a harmonic current phase are obtained as shown in Fig. 7. 

From Fig. 7, it could be found that when the initial phase ϕ0 of the 5th harmonic current 
increases from 15 deg to 75 deg gradually, the motor torque pulsating coefficient increases 
from 15.35% to 18.72% gradually. When the initial phase ϕ0 increases from 75 deg to 
165 deg, the motor pulsating coefficient has a downward trend from 18.72% to 11.95%. When 
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the initial phase ϕ0 increases from 210 deg to 255 deg, the torque ripple coefficient decreases. 
When the initial phase ϕ0 increases from 255 deg to 345 deg, the motor torque ripple 
coefficient increases from 8.79% to 15.77% gradually. 

 

Fig. 7. The influence of the 5th harmo-
nic current initial phase ϕ0 on the mo- 

tor torque ripple 

 
When the 5th harmonic current initial phase ϕ0 is 75 deg, the motor torque fluctuation 

range is maximum and the value is 12.6 N·m, and the motor ripple coefficient is 18.72%. 
When the initial phase ϕ0 is 255 deg, the motor torque ripple range is minimum and the value 
is 5.9 N·m. The torque pulsation coefficient is 8.79%. 

The average torque fluctuation curve changes according to sinusoidal law. The average 
torque reaches a maximum value of 47.68 N·m when the 5th harmonic initial phase ϕ0 is 
120 deg. The average torque reaches a maximum value of 47.47 N·m when the 5th harmonic 
current initial phase ϕ0 is 300 deg. 

 

Fig. 8. The influence of harmonic 
initial phase ϕ0 on torque pulsating 

 
Not only does the armature current contain the 5th harmonic, but also contains the 7th, 

11th and 13th harmonics. The fundamental current and each harmonic current with 10% of the 
fundamental current amplitude are injected into the motor armature windings. Fig. 8 shows the 
torque pulsating changes of different harmonic currents of a different initial phase ϕ0. 

As shown in Fig. 8, when the 5th, 7th, 11th and 13th harmonic initial phase ϕ0 change 
within 360 deg, the variation range of the motor torque pulsation coefficient is 8.9%, 9%, 
2.1%, 1.9% respectively. The change of the torque fluctuating range caused by the 5th and 7th 
harmonic currents is larger than that caused by the 11th and 13th harmonic currents with the 
change of the initial phase. 
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The initial phase ϕ0 change not only affects the motor torque pulsation, but also affects the 
motor average torque. Fig. 9 shows the variation of the motor average torque when each har-
monic current initial phase ϕ0 changes within 360 deg. 

 

Fig. 9. The influence of harmonic 
initial phase ϕ0 on average torque 

 
With the change of the initial phase ϕ0 of the 5th, 7th, 11th and 13th harmonic currents the 

fluctuation ranges of the motor average torque are 0.21 N·m, 0.2 N·m, 0.14 N·m, 0.09 N·m 
respectively. When the 5th and 7th harmonic currents flow, the motor average torque is larger 
than that when the 11th and 13th harmonic currents flow. 

 
 

5. Influence of harmonic current on eddy current loss 
 and permanent magnet temperature 

 
5.1. Effect of harmonic current amplitude on eddy current loss and temperature rise  
of permanent magnets 

A low order harmonic magnetic field not only generates an eddy current in the sleeve, but 
also generates a large eddy current in the rotor permanent magnets. When the motor operates 
under loaded condition, a lot of eddy currents will be generated on the sleeve surface, which 
will cause additional eddy current loss and hysteresis loss. The motor rotor iron loss increases 
with the increase of frequency, harmonic will cause the motor iron loss to increase rapidly. 

In this paper, the eddy current loss of the rotor caused by a harmonic current is studied by 
the method of artificial injection harmonic current with different amplitude. As shown in 
Fig. 10a, the maximum value of motor eddy current density under the action of an ideal 
fundamental current is 1.61×106 A/m2. The eddy current loss of the permanent magnets and 
the sleeve is 10.1 W. When the fundamental current and the 13th harmonic current whose 
amplitude is 10% of the fundamental current are injected into the motor armature windings, 
due to the impact of the harmonic magnetomotive force, an eddy current was formed on the 
rotor surface. As shown in Fig. 10b the maximum value of the motor eddy current density is 
3.24×106 A/m2. 

Based on the FEM, a 2D motor temperature field model is built. In order to simplify the 
analysis and calculation of the temperature field, the following assumptions are proposed [21]: 
  1) The motor is continuous along the axial direction, and the axial temperature gradient is 

zero. 
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  2) Material is isotropic; the influence of temperature on thermal conductivity is ignored. 
 

 
(a) 

 
(b) 

Fig. 10. The motor rotor eddy current density distribution: under the action of fundamental current (a); 
under the fundamental and the 13th harmonic current (b) 

 
Based on the above assumptions, the 2D model could be established adopting the FEM. 

The heat transfer equation can be expressed as Eq. (4): 
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where: T is the body temperature, λx and λy represent the thermal conductivity along the direc-
tions x and y, qv is the heat generation density, the stator outer surface is the air natural 
convection heat dissipation, the third boundary condition is given as Γ (the stator outer circle 
boundary), α is the heat transfer coefficient, Tf is the temperature of the circumstance. 

The ideal harmonic is injected by the method of artificial injection, the influence of har-
monic frequency, amplitude and the phase angle on a motor temperature field is studied. 
Fig. 11a shows the motor temperature field distribution under the action of an ideal funda-
mental current. Fig. 11b shows the motor temperature field distribution under the action of the 
fundamental current and the 13th harmonic current whose amplitude is 10% of the funda-
mental current. 

As shown in Fig. 11, when the ideal fundamental wave current is injected into the motor 
winding, the motor winding temperature is 81.7°C and rotor permanent magnet temperature is 
78.9°C. When the fundamental current and the 13th harmonic current whose amplitude is 10% 
of the fundamental current are injected into the motor armature windings, the motor winding 
temperature is 94°C and rotor permanent magnet temperature is 128.1°C. Based on the above 
analysis method, the motor eddy current loss and the permanent magnet temperature distri-
bution under different amplitudes of each harmonic are studied. As shown in Fig. 12, the 
change of the motor eddy current loss and the temperature increasing trend of the permanent 
magnet are studied under the fundamental current and the 5th ,7th, 11th and 13th harmonic 
current whose amplitude is 2%, 4%, 6%, 8% and 10% of the fundamental current respectively. 
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(a) 

 
(b)

Fig. 11. The motor temperature distribution: under the action of fundamental current (a); 
 under the fundamental and the 13th harmonic current (b) 

 

Fig. 12. The influence of the harmonic 
current with different amplitude on the 

motor eddy current loss 

 
In general, the higher order harmonics causes the larger rotor eddy current loss and the 

higher temperature rise of permanent magnets when the amplitude of the harmonic current is 
constant. As shown in Fig. 12, when the amplitude of each harmonic current is 2.8 A, the rotor 
eddy current loss generated by the 5th harmonic current is 44.8 W, the temperature of the rotor 
permanent magnets is increased by 23.7EC, and the permanent magnet temperature is 1.3 
times of the permanent magnet temperature when the fundamental current is injected. The 
rotor eddy current loss generated by the 13th harmonic current is 82 W. 

In addition, with the increase of the harmonic amplitude, the eddy current loss of the rotor 
increases, and the temperature rise of the permanent magnets also increases. When the am-
plitude of the 11th harmonic current is 0.6 A, 1.1 A, 1.7 A, 2.2 A and 2.8 A respectively, the 
corresponding eddy current losses are 12.7 W, 20.8 W, 34.6 W, 54 W and 79 W, the tem-
perature rise of the rotor permanent magnets is 2.28%, 9.38%, 21.29%, 38.15% and 59.7% of 
the permanent magnet temperature when the fundamental current is injected. 

However, the increase of the loss caused by the high order harmonic current is signify-
cantly higher than the increase of the loss caused by the lower harmonic current. When the 
amplitude of the harmonic current is 2.8 A, the eddy current loss caused by the 5th harmonic 
current increases by 3.44 times compared with that caused by the fundamental current, and the 
eddy current loss caused by the 13th current harmonic increases by 7.12 times compared with 
that caused by the fundamental current. 
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5.2. The influence of harmonic current phase angle on the eddy current loss and 
permanent magnets temperature 

The harmonic amplitude affects the motor eddy current loss, in addition, the harmonic ini-
tial phase is also one of the key factors affecting the motor eddy current loss. The 5th, 7th, 
11th and 13th harmonic currents whose amplitudes are 10% of the fundamental current are 
adopted. The rotor eddy current loss and the permanent magnet temperature rise are studied 
when harmonic initial phase ϕ0 changes within 360 deg. The results are shown in Fig. 13. 

 

Fig. 13. The influence of harmonic initial 
phase on eddy current loss and permanent 

magnet temperature 

 
As shown in Fig. 13, the variation regular of the eddy current loss generated by the 5th, 

7th, 11th and 13th harmonic current is sinusoidal with the change of the phase angle. The 
motor eddy current loss generated by the 5th harmonic current reaches a minimum value of 
38.5 W when the 5th harmonic initial phase ϕ0 is 270 deg, and the temperature of the per-
manent magnets is 98.4EC. The motor eddy current loss reaches a maximum value of 45.9 W 
when the 5th harmonic initial phase ϕ0 is 90 deg, and the temperature of the permanent 
magnets is 103.4EC. The eddy current loss is increased by 19.2%, and the temperature rise of 
the permanent magnets is 5°C, which is increased by 5.1%. 

The motor eddy current loss reaches a minimum value of 39 W when the 7th harmonic 
initial phase ϕ0 is 60 deg, and the temperature of the permanent magnets is 98.8EC. The motor 
eddy current loss reaches a maximum value of 45.8 W when the 7th harmonic initial phase ϕ0 
is 240 deg, and the temperature of the permanent magnets is 103.5EC. The eddy current loss is 
increased by 17.4%, and the temperature rise of the permanent magnets is 4.7EC, which is 
increased by 4.8%. 

The motor eddy current loss reaches a minimum value of 78 W when the 11th harmonic 
initial phase ϕ0 is 30 deg, and the temperature of the permanent magnets is 125.3EC. The 
motor eddy current loss reaches a maximum value of 83.2 W when the 11th harmonic initial 
phase ϕ0 is 210 deg, and the temperature of the permanent magnets is 128.7EC. The eddy 
current loss is increased by 6.7%, and the temperature rise of the permanent magnets is 3.4EC, 
which is increased by 2.7%. 

The motor eddy current loss reaches a minimum value of 78.1 W when the 13th harmonic 
initial phase ϕ0 is 210 deg, and the temperature of the permanent magnets is 125.6EC. The 
motor eddy current loss reaches a maximum value of 82 W when the 13th harmonic initial 
phase ϕ0 is 30 deg, and the temperature of the permanent magnets is 128.1EC. The eddy 



Vol.  66 (2017)                            Research of harmonic influence on PMSM 309 

current loss is increased by 5%, and the temperature rise of the permanent magnets is 2.5EC, 
which is increased by 2%. 

 
 

6. Experimental study 
 
In order to verify the correctness of the electromagnetic field and temperature field model, 

the experimental test of the prototype is carried out. The test system consists of a Magtrol 
dynamometer machine, YOKOGAWA power analyzer, industrial condensing unit, DSP data 
acquisition system, PMSM and other equipment. The experimental platform of the prototype 
is shown in Fig. 14. Test data and calculation data of the PMSM current are shown in Table 2 
when the motor operates at different load conditions.  

 

 
Fig. 14. Test platform of the prototype 

 
In the experimental study, the temperature rise of the PMSM is tested at the rated load 

(10 kW) for a long time. The infrared thermal imager is adopted to obtain the temperature 
distribution of the motor outside surface as shown in Fig. 14. 

 
Table 2. Test data and calculation results of PMSM at different conditions 

Torque Experimental current Simulation current Change rate 
25 N·m 10.62 A 10.23 A 3.8% 
36.4 N·m 15.3 A 15.4 A 0.6% 
47.7 N·m 19.4 A 19.8 A 2% 

 
Through the comparison of the above data analysis, it can be noticed that the experimental 

current values are basically consistent with the simulation current values when the permanent 
magnet motor operates under different loads, and the deviation is less than 5%, which cor-
responds with the practical requirements of the project. 

The motor cooling system is shown in Fig. 15. The motor uses fan and ventilating ducts to 
accelerate the heat dissipation. It can be seen that the motor surface temperature increases 
from the inlet to the outlet of the cooling medium (air). The heat amount transferred by the 
cooling medium decreases with the increase of the temperature. In addition, at the end of the 
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ventilation system, the wind speed will be significantly reduced, so the hottest area is located 
at the end of the ventilation system. 

 

Fig. 15. The motor cooling system 

 
Because the heat source in the motor interior larger and the heat dissipation structure is 

complex, only the surface temperature of the motor casing is measured. The laboratory en-
vironment temperature is 25EC. From the temperature measured by infrared thermal imager, it 
can be found that the maximum surface temperature of the motor shell is 71.8EC and the finite 
element result is 69.6EC. The deviation rate is just 3.2%, which is within the allowable devia-
tion range in engineering. 

 
 

7. Conclusions 
 
In this paper, using the finite element method, the influences of the 5th, 7th, 11th and 13th 

harmonic currents with different amplitudes on the air gap magnetic field, torque ripple, eddy 
current loss and temperature field of PMSM are analyzed, the following conclusions can be 
obtained: 
  1) When the 5th, 11th harmonic currents were input into the stator armature windings, the 

motor air gap fundamental wave magnetic field content decreases; when the 7th and 13th 
harmonic currents were input into the stator armature windings, the motor air gap funda-
mental wave magnetic field content increases. The air gap magnetic density maximum 
value caused by the 5th and 11th harmonics becomes small, and the average value in-
creases. The air gap flux density maximum value caused by the 7th and 13th harmonics 
becomes large, and the average value decreases. 

  (2) The motor average torque is not affected by the harmonic currents with different 
amplitudes. However, with the increase of the harmonic current amplitude, the range of 
the motor torque fluctuation is bigger, the higher the torque ripple coefficient of the 
motor is, the worse the motor stability is. When the harmonic initial phase changes 
within 360 deg, the change of the torque ripple coefficient and the average torque ripple 
range caused by the lower order harmonic is larger than that caused by the higher order 
harmonic. 

  (3) With the same amplitude of the harmonic current, the higher the harmonic order is, the 
greater the eddy current loss is, and the higher the temperature rise of the permanent 
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magnets is. In addition, with the increase of the harmonic amplitude, the eddy current 
loss of the rotor increases, and the permanent magnets temperature rise also increases. 
However, the increase of the loss caused by the higher order harmonics is significantly 
higher than that caused by the lower order harmonics. The variation regularity of the 
eddy current loss caused by each harmonic and the temperature rise of the permanent 
magnet is sinusoidal with the change of the harmonic initial phase. When the harmonic 
initial phase changes within 360 deg, the change of the eddy current loss and permanent 
magnet temperature rise caused by the lower order harmonic is larger than that caused by 
the lower order harmonic. 
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Abstract: Ringing of an inductor current occurs in a DC-DC BUCK converter working 
in DCM when current falls to zero. The oscillations are the source of interferences and 
can have a significant influence on output voltage. This paper discusses the influence of 
the inductor current ringing on output voltage. It is proved through examples that the 
oscillations can change actual value of duty a cycle in a way that makes the output vol-
tage difficult to predict. 
Key words: Inductor current ringing, DCM, BUCK converter, parasitic capacitance, 
electromagnetic compatibility in DC-DC converters 

 
 
 

1. Introduction 
 
Basic BUCK and BOOST converters working in discontinuous conduction mode (DCM) 

are widely used in electronics, especially for power factor correction (PFC). Inertia of the 
converters working in this mode can be described with a simpler model than in CCM [1]. The 
small-signal transmittances are presented as second order functions [2-5]. But since the second 
pole frequency in DCM is usually comparable to the switching frequency (or even higher), in 
some applications its influence on the frequency characteristics is negligible and a first order 
function can be used instead [4 chapter 11], [6, 7]. The first order transfer function simplifies 
the process of control circuit designing compared to a second order description, typical for 
CCM. One of disadvantages of DCM is the ringing of the inductor current when it reaches 
zero value [8, 9]. It is known that the ringing can be a source of additional losses, and elec-
tromagnetic interferences. In this paper the other consequences of the ringing are observed, 
namely unwanted changes of the output voltage. 

The next section of this paper describes the origin of the inductor current ringing, which 
appears when a converter works in DCM. Subsequently an impact of the oscillations on the 
output voltage control is explained and the results of measurements are presented. At the end 
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some of known methods used to eliminate the oscillations are mentioned and used to improve 
the response of the output voltage to a duty cycle change. 

 
 

2. Origin of ringing in DCM 
 
The BUCK and BOOST converters contain a resonant circuit consisted of inductance  

L and parasitic capacitances of high-side and low-side switches [4, 9-11]. The circuit does not 
have a noticeable effect on an inductor current when a converter works in CCM. But in DCM 
a resonance appears in the form of inductor current ringing, when it reaches zero value. The 
ringing occurs in the inductor current and switch node voltage, which in the BUCK converter 
is the equivalent to the diode voltage. Waveforms of the BUCK converter in which the ringing 
occurred have been presented in Figs. 2-4. The waveforms apply to a converter with following 
parameters: VG = 12 V, TS = 5 µs, L = 15 µH, C = 330 µF, G = 0.01 S, D = 0.3, an 
IDD03SG60C Schottky diode, IRFZ44V transistor. Sometimes additional spikes in the in-
ductor current can be observed. Those spikes are the result of parasitic inductances and often 
they can be minimized with a proper measurement method [12]. But such current spikes won’t 
be discussed further, as they are not a subject of this paper. 

 

 
Fig. 1. BUCK converter with parasitic capacitances of switches 

 

 

Fig. 2. Diode voltage (top) and 
inductor current (bottom) of 
BUCK converter working in DCM 

 

Fig. 3. Gate-source voltage (top) 
and inductor current (bottom) of 
BUCK converter working in DCM

 

Fig. 4. Gate-source voltage (top) 
and drain-source voltage (bot-
tom) of BUCK converter work- 

ing in DCM 
 
The waveform of the ringing can be described as [8]: 
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where: vLX is the voltage drop between a switch node and ground, t2 is the point of time where 
an inductor current reaches zero value, t3 is the point of time where an inductor current starts 
to rise from zero value. 

Value ω0 can be calculated as the resonant pulsation of inductance L and capacitance CPAR, 
where CPAR should be calculated as a parallel connection of switches’ parasitic capacitance: 
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3. Impact of ringing on output voltage 
 
Side effects of the inductor current ringing, mentioned in literature, usually involve in-

creased emission of electromagnetic interferences [13] and higher losses which lead to the 
lower efficiency of a converter [8]. Another drawback of oscillations which isn’t usually 
mentioned is related to a switching signal and output voltage. When the ringing occurs, the 
current oscillates between the inductor and parasitic capacitances of high-side and low-side 
switches. If a new switching cycle begins when an inductor current is equal to zero as shown 
in Fig. 5 (subinterval 1) then values tON1 = tON1N and the output voltage react to a switching 
signal accordingly to a known mathematical model (4) [4-7].  
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where: TS is the period of a switching signal, D is the duty cycle of a switching signal, G is the 
output conductance. 

Let’s consider a situation from Fig 5 (subinterval 2). A new switching cycle starts when an 
oscillating inductor current is above zero. The duty cycle of control signal vGS can be deter-
mined based on tON2. But if one tries to measure the duty cycle as a time interval when the 
inductor current is larger than zero, then it would appear that the actual duty cycle, determined 
by tON2N is larger than the duty cycle of the control signal (since tON2N > tON2). Therefore the 
output voltage would be higher than expected. Similar situation appears, when the new switch-
ing cycle starts while the inductor current is below zero (Fig. 5 subinterval 3). 
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Fig. 5. Intervals of control signal VGS and inductor current IL in DCM 

 
In that case the measured duty cycle would be smaller than the duty cycle of the control 

signal (since tON3N < tON3). This situation would influence the output voltage, making it smaller 
than expected. The variation of the output voltage would repeat in the wide range of the duty 
cycle, making the output voltage oscillate around the expected value, determined by (4). This 
effect can be observed when the peak value of the inductor current is relatively small i.e. when 
amplitude of oscillations is higher than ~ 5% of the inductor current amplitude. The inductor 
current amplitude depends on value of the inductor, switching frequency, and load resistance, 
therefore to prevent noticeable influence of the oscillations proper values of the parameters 
need to be considered.  

An experimental BUCK converter has been designed to verify the presented theory. 
An APP9962 transistor (high-side) and MBRS340 Schottky diode (low-side) were used as 
switches. An IRS2186PBF device was used as a transistor driver. Other parameters of the 
converter during the measurement were as follows: VG = 12 V, TS = 10 µs, L = 30 µH, 
C = 330 µF, G = 0.01 S. During the experiment output voltage was measured while the duty 
cycle D of the control signal was changing between 0.1 and 0.6 with a step of 0.01. The result 
of the experiment is presented in Fig. 6a. Another measurement was made when the transistor 
was changed to IRFZ44, which has got higher value of output capacitance. The result of the 
measurement is presented in Fig. 6b.  

 

 
                                          a) 

 
                                           b) 

Fig. 6. Output voltage of a BUCK converter in DCM: a) an AP9962 transistor as a high-side switch; 
 b) an IRFZ44 transistor as a high-side switch; solid – calculated from Eq. (4); dots – measured value 
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As shown in Fig. 6a the measured output voltage not only does not follow the simulation 
but oscillates around it. Another measurement presented in Fig. 6b indicates that using  
a switching element with higher parasitic capacitance can increase the difference between 
theoretical and measured value of the output voltage. If a transistor, diode and the inductor are 
chosen and parameters of the oscillations are fixed, then influence of the oscillations on the 
characteristic VO(D) depends on switching frequency. Such dependency is presented in Fig. 7, 
where a different BUCK converter was used: VG = 12 V, L = 15 µH, C = 470 µF, G = 0.01 S, 
an APP9962 transistor, IDD03SG60C Schottky diode. The waveforms of gate-source voltage 
and inductor current, related to each frequency, are presented in Fig. 8. 

 

 
Fig. 7. Output voltage of a BUCK converter (APP9962 transistor, IDD03SG60C diode) in DCM for 
different frequencies:  a – fS = 100 kHz;  b – fS  = 200 kHz;  c – fS  = 400 kHz; solid line –  calculated from  

Eq. (4); dotted line – measured value 
 

 
a) 

 
b) 

 
c) 

Fig. 8 Gate-source voltage (top) and inductor current (bottom) of BUCK converter(transistor APP9962, 
diode IDD03SG60C) in DCM for different frequencies: a – fS=100kHz, b – fS=200kHz; c – fS=400kHz 

 
As shown in Fig. 7 the value of the switching frequency can increase or decrease the im-

pact of the oscillations on converter characteristics. If the switching frequency increases the 
peak value of inductor current decreases, which makes the characteristics more susceptible to 
the oscillations.  

It can be noticed in Fig. 6 and Fig. 7 that at some points a change in the duty cycle does 
not influence the output voltage. This can be shown with another experiment, where a step 
change Δd = 0.02 was introduced to value D0 of the duty cycle according to Eq. (6).  
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The value of step change Δd was constant but D0 was increased in each step by a constant 
value. This experiment simulates a situation where a control circuit tries to change the duty 
cycle in order to regulate the output voltage. Parameters of the converter are the same as for 
measurement from Fig. 6a. The result of the measurement is presented in Fig. 9. 

 

 
Fig. 9. Response of output voltage to step change of duty cycle 

 
 
Measurements presented in Fig. 9 show that change in output voltage does not have the 

same transient character for all D0 values due to presence of inductor current oscillations. Such 
differences can lead to incorrect control of the output voltage. In the next section some of 
methods used to suppress or eliminate ringing are described.  

 
 
 

4. Elimination of ringing influence on output voltage 
 

4.1. Proper selection of switches 
There are a few methods which can be used to decrease or eliminate the ringing of inductor 

current [8, 11-16]. One of them includes appropriate selection of switching elements with lo-
wer capacitance. This approach increases frequency of the oscillations, which in turn increases 
the EMI, but it also decreases amplitude of the oscillations which can be further suppressed 
with a damping resistor or a snubber. An example of using transistor with lower value of CT is 
presented in Figs. 10-11. Parameters of the converter are as follows: VG = 12 V, L = 15 µH, 
C = 470 µF, G = 0.01 S, D = 0.3, TS = 10 µs. Using PN diodes instead of Schottky diodes is 
not recommended because of the reverse recovery charge, which increases the power loss. An 
example of an inductor current waveform, in the case when a PN diode was used, is presented 
in Fig. 12. All parasitic capacitances have been evaluated based on characteristics from a data-
sheet and input voltage VG = 12 V, which corresponds to the transistor and diode voltage when 
they are turned off. 
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Fig. 10. Gate-source voltage 
(top) and inductor current (bot-
tom) of a BUCK converter 
which uses transistor IRFZ44 
(CT    =    650   pF)    and    diode  

IDD03SG60C (CD = 30 pF) 

Fig. 11. Gate-source voltage 
(top) and inductor current (bot-
tom) of a BUCK converter 
which uses transistor AP9962 
(CT    =   250   pF)   and   diode  

IDD03SG60C (CD = 30 pF) 

Fig. 12. Gate-source voltage (top) 
and inductor current (bottom) of 
a BUCK converter which uses 
transistor AP9962 (CT = 250 pF) 
and  diode 1N4007  (CD = 4.5 pF, 

trr = 1 µs) 
   

4.2. Damping resistor 
Apart from proper selection of switches one can use an additional damping resistor, con-

nected in parallel with the inductor [14]. To minimize the influence of the resistor on con-
verter characteristics, its value should be much higher than inductor reactance calculated for 
specific switching frequency. In the example presented in Fig. 13b a resistor with a value of 
1 kΩ has been connected in parallel to a 30 μH inductor. A switching frequency of 100 kHz 
was used. Other parameters are the same as for measurement from Fig. 6a. 

 

 
                                     a) 

 
                              b) 

Fig. 13. Gate-source voltage (top) and inductor current (bottom) of a BUCK converter working in DCM, 
a) without damping resistor; b) with damping resistor connected in parallel to inductor 

 
Fig. 13a shows an inductor current waveform during measurement of the characteristic 

presented in Fig. 6a. An additional damping resistor not only reduced amplitude of the ringing 
but it also improved response of the output voltage to a duty cycle as shown in Fig. 14. 

A more sophisticated approach is presented in [8] where a transistor, instead of the damp-
ing resistor, is connected in parallel to the inductor. The transistor is turned on when the in-
ductor current reaches zero value. Because of small resistance RDSON of the transistor, such 
solution can eliminate the oscillations more efficiently than the damping resistor. The main 
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drawback of using a transistor instead of a damping resistor is that it requires additional 
circuits such as a transistor driver and a circuit that detects the point when the inductor current 
reaches zero value.  

 

 
Fig. 14. Output voltage of a BUCK converter in DCM: 
 solid – calculated from Eq. (4); dots – measured value 

 
4.3. Snubber 

A method which is frequently used to suppress any kind of oscillations is a RC circuit cal-
led a snubber. The snubber is usually connected in parallel with a low-side switch (Fig. 15). 
This solution can be easily found in literature along with methods of calculation RS and CS 
values [11-13, 15-16].  

 

 
Fig. 15. Snubber circuit in BUCK converter 

 
Values of a snubber capacitor and resistor can be changed to get the highest damping rate 

of the oscillations. However it is important to point out, that the snubber also dissipates power. 
In applications where high efficiency is required the snubber capacitance needs to be chosen 
carefully since it is involved in power dissipation according to the following formula [12]: 

  SS fVCP 2
SNUBSNUB 2

1= , (7) 

where: VSNUB is the voltage across the snubber, fS is the switching frequency. 
As a result of using a snubber in the converter related to Fig. 6a the inductor current oscil-

lations are being suppressed, as shown in Fig. 16. 
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                                   a) 

 
                                    b) 

Fig. 16. Gate-source voltage and inductor current of a BUCK converter: a) without snubber; 
 b) with snubber connected in parallel with diode 

 
 
Additional experiments have been performed to evaluate if the snubber circuit improves 

the voltage response to a change in a duty cycle. The experiments were performed in a similar 
way to those presented in the previous section (Fig. 6a and Fig. 9). The only difference was 
that a snubber circuit was used to suppress inductor current oscillations. The results of measu-
rements are presented in Fig. 17-18. 

 

 
Fig. 17. Output voltage of a BUCK converter in DCM with snubber connected to diode: 

 solid – calculated from Eq. (4); dots – measured value 
 
The results of measurements presented in Figs. 17-18 show improvement in output voltage 

response to a change in a duty cycle. The value of the output voltage does not oscillate around 
theoretical value and it is consistent with a mathematical model (4). If the duty cycle is higher 
than 0.6 the output voltage of the measured converter differs from the theoretical value due to 
presence of the reverse current (Fig. 16b).   
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Fig. 18. Response of output voltage to step change of duty cycle in BUCK converter working  

in DCM with snubber connected to diode 
 
One can notice that the negative current in Fig. 16b has higher amplitude and duration than 

the first negative oscillation in Fig. 16a. The duration and amplitude can be changed by using 
different parameters of the snubber [12]. In spite of reverse current presence an improvement 
has been achieved making the presented converter controllable in the range between 
0 < D < 0.6.   

 
 

5. Conclusions 
 
A control circuit should be designed based on a proper mathematical model of a converter. 

As a result of its operation, a PWM signal with a specific duty cycle is applied to the transistor 
driver. Any disturbance, not included in the assumed model, can substantially affect output 
voltage. This paper presents an influence of inductor current oscillations (present in DCM) on 
the response of the output voltage to duty cycle change. It has been shown, that the duty cycle, 
evaluated based on an inductor current waveform, can be different than the value of the duty 
cycle introduced to the transistor gate. The difference is a source of inconsistency in the output 
voltage and it depends on various parameters of a converter. In order to eliminate the oscil-
lations some of known solutions have been presented. Two common methods using a dumping 
resistor and a snubber circuit were implemented in a real converter and measurements were 
made. As a result a good consistency between the theoretical and measured values of the out-
put voltage was observed, confirming that the oscillations were the source of differences in the 
output voltage and proving usefulness of the damping resistor and snubber circuit. 
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Abstract: The presented systems with magnetically coupled windings are solved with 
the finite element method. If the issue of voltage supply is analyzed, a system of linear 
equations with a partially skew-symmetric sparse matrix is obtained. Iterative methods 
used to solve a system of equations are particularly effective for symmetric matrices. Re-
sultant equations can be reduced to this symmetrical form by using the method known 
from the literature [1]. The ratio of the maximum to the minimum eigenvalue of the main 
matrix of this circuit, which is the condition number, is however very high. This means 
that the problem is ill-conditioned and leads to a very long iterative solution process. The 
method presented in the article allows for a direct solution of a system of equations on its 
part, corresponding to high eigenvalues of the system matrix. The remaining part of the 
system of equations is solved by iterative methods. This part has much better condition 
number, and therefore the computational process is fast. The proposed iterative process 
depends on multiplication of a sparse matrix by vectors. It is not necessary (and possible) 
to store the entire matrix. This is especially important for larger sizes of a matrix. 
Key words: magnetic field-circuital problem, condition number, iterative method 

 
 

1. Introduction 

 
In many problems a large linear system of algebraic equations of the form (1) must be 

solved in the following way: 

  [ ] [ ] bxAresbxA −⋅⋅ =;= , (1) 

where: b  is a known vector, [A] is a square, symmetrical, positive definite n×n  matrix, res  
is the error of the x  solution.  

We meet often in reality with the issue of this form, e.g. with boundary problems of partial 
differential equations of elliptic type, when designing a network, trusses, etc. Due to these 
issues the dimension n  is so large that the overall number of elements in the matrix n2 greatly 
exceeds the capabilities of a digital machine’s memory.  

Therefore, one can use the special form of the matrix [A], which is usually a sparse matrix 
[1, 2]. The efficient iterative methods of solving problems of type (1) were developed. The 



                                                                              M. Gołębiowski                                              Arch. Elect. Eng. 326

best of these methods, e.g. a Chebyshev method requires certain additional information about 
the spectrum of the matrix [A] [2, 3].  

The minimum information is the knowledge of the smallest possible range containing the 
spectrum (eigenvalues) of the matrix [A]. This information is not always available. On the 
other hand, there are methods like e.g. the conjugate gradient method or minimal residual 
method, which do not require any information about the spectrum of the matrix [A].  

These methods, however, are unstable. What is noteworthy is an idea to combine two 
methods: the Chebyshev method with the minimal residual method [2, 3]. The essence of this 
combination is alternating the work of these methods. The Chebyshev method reduces errors 
of the solution x

r
 of the system (1) for high eigenvalues of the matrix [A]. The minimal 

residual method reduces errors of the solution corresponding with small eigenvalues of the 
matrix [A]. As soon as the minimal residual method loses stability, the error norm, i.e. the 
norm of the residuum: 

  [ ] bxAres −⋅=  (2) 

is enlarged. 
Then the stable Chebyshev method that reduces errors associated with the upper half of the 

spectrum of the matrix [A] is executed [4]. The greatest eigenvalue of maxλ  is usually easy to 
estimate, e.g. using the Gershgorin theorem [5], or by adopting any norm of the matrix [A] 
corresponding to the vector norm. 

It is assumed that the Chebyshev method is intended to reduce errors of a solution corres-
ponding to the eigenvalues from the range of  

 ⎥⎦
⎤

⎢⎣
⎡

maxmax λ
2
1λ , .  

The alternative use of Chebyshev methods and the minimal residual method [3, 4] always 
allows to obtain a solution of the symmetrical system of Equations (1).   

The essence of the proposal included in this article is to replace the Chebyshev method by 
a direct solution (i.e. not iterative). This step resets the errors associated with the upper part of 
the spectrum of the matrix [A] in a single execution. Further reduction of residuum will be 
performed by, also previously initiated, the iterative minimal residual method. 

A part of the solution x  associated with smaller eigenvalues of the spectrum of the 
matrix [A] will be improved with this iterative method. The ratio of the maximum eigenvalue 
to the minimum eigenvalue of this spectrum part will be lower than in full spectrum of the 
matrix [A]. This means better conditioning of the minimal residual method and a much lower 
number of iterations needed. 

 
2. The finite element method equations for the systems with magnetically 

coupled windings 
 

The magnetic field is expressed by a vector potential  
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∑ ⋅

i
iA= iNA ,

     

where iN  represents the edge basis functions. Scalar potential is expressed by nodal basis 
functions iN  as 

 
∑ ⋅

i
iiN= φφ  

 

The current density of the j -th winding with the current i , i.e. jJ  is expressed by the 
vector introduced by jT  as ji= ⋅)rot( jj TJ  [1, 6, 9]. The vector jT  is stretched on a j-th 
winding. By its means, one can write the magnetic flux coupled with j-th winding:  

   ( )∫ ∫ ⋅⋅
V V

j V=V= drotdΨ ATBT jj , (3) 

where B  is the magnetic induction.  
Voltage equations for windings can be written (after integrating) as: 

   f…=j;tu=tiR+iL+
t

j

t

jjjj 1,2,ddΨ
00

σ ∫∫ , (4) 

where jLσ  is the leakage inductance of the j -th winding, jR  is its resistance, ju  is the sup-
plying voltage, and f  is a number of phases (of windings).  

In 2D calculations, leakage inductance of the winding jLσ  should include the end-
winding and mains leakage inductance. With the use of implicit methods of solving equations, 

tR+jL j d2/σ  should be considered as leakage inductance, where td  is the integration step. 
In 3D calculations, the end-windings inductance is not included because it is included directly 
by the finite element method. With v  the inverse of magnetic permeability and with γ  elec-
trical conductivity of metal sheets are determined. Applying the Galerkin weak formulation 
[1, 9] a set of equations of the finite element method for systems with magnetically coupled 
windings can be written [1, 6, 9] as: 
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where:  
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 [ ] ∫∫∫ ⋅
V

V= drotrot jiij NNR ,         [ ] ∫∫∫ ⋅
V

ji VNN= dgradgrad
ij

G , 

 [ ] ∫∫∫ ⋅
V

V= djiij NNC ,         [ ] ∫∫∫ ⋅
V

j VN= dgradiij ND , 

 [ ] ∫∫∫ ⋅
V

V= drot0 jiij TNT , 

where: i  is the line number, j  is the number of windings, and t  is the matrix transposition. 
In conductive areas, where the electrical conductivity 0γ ≠  the scalar potentials φ  are un-

knowns. 
Partial skew-symmetry is related to winding currents, that act as a vector of unknowns 

[ ].3X  This is confirmed by Maxwell’s equations: 

  
t

=;=
∂
∂− BEJH rotrot . (6) 

The resulting Equation (5) with a sparse matrix, due to the large size, should be solved by 
iterative methods. The symmetry of the matrix radically quickens the solution of iterative me-
thods. It is therefore necessary to bring the system (5) to a symmetrical form [1].  

The system of Equations (5) can be written as: 

  
⎥
⎥
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t ,   where   [ ]

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=

2

1
12 X

X
X .  (7) 

By reducing the unknowns [ ]3X  from the system, it can be reduced to a symmetrical form of: 

  ][][][][ 1
1

1 P=PLT+P=XTLT+M t
2σ0120σ0 ⋅⋅⋅⋅⋅ −−  (8) 

and  

  ][ ][][ 1202
1
σ3 XTPL=X t ⋅−− . (9) 

The system of Equations (8) is symmetrical, because the ][ σL  matrix is symmetrical. The 
main matrix of the system includes components created by the finite element method intro-
duced by the matrix [ ]M . It also includes the components associated with 1

σ
−][L  that have 

high values. Therefore, this matrix spectrum is wide. The ratio of the highest to the lowest 
eigenvalue, i.e. the condition number is large. This implies a large number of iterations at 
which the stability of the solution may be lost. It is possible, however, to extract earlier the 
solution's components associated with large eigenvalues. They are introduced into the system 
(8) by the element 1

σ
−][L . For this purpose, a direct method is used. It solves a system of 

small dimensions, because the ][ σL  matrix has a size equal to the f  number of windings.  
This direct method replaces the previously described Chebyshev iterations. This method is 

the essence of the presented article.  
Other components of the solution, corresponding to smaller eigenvalues, are obtained by 

iterative methods, e.g. by the minimal residual method. They are much faster after the elimi-
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nation of the components corresponding to large eigenvalues. They work in a smaller range of 
the spectrum, so conditioning is much better. Despite a series of additional operations related 
therein and large dimension of the issue, iterative calculations can be carried out using the 
sparse matrix technique. 

 
 
3. Improvement of the matrix condition number of the system with 

magnetically coupled windings 
 
The reduction of matrix spectrum of the magnetic system will be exemplified by the 

system solved with circuital methods. The principle of the transformation is the same as for  
a system solved with the finite element method (5). However, due to smaller dimensions of the 
equations it is easier to observe the results of transformations. The tested system is shown in 
Fig. 1. 

 

 
Fig. 1. System with three magnetically coupled windings (g = 11, s = 7, r = 5) 

 
An exemplary system has g = 11 magnetic cores with the Mgi magnetic fluxes, (i = 1 : 11). 

Magnetic reluctance (resistance) of cores is marked by Ri, (i = 1 : 11).  
The magnetic system has r = 5 nodes with magnetic potentials Vi, (i = 1 : 5). This means 

that the system of equations has s = g – (r – 1) = 7 independent loops (degrees of freedom). It 
will be solved by the loop flux method.  

The loop fluxes Moi (i = 1 : 7) are introduced. The loops are indicated in Fig. 1 as Oi, (i = 1 : 7). 
Connections of cores are described by the connection matrix pol(s = 7, g = 11). From the 
fluxes of loops MO one can obtain fluxes in the branches Mg. 

  [ ] [ ] [ ]O
t

g = Φ⋅polΦ , (10) 
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where the connection matrix [pol] is: 
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⎥
⎥
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][ pol . (11) 

Magnetic reluctances of cores form a square matrix of the values established on the dia-
gonal are: 

   [ ]789.1806.2497.1586.2934.1383.384.17011.2036.1408.2706.2)(diag =gR .  (12) 

On the magnetic cores with numbers 4, 9 and 8 windings were placed with the number of 
coils of respectively zw1 = 2, zw2 = 1, zw3 = 4. Therefore magnetomotive forces can be written 
as: 114Θ izw= ⋅ , 229Θ izw= ⋅ , 338Θ izw= ⋅ , where 1i , 2i , 3i  are the winding currents. The 
remaining cores have specific electric loading equal to zero. Creating a winding number 
matrix [Zw] with dimension(g H f)  is: 

  

t

zw

zw

zw

⎥
⎥
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⎡

=

0000000000

0000000000

0000000000

][

3

2

1

Zw . (13) 

The magnetic voltages on cores can be written as: 

     [ ] [ ] [ ] [ ] [ ]iZwRE ggg ⋅−⋅= Φ , (14) 

where [i] = [ 1i , 2i , 3i ]t and 1i , 2i , 3i  are the currents flowing through the windings. 
The equations of magnetic tensions of the circuit can be written as: 

  [ ] [ ] [ ]0=gEpol ⋅   (15) 

At the same time, voltage equations for windings (equivalent to Equation [4]) can be writ-
ten (after integrating) as: 

  ,][

d

d

d

][][][][

3
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1

Cg EZwiL =
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tu

tu

tu
t Φσ  (16) 

To Equations (14) and (16) we incorporate Equation (10) that expresses the branch fluxes  
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[Mg] through the loop fluxes [Mo]. Then, from the Equation (16) we calculate currents [i] and 
insert them into the Equation (14). What we get from Equation (15) is: 

  
[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]{ } [ ]

[ ] [ ] [ ] [ ] [ ]…=

=+ ttt

PELZwpol

polZwLZwpolpolRpol

Cσ

oσg

⋅⋅⋅=

⋅⋅⋅⋅⋅⋅

−

−

1

1 Φ
 (17) 

and: 

   [ ] [ ] [ ] [ ] [ ] [ ]{ }.1
o

tt
Cσ polZwELi Φ⋅⋅−⋅−=  (18) 

Equations (17) and (18) are equivalent to Equations (8) and (9). Equation (17) as well as 
(8) have a symmetric matrix, obtained after reduction of the vector of currents [i]. 

Further considerations will be carried out with the denotations from the Equations (8) and 
(9), that correspond to equations (17, 18): 

  
.][][][

,][][][][

ZwpolT

polRpolM t
g

⋅=

⋅⋅=

0
 (19) 

The matrix [T0] has dimensions f×s  ( 7=s , 3=f ). The dimension s  is the number of 
independent loops from the system in Fig. 1. At the same time it is the number of unknowns of 
the loop flux method [x] = [Mo]. When calculating with the finite elements method there is a 
very large number of unknowns in this method, i.e. [X12] from the Equation (7). It should be 
noted that the columns of the matrix [T0] from equations (5, 7) and (19) are not always 
independent from each other, i.e. they are not always mutually orthogonal. Using the Gram-
Schmidt method of orthogonalization [2, 4] one can achieve mutual orthogonality of matrix 
columns [T0]. 

   [ ] [ ] [ ]pw=T ⋅0 ,  while  [ ] [ ] [ ] .f
t I=ww ⋅   (20) 

The matrix [w] includes f = 3 mutually orthogonal columns. The matrix [p ] is a permu-
tation matrix with f H f dimensions, and [I] f  is the identity matrix.  

The main matrix of the system (17) can be written as:  

   [ ] [ ] [ ] [ ] [ ] [ ] [ ]tt1 wpLpw+M=mgl ⋅⋅⋅⋅ −
σ . (21) 

We introduce a denotation: 

  [ ] [ ] [ ] [ ] t1 pLp=λ ⋅⋅ −
σ , (22) 

i.e. 

  [ ] [ ] [ ] [ ] [ ] twλw+M=mgl ⋅⋅ . (23) 

The matrix [LF] has on its diagonal leakage inductance of windings, which were adopted 
as: 
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 ( ) [ ]0.00130.00180.004diag =σL . (24) 

One can compare the eigenvalues of the loop flux matrix [M] and the main matrix [mgl] of 
the system (17) (arranged in rows): 

  
[ ] [ ]
[ ] [ ]242943.201686.822228.492271.60638.275934.0

683.57387.116157.97198.57887.46748.169783.0

→

→

mgl

M
. (25) 

It can be seen that the ratio of the largest eigenvalue to the smallest one i.e. the condition 
number has been enlarged in the matrix [mgl], after the introduction of windings and leakage 
inductance [LF] into the system: 

  
75934.0

2429431994
69783.0

684.5766.82 =→= . (26) 

This implies a huge inconvenience in iterative calculations and threatens their stability. 
This occurs despite the fact, that the matrix [mgl] is symmetric. The element which caused the 
deterioration of conditioning [8] is related to vectors which are columns of the matrix [w]. To 
improve the condition number, one must separate the elements of the solution [x] = [Mo] of the 
system (17), associated with these vectors contained in the columns of the matrix [w]. This is 
the essence of the method presented in this article.   

Therefore, we assume that the solution [x] = [M] of the system (17) can be written as: 

  [ ] [ ] [ ] [ ]yxwx += 0⋅ . (27) 

We assume that the first part of the solution [w] @ [x0] belongs to the subspace created by 
vectors, which are columns in the matrix [w]. These vectors create the vector space 1Ω . It has 
a small dimension 3=f . The entire space which dimension is 7=s , is denoted as Ω . It con-
tains the solution [x]. We assume that the part of the solution, denoted as [y] is orthogonal to 
the subspace 1Ω  and belongs to the subspace 12 Ω\ΩΩ = : 

   [ ] [ ] [ ] 30 =f
t =yw ⋅ . (28) 

For further calculations we assume that the vector [P] of the right side of the Equation (17) 
is: 

  [ ] [ ] t= 9.1574181545114960085995.19.571733010 −−P . (29) 

In order to calculate the vector [x0] from the formula (27) we substitute the solution [x] from 
the formula (27) into Equation (17) and multiply the resulting equation from the left side by [w]t.  

  [ ] [ ] [ ] [ ]{ } [ ] [ ] [ ] [ ] [ ] [ ]yMwPwxλwMw tt
0

t ⋅⋅−⋅⋅⋅⋅ =+ . (30) 

Denoting: 

  [ ] [ ] [ ] [ ] [ ]λwMwM t +⋅⋅=0 , (31) 

we have: 
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  [ ] [ ] [ ] [ ]
[ ]

[ ] [ ] [ ]
[ ]

[ ]yMwMPwMx tt ⋅⋅⋅−⋅⋅= −−

444 3444 2144 344 21
00

1

00

1

yx

000 . (32) 

Due to the size of the vector [x0] equal to f = 3, the above calculation is fast and carried out 
by the non-iterative method (direct). The vector [x0] from the formula (32) is substituted to the 
formula (27), on [ ]x , and then to the Equation (17). The purpose is to calculate the vector [y]. 
This way we obtain: 
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This is a linear Equation (1). Due to its large dimensions as for the finite element method, 
it should be solved by iterative methods. In the case of the finite element method, the 
calculation of the residue res  from the formula (2) for this equation involves operations on 
sparse matrices which are multiplied by vectors. Therefore, it is fast.  

The example considered in Fig. 1 has small dimensions. Therefore one can compare the 
results of the presented method and direct calculations. 

The results of direct calculations [x] = [Mo] from the Equation (17) are applied to calculate 
the vector [y] by separating from [x] the components that belong to the subspace 2Ω . In order 
to do this, the solution [x] should be multiplied by the matrix [U].  

  [ ] ( ) [ ] [ ] [ ] [ ] [ ]xU=y;ww=U t ⋅⋅−seye , (34) 

where ( )seye  is the identity matrix of dimensions 7=s . The vector [y] calculated in this way 
is used for comparison with the vector [y] calculated from Equation (33). Similarly, knowing 
[y] one can calculate [xo] with (32).  

It can be compared with the results [x] of a directly solved Equation (17) by means of the 
multiplication: 

  [ ] [ ] [ ]xw=x t ⋅0 . (35) 

Such verification is only possible thanks to small dimensions of the example considered in 
Fig. 1. 

The matrix [mac] of the equation system (33) is not symmetrical. The missing element  
[dod] of its symmetrization is the transposition of the last component of the matrix [mac] in 
the formula (33): 

  [ ] [ ] [ ] [ ] [ ] [ ] t1 wMwM=dod ⋅⋅⋅⋅− − λ0 . (36) 

In the Equation (33) this element is multiplied by a vector of unknowns [y]. Due to the 
assumption (28), the vector [y] belongs to the subspace 2Ω . In the same way also: 

  [ ] [ ] [ ] 7=s=ydod 0⋅ . (37) 
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Therefore, an additional element of [dod] does not contribute to the residuum res  (2) of 
the system of Equations (33) and therefore may be abandoned. After abandoning the element 
[dod], despite the asymmetry, the iterative methods can be used, e.g. the minimal residual 
method, suitable for symmetrical systems. This accelerates calculation process considerably.  

The right side [b] of the system (33) also belongs to the subspace S2. It can be seen after 
multiplying the left side by [w]t: 

  [ ] [ ] [ ] [ ] [ ] [ ] [ ]
[ ]

[ ] [ ] [ ] [ ] f
t1

M

ttt PwMwmglwPw=bw 00

0

=⋅⋅⋅⋅⋅−⋅⋅ −
44 344 21

. (38) 

Taking into account Equations (23) and (31) we obtain a confirmation of the formula (38). 
During the iterative process of solving the system of Equations (33), both the solution [y] 

and the vector of residuals (2) should belong to the subspace 2Ω , thus should be orthogonal to 
the vector-columns of the matrix [w]. However, due to rounding errors, there may occur com-
ponents that belong to the subspace 1Ω . These errors will increase, because when calculating 
the residuum (2) they are multiplied by large eigenvalues of the matrix [mac], that correspond 
to the subspace 1Ω . 

They can cause a loss of stability of the minimal residual method, which manifests itself in 
a normal increase of the residue during iteration. In order to counteract, these components 
must be removed during iteration. For this purpose, the substitution by means of the matrix 
[ ]U  from the formula (34) should be performed during iteration: 

  [ ] [ ] [ ]yUy ⋅=: . (39) 

Removing these components corresponds to the Chebyshev iterative method, carried out 
on error vectors corresponding to large eigenvalues. This was previously described as the 
combination of the Chebyshev method and the minimal residual method. However, it is much 
easier and faster.  

In order to prove the assumption (28) of the vector [y] belonging to the space 2Ω , one 
must prove that the solution of the system (33) has this property.  

For this purpose, we multiply the left side of the equation (33) by [w]t. We use the Equa-
tions (38) and (31). We also use mutual orthogonality of the matrix [w] columns (20).  

  [ ] [ ] [ ]( ) [ ] [ ] [ ] [ ] [ ]( ) [ ] )28(equationλ ⇒=⋅⋅⇒⋅⋅⋅ f
ttt 0ywbw=ymacw . (40) 

The matrix [mac] of the system of Equations (33) is asymmetric. This does not prevent the 
use of iterative methods designed for symmetric systems to solve this system. This is because 
the solution [ ]y  of this system belongs to the subspace 2Ω , and the symmetry defect [dod] 
(36) of this matrix [mac] relates to the subspace 1Ω . The subspace 1Ω  is disjoint with the 
subspace 2Ω . These dependences can be presented by placing values and eigenvectors of 
these matrices in Tables 1 and 2. 

As illustrated in Tables 1 and 2, the matrix [mac] is taken from the Equation (33), the 
supplementary matrix to the symmetry [dod] is taken from the formula (36). When comparing 
both tables it can be seen that the subspace 2Ω , to which the solution [y] of the system (33) 
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belongs, is identical for each matrix. They contain the same eigenvalues and corresponding 
(placed in columns under the eigenvalues) eigenvectors. The condition number of the system 
(33) for calculations [y] in subspace 2Ω  amounts 49.232/0.75934 = 65. The subspace 1Ω , 
created by vectors that are the columns of the matrix [w] from the Equation (20) for both the 
matrix of Table 1 and 2 has slightly different eigenvalues and eigenvectors. But in both cases it 
is the same subspace 1Ω , obtained as 21 Ω\ΩΩ = . 

 
Table 1. Eigenvalues (in the first row) and, below them in the columns, eigenvectors of asymmetrical 

matrix [mac] from the system of Equations (33) 

2Ω  1Ω  

0.75934 2.0638 6.2271 49.232 815.33 2000 24285 
!0.33253 !0.016104 0.47169 0.0013036 0.42165 !1.6865e-04 !0.69871 
!0.47931 0.51316 !0.32214 0.63495 !0.0013169 0.006042 6.9107e-05 
!0.4682 !0.25424 !0.33787 !0.31937 0.001261 0.70431 !2.7257e-05 
!0.4682 !0.25424 !0.33787 !0.31937 0.001261 !0.70984 !2.7257e-05 
!0.33253 !0.016104 0.47169 0.0013036 0.39294 !1.6865e-04 0.71522 
!0.33253 !0.016104 0.47169 0.0013036 !0.81719 !1.6865e-04 !0.016606 
!0.010494 0.77886 0.020925 !0.62677 7.9325e-05 !0.0060384 1.7218e-07 

 
Table 2. Eigenvalues (in first row) and, below them in the columns, eigenvectors of symmetrical matrix 

[mac] + [dod] 

2Ω  1Ω  

0.75934 2.0638 6.2271 49.232 807.86 1984 24275 
0.33253 !0.016104 !0.47169 0.0013036 0.42251 !9.1128e-04 0.69868 
0.47931 0.51316 0.32214 0.63495 4.336e-16 !4.1949e-17 2.0375e-17 
0.4682 !0.25424 0.33787 !0.31937 0.0014722 0.70711 3.1981e-05 
0.4682 !0.25424 0.33787 !0.31937 !0.0014722 !0.70711 !3.1981e-05 
0.33253 !0.016104 !0.47169 0.0013036 0.39382 !7.876e-04 !0.71524 
0.33253 !0.016104 0.47169 0.0013036 !0.81633 0.0016989 0.016563 
0.010494 0.77886 !0.020925 !0.62677 !7.9445e-18 !6.4153e-19 2.3809e-20 

 
The scheme shown in Fig. 1, has small dimensions of the system of Equations (33), so 

direct methods should rather be used to solve it. The equations of type (33) obtained from the 
finite element method, however, have large dimensions and must be solved with the use of 
iterative methods, operating in the subspace 2Ω . 

 

4. Conclusions 

Systems with magnetically coupled windings solved with the finite element method have 
an ill-conditioned skew-symmetric matrix [13]. The method proposed in the article is based on 
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direct solving of a system with large eigenvalues of the problem. In this way the spectrum 
decreases (spectrum of eigenvalues), to the remaining components of the solution. This sim-
plifies and accelerates the iterative process of obtaining the remaining components of the 
solution. A condition number understood as the ratio of the largest and smallest eigenvalues 
for the iterative method is therefore significantly improved. This is particularly important with 
a very large number of unknowns of the problem. 

The proposed method was exemplified with the magnetic circuit with windings, solved by 
a circuital method. Due to small dimensions one could observe numerical effects of individual 
steps of the algorithm.  

The application of the presented algorithm in the finite element method was performed in 
[6-8, 14]. The 3-column autotransformer with five windings on each column was investigated. 
Mono-harmonic calculations were performed for the given pulsations on complex numbers. 
An autotransformer impedance matrix was created. Having found eigenvalues and eigenvec-
tors, the autotransformer inductance was identified [6-8].  

It should be underlined that in space 1Ω , solved with direct methods, there are not only the 
effects of the leakage inductance (including inductance in end winding connections in 2D 
calculations), of external connections [LF], but also magnetic fluxes, calculated with the finite 
element method. They seem to be “selected” using vectors-columns of the matrix [w]. It is 
evidenced by the formula (31) of matrix [M0]. Those chosen, additional components are equal 
to [w]t @ [M] @ [w]. 
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Abstract: The main purpose of the paper is the proposal of multi-level simulation, suited 

for the evaluation of the lifetime of critical electronic devices (electrolytic capacitors). 

The aim of this issue is to imagine about the expected operation of complex and ex-

pensive power electronic systems, when the failure of the most critical component oc-

curs. For that reason, various operational conditions and various physical influences must 

be considered (e.g. mechanical, humidity, electrical, heat stress), where nonlinearities are 

naturally introduced. Verification of the proposal is given, whereby the life-time esti-

mation of an electrolytic capacitor operated in a DC-DC converter during various ope-

rational conditions is shown. At this point electrical and heat stress is considered for 

lifetime influence. First, the current state in the field of mathematical modeling of the 

lifetime for electrolytic capacitors, considering main phenomena is introduced. Next, 

individual sub-models for multi-level simulation purposes are developed, including  

a thermal simulation model and electrical simulation model. Several complexities of indi-

vidual models are mutually compared in order to evaluate their accuracy and suitability 

for further use. Proper simulation tools have been mutually linked and data transfer was 

secured, in order to have the possibility of investigation of a lifetime depend on the chan-

ges of various variables. 

Key words: electrolytic capacitor, lifetime model, lifetime estimation, system-level si-

mulation 

 

 

 

1. Introduction 
 

 The paper deals with the proposal of multi-level simulation, suited for the evaluation of the 

lifetime of critical electronic devices (electrolytic capacitors). Verification of the proposal is 

given, whereby the life-time estimation of an electrolytic capacitor operated in a DCDC con-

verter during various operational conditions is shown. The paper describes multi-level simula-

mailto:Michal.frivaldsky@fel.uniza.sk
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tion design, as well as possible practical application areas. Proposal for target application 

(DCDC converters) is initially considered. At first the individual simulation modules are 

presented. Consequently necessary settings for simulation data exchange between individual 

modules are described together with the description of relevant physical phenomena. Finally 

verification of the proposed multi-level simulation system is evaluated, whereby the lifetime 

estimation of an electrolytic capacitor operated in a DC-DC converter during various opera-

tional conditions is being shown. 

 

 

2. Life-time estimation model (LT estimation methodology) 
 

 For determination of expected the lifetime of an electrolytic capacitor during various ope-

ration conditions, it is necessary to consider each physical phenomenon, which directly in-

fluence component’s behavior (1). 

  VRT KKKLT  0 , (1) 

where: L0, KT, KR, and KV are the factors which are influencing the lifetime of a capacitor 

based on various changes of variables, i.e., L0 is the lifetime at nominal ripple and upper ca-

tegory temperature (values from datasheet), KT is the temperature factor (ambient tempera-

ture), KR is the ripple current factor (causing self-heating), KV is the voltage factor (operating 

voltage).  

 Individual variables are defined below. 

 A temperature factor: the lifetime of elcaps follows the industry wide-well established 

“10Kelvin rule” from Arrhenius: 

  K

TT

T

a

K 10

0

2



 , (2) 

where: T0 is the upper category temperature (datasheet value of maximal allowable capacitor 

temperature), Ta is the ambient temperature in the application 

 A ripple current: this factor estimates the impact of the applied ripple current on the self-

heating and thus on the lifetime. 
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where: Ia is the ripple current in the application (within actual operation of the system), I0 is 

the nominal ripple current at upper category temperature (datasheet value), ∆T0 is the core 

temperature increase (typ. 5K for 105C capacitor temperature class and 10K for 85C 

capacitor temperature class), Ki is the empirical safety factor defined as: 
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  T0 = 105C,    I > I0; Ki = 4,    I ≤ I0; Ki = 2, 

  T0 = 85°C,    Ki = 2. 

 Voltage factor:  
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a
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 , (5) 

where: Ur is the rated voltage, Ua is actual operating voltage, n is the exponent, defined as: 
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 The final form of the lifetime estimation model of the electrolytic capacitor is: 
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 This approach has been obtained from [5]. As was already mentioned, based on (6) it is 

clear, that an LT estimation model is dependent on electro-thermal processes, which are valid 

during system operation. It is possible to calculate the lifetime based on (6) from the esti-

mated/ measured values of relevant variables from the system operation. Anyway it is better to 

think about implementation of the lifetime model into simulation tools and within pre-con-

struction stage to evaluate the expected system behavior. Thus it is possible to significantly 

optimize the system. This methodology is further described within this paper. 

 

 

3. Life-time estimation model (simulation interface) 
 

 During operation of any electronic system, various physical phenomena influence system 

behavior. Practically it is very difficult to experimentally determine the impact of these phy-

sical processes due to the necessity of long-running measurements, or due to the requirements 

on special measuring equipment (testing chambers etc.).   

 A possible way to determine how to investigate previously described issues is a multi-level 

simulation design, where various electrical and non-electrical processes can be considered 

(Fig. 1 – right).  

 It is well known that the electrolytic capacitors act as most critical components when we 

talking about a lifetime. Proper operational conditions (electrical, thermal, etc…) can contri-

bute to extension of these parameters. The proposed system (Fig. 1 – right) enables to investi-

gate/or define proper operational characteristic in order to determine/ or define the expected 

component lifetime.  
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Fig. 1. Proposal for multi-level simulation with consideration of various physical phenomena 

 

 For the design of the electrical systems, we decided to use sub-packages from the OrCAD 

16.6 software.  

 Capture/analog or mixed A/D – a schematic editor with a high number of integrated electro 

physical electrical models: 

  – Pspice A/D – a simulation substructure of OrCAD that models real electrical behaviour of 

a circuit. It is possible to simulate the mix of analog and digital devices. 

 For design of multiphysics models we used COMSOL. The advantages of this software: 

  – CAD import module for simulation of more complex geometries, 

  – predefined equations for nonlinear problems (e.g. thermal, magnetic, ambient, mecha-

nical).  

 For control of co-simulations and for data analysis, we decided to use Matlab:  

  – m-file – post processing of results, evaluation of convergence, determination of optimal 

parameter settings. 

 It is necessary to develop individual models for each simulation module. In the next chap-

ters of this paper, we describe the development process of thermal and electrical modelling of 

an electrolytic capacitor, including the most necessary dependencies that occur during system 

operation and are relevant to (6). 

 

 

 

4. Capacitor thermal model – model’s complexity 

 within internal structure 
 

 The internal structure of an electrolytic capacitor consists of several turns of sandwich 

structure layers with various material properties (Fig. 2). For development of a lifetime esti-

mation model based on multilevel simulation, we decided to investigate a real physical sample 

of an electrolytic capacitor – Nichicon CE 105C, series GU (K). The determination of thick-

ness of several layers has been done with the use of a biological light microscope (micrometer 
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calibration grid) and simultaneously with the use of a dial indicator. Based on the measured 

values we have deduced the average values of the thicknesses.  

 For the approximate estimation of the specific values of electrical parameters, i.e. electrical 

conductivity, we have examined several literary and scientific publications, based on which 

we were able to estimate conductivity values for electrolyte, that was the main problem in 

determination of material properties [6]. 

 The layers of the core form a structure that consists of interconnected very thin blocks 

within the same area, but with different thickness of individual layers. This approach is similar 

to the one which was done during the PCB thermal modeling of DC-DC converter, during the 

previous task (Thermal resistances of a block in 3D for “x”, “y”, and “z” were determined by 

an averaging method). 

 

        

Fig. 2. One turn of electrolytic capacitor with material properties of individual layers 

 

 

 There are several possible ways, in which a thermal simulation model can be designed, 

while complexity and accuracy are main factors that must be considered for a multi-level 

simulation approach. Modelling of a capacitor core is, therefore, the most important issue. 

Next, various approaches for capacitor’s core thermal modelling will be shown.  

 Structural thermal model 

 A structured model consists of 90 turns, whereby one turn consists of 7 layers in a sand-

wich structure in a given order (Fig. 3). This model was done just in 2-D interpretation be-

cause of the reduction of computation time during verification processes (3-D interpretation 

would need a powerful computation machine).  

 The geometrical model of a structural thermal model consists of meticulously ordered 

layers of an internal structure of the investigated sample (Fig. 3). The number of turns is equal 

to 90, cause that the final width of 2D core is equal to 19.5 mm, with a height of 100 mm. This 

approach is principally very time consuming, but on the other hand, very high accuracy can be 

achieved due to close proximity to a physical sample.  

Layer Material 
Width 

[mm] 

Conductivity 

[S/m] 

Anode Al 0.0001 3.77 e+7 

Dielectric Al2O3 0.00001 1.00 e-14 

Electrolyte PC 0.00001 1.00 e-10 

Isolation Paper 0.00005 1.00 e-14 

Electrolyte PC 0.00001 1.00 e-10 

Cathode Al 0.0001 3.77 e+7 

Isolation Paper 0.00005 1.00 e-14 
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Fig. 3. Structural model of electrolytic capacitor core 

 

Coil thermal model 

 A coil model is based on the approximation of thermal resistance in the axial and radial 

direction of one turn (7 layers), whereby value of thermal conductivity is consequently depen-

dent on the number of turn [7]. The axial element of electrical resistance of individual turns in 

order j € (1; n) is given by (7) and the radial element is defined by (8): 
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 , (7) 
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)( 1

jL

R

r
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r

r
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where: σa, σr represent the axial and radial electric conductivity of individual layers, S( j) is the 

area of the layer, r ( j) is the diameter of the turn in given order, L is the length of the 

electrolytic capacitor core (height of capacitor). 

 Fig. 4 shows dependency of axial and radial element of electric conductivity in depen-

dency on the number of turn of capacitor core, which was derived with the use of (7) and (8) 

respectively.   

 

Fig. 4. Dependency of electrical conductivities σa and σr (S/m) on a number of turns of a capacitor core 
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 At this point, it must be said that for the coil thermal model of a capacitor, the electrical 

conductivity is introduced as a tensor of 2nd degree. This must be accepted during OrCAD 

electrical simulations. The core of the electrolytic capacitor is made of anisotropic material 

which depends on the x, y and zaxes. The approximated value have been taken from the 

previous analysis (Fig. 4) 
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 Sandwich model 

 As was said, the layers of a capacitor core form a structure which consists of intercom-

nected, very thin blocks within the same area, but with different thickness of individual layers 

(Fig. 2). This approach is similar to the one where multilayer PCB is considered and modelled 

for thermal simulations [8]. Thermal resistances of a block in 3D space for „x“, „y“, and „z“, 

in that case were determined by an averaging method. 

 For the structure in Fig. 2, it is possible to define average thermal conductivities in a radial 

and axial direction with the use of (9), (10). A sandwich model contains just one substance 

with different conductivity in an axial and radial direction. 
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where: kr is the averaged thermal conductivity in a radial direction, ka is the averaged thermal 

conductivity in a axial direction, wi is the width/thickness of the i-th layer, ki is the thermal 

conductivity of the i-th layer. 

 Within the definition of subdomains, there are two radial parts (in x and y direction) and 

one axial part (in z direction). This approach is much simpler than precise modeling of a struc-

tural model (Fig. 3) and less computation time shall be required. However, the results might 

be worse compared to structural and coil thermal models. 

 The aim of development of three different approaches for capacitor’s core thermal simu-

lation model was: 
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  1) Confirmation of theory that averaged models compared to a structured model are accu-

rately enough for further use. 

  2) Investigation of computation time during 3-D heat transfer simulations with averaged mo-

dels for LT estimation purposes. 

  3) Finding possibilities of reduction of computation time because of use in more complex 

Life-Time estimation methodology-simulations.   

 Figs. 5-6 show the simulation results from the investigation of thermal behavior of the ca-

pacitor core (we have considered an EPCOS capacitor with the product ID B43511A5158M), 

when a ripple of the current, flowing through the core is being changed. The simulation was 

done for different values of the ripple, while two approaches of the simulation model were 

compared – an averaged non-structural model (Fig. 2) and a structural model (Fig. 3). Zero on 

the xaxis is representing the middle point of the capacitor, and the maximum on the right side 

of xaxis represents the side of the capacitor.  
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Fig. 5. Summary from simulation comparison between structural and averaged model 

 for various value of ripple current 

 

 It can be seen, that the temperature difference between the structural and averaged model 

(sandwich model) becomes higher with the increase of the value of the current ripple. The 

highest error is observed in the proximity of the core. Even for higher values of the ripple 

current, the relative error is below 5%, which is a target of most of precise simulation models, 

when comparing to experimental measurements [9].  

 The target of this point was the confirmation of physical abilities of averaged nonstructural 

models, because these models are simpler and require much less computation power and com-

putation time for heat transfer simulations. The main point for this evaluation was heat dis-

tribution in the core of the capacitor, which has a layered structure. From the previous results 

it can be seen, that physical interpretation of a nonstructural model shows good accordance 

with the value of I ripple = 8 A, at which a relative error is 4% (this result is valid for the 
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centre of the core). We decided to provide this experiment in order to facilitate the acceptance 

of the results, which will be obtained during a lifetime estimation process with nonstructural 

models of capacitors.  
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Fig. 6. Relative error from simulation experiments of heat distribution for various current ripple 

 

5. Capacitor electrical model – ESR nonlinearity 

 It is well known that temperature dependency of ESR influences the lifetime of capacitors. 

The main problem during initial circuit modelling was the development of an electrical model 

of the investigated capacitor’s ESR that will be temperature dependent. Standard libraries in 

OrCAD do not have such a model, therefore it was necessary to develop a personal model. For 

this purpose, and after many attempts the optimal way, how to design the electrical model of 

ESR with temperature dependency was found out – the use of ABM (Analog Behavioral mo-

del) modeling.  

 The main advantage of the proposed approach is that it is possible to calculate the values 

of temperatures almost during the computational process of system level simulation (the tem-

perature of ESR is defined as the temperature of the core of the investigated capacitor sample), 

whereby the capacitor heat transfer behavior is computed – simulated in COMSOL and conse-

quently actual values are exported into OrCAD Capture. A temperature-dependent resistor (or 

thermistor) can be modeled with help of a look-up table, or an expression can be used to de-

scribe how the resistance varies with temperature. The denominator in the expression in Fig. 7 

is used to describe common thermistors. The Tval variable in the expression is the simulation 

temperature, in Celsius. This is then converted to Kelvin by adding 273.15. This step is 

necessary to avoid a divide by zero problem in the denominator, when T = 0C [10, 11]. 

 With the use of ABM modelling it is possible to design various electrical devices (induc-

tors, LEDs, diodes...), together with possibility of entering the values during computatio-

nal/simulation process.  

 The temperature dependency of transistors is already included in factory models of 

OrCAD Capture, whereby their interface for the external definition of actual values is already 

done, so this simplifies future tasks.  
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 The main electrical parameters of a power test circuit are: 

 Input voltage = 240 Vdc, output voltage = 400 Vdc, output power = 1 kW, switching 

frequency = 100 kHz. 
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capacitor

Electrical model of 
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Fig. 7. Implementation of capacitor’s ESR temperature nonlinearity into electrical model of capacitor 

 

 

6. Implementation and results 
 

 We have designed multi-level simulation for the determination of a lifetime of an electro-

lytic capacitor in a DC-DC converter (Fig. 8). The simulation model considers these physical 

phenomena relevant for lifetime estimation:  

  – Electrical – with given parameters of voltage stress, current ripple stress and with the pos-

sibility of define nonlinear component behavior (e.g. temperature dependence of capa-

citor’s ESR).  

  – Thermal – with given parameters like ambient temperature, air velocity and with a variable 

parameter like component temperature (electrical dependence). 
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Fig. 8. Proposed multi-level simulation model for lifetime estimation 

 with consideration of various physical phenomena  
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 In order to provide precise multi-level simulation, it is required to design precise simu-

lation models for selected modules. Therefore a very accurate thermal simulation model was 

developed in COMSOL, and consequently implemented into the circuit simulator of SLPS 

interface (Matlab – OrCAD).  

 The simulation results from Fig. 8 are shown in Fig. 9. After several runs of simulations, 

during which critical operational parameters vary, the lifetime dependence on given parame-

ters can be plotted. It must be mentioned here, that this dependency considers other sub-de-

pendencies, like nonlinearity of an ESR capacitor, temperature dependency of the capacitor 

core, current ripple dependency etc. Estimation of LT was done considering Eq. (6).  
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Fig. 9. Estimated lifetime for investigated capacitor in dependency on ambient temperature and output 

load of converter  

 

 The proposed algorithm is also able to determine operating conditions, within which the 

chosen lifetime of components shall be fulfilled. For example, if we want to have LT operating 

from 15 to 25 years, then the operation of the capacitor must be relevant to operation a condi-

tions, which are defined in Fig. 10. 
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7. Conclusion 
 

 At this point we would like to conclude, that design of multi-level simulation can be help-

ful in the case of complex and expensive electrical systems investigation, where experimental 
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testing of various physical phenomena is very time-consuming, or costly. The chosen metho-

dology considers the precise and accurate simulation sub-models of the selected component – 

an electrolytic capacitor. Complexity of such sub-models cannot be high due to acceptable 

requirements on computational time. Therefore more variations of a thermal model were de-

signed in order to investigate the relative error of simplified models. Temperature is the most 

critical parameter which is influencing a lifetime and operation of capacitors. It is necessary to 

consider nonlinear thermal dependency of parasitic elements during the simulations. We found 

a possible solution in the way of utilization of analog behavioral modelling. Also other 

variables must be considered, e.g. humidity, mechanical stress, etc. This will be implemented 

within the proposed methodology and will be a future task of this work. 
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Abstract: The purpose of this paper is to study the variation of the magnetic properties 
of non-oriented electrical steel sheets with the fatigue state during cyclic mechanical 
loading. The obtained results are central to the design of variable drives such as traction 
drives in electric vehicles in which varying mechanical loads, e.g. in the rotor core (cen-
trifugal forces), alter the magnetic properties. Specimens of non-oriented electrical steel 
are subject to a cyclically varying mechanical tensile stress with different stress ampli-
tudes and number of cycles. The specimens are characterised magnetically at different 
fatigue states for different magnetic flux densities and magnetising frequencies. The 
measurements show a variation in magnetic properties depending on the number of 
cycles and stress magnitude which can be explained by changes in the material structure 
due to a beginning mechanical fatigue process. The studied effect is critical for the 
estimation of the impact of mechanical material fatigue on the operational behaviour of 
electrical machines. Particularly in electrical machines with a higher speed where the 
rotor is stressed by high centrifugal forces, material fatigue occurs and can lead to 
deterioration of the rotor’s stack lamination. 
Key words: Cyclic mechanical stress, electrical machines, electrical steel sheets, mag-
netic properties, material fatigue 

 
 
 

1. Introduction 
 
The effect of static mechanical stresses is in the focus of recent research. Due to the Villari 

effect, magnetic hysteresis curves of electrical steel sheets are sheared while loaded by mecha-
nical stress [1]. The shear of the hysteresis curves leads to a higher energy demand and thus to 
increased iron losses [2]. Due to a variation in the material lattice caused by mechanical stress, 
the magnetic properties alter. These effects can be observed for mechanical stress within the 
elastic and plastic region [1, 3]. 
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In electrical machines, mechanical stress appears with static and periodic or cyclic beha-
viour. Particularly the consequences of static mechanical stress on the iron losses of electrical 
machines are in the focus of current research [4] as well as the modelling of the magneto-
mechanical effect [5]. 

In contrast to the effect of static mechanical stress, the influence of cyclic mechanical 
stress on the magnetic properties of electrical steel sheet is less studied. Cyclic mechanical 
stress is caused by a fluctuation of centrifugal forces which are dependent on the speed of the 
rotor. Furthermore, periodic electromagnetic forces on the rotor surface or stator teeth are the 
reason for cyclic mechanical stress. Electrical steel packages fatigue mechanically dependent 
on the number of cycles and the magnitude of the stress. Material fatigue deteriorates the 
structure of a material starting by a generation of dislocations which then creates micro cracks. 
At the final state, a dominant crack occurs that leads to total material failure. Fatigue appears 
already for cyclic mechanical stress amplitudes below yield strength and is dependent on the 
number of cycles and load amplitude. The fatigue behaviour is also influenced by the geo-
metry of the studied material. In the area around notches such as corners, exaggerated mecha-
nical stresses are induced and lead to a faster material fatigue degradation. Due to the strong 
interdependence between the material’s microstructure and the magnetic properties, fatigue 
causes a persistent variation in the magnetic properties which is reported in [6-8]. 

During operational life of constructions or machines, the cyclic mechanical loading of steel 
parts can lead to an accumulation of fatigue damage. In order to avoid that the fatigue damage 
process ends in a sudden fracture or significant change in the machine’s operating character-
ristics due to alterations of magnetic properties, it is vital to assess the material degradation. 
Particularly, this effect can influence the magnetic flux path or the iron losses after a certain 
time of operation in rotating electrical machines. 

In this paper, the influence of the mechanical fatigue progress on the extrinsic magnetic 
properties (coercivity, remanence, specific losses) of a non-oriented electrical steel sheet for 
the uniaxial case is studied. At several interruptions of the cyclic load, the magnetic properties 
are measured using a standard single-sheet-tester (SST). The results show a variation in the 
magnetic properties depending on the number of cycles and the level of mechanical stress. 

 
 
 

2. Cyclic stress 
 
Cyclic mechanical loading of a specimen causes material fatigue that can result in failure 

at stress levels below the static tensile strength of the material [9]. This material degradation 
process is caused by a movement and agglomeration of dislocations followed by nucleation 
and growth of micro cracks. Micro cracks emanate from stress sensitive notches on the surface 
of the specimen or from inclusions in the material volume which are both a result of the manu-
facturing process [10]. With ongoing stress exposure, the cracks proceed to enlarge due to re-
peated plastic flow at the crack edges whereby the crack front evolves perpendicular to the 
direction of the principal stress vector. Finally, the crack sizes reach critical values that lead to 
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a rapid weakening of the material and ultimately to an instable residual fracture of the spe-
cimen [9]. 

 
Table 1. Mechanical properties of M250-35A 

Description Symbol Value 
Yield Strength σy 361 MPa 
Young’s modulus E 210 GPa 
Tensile strength σTS 471 MPa 

 
A widely-used method to characterise the fatigue behaviour of steels is the Wöhler (s-N) 

approach which relates the number of cycles to failure to the fatigue stress [11]. In order to 
determine the fatigue strength for different zones of load cycles, specimens are stressed with 
constant stress or strain values until failure occurs. Typical values of cycle numbers range 
from N = [1, 104] for low cycle fatigue, N = [104, 107] for high cycle fatigue and N > 107 for 
endurance fatigue [11]. 

 
2.1. Investigated material 

To analyse the effect of cyclic stress on the magnetic properties of electrical steel sheet, 
sheets of type M250-35A cut by a CO2-laser are used. Due to the used cutting method, ma-
terial deterioration at the cutting edges can be expected. In this study, this effect is neglected 
because each specimen has the same amount of material deterioration due to cutting. Examin-
ing the determined stress-strain curve of the studied material, the mechanical data of the ma-
terial is collected in Table 1. Only specimens in rolling direction are studied. The shape of the 
specimens to apply cyclic loads is shown in Fig. 1b. 

 
2.2. Cyclic load 

To analyse the variation of the magnetic properties due to fatigue evolution, specimens are 
loaded at different stress levels and different numbers of cycles using the hydraulic testing 
machine HA250 (Zwick). The hydraulic driven machine enables to test flat specimens by 
means of an application of cyclic uniaxial loads with a frequency of 20 Hz. The specimen de-
sign is orientated on the recommendations of the norm [12]. An influence of the testing fre-
quency on the fatigue behaviour or the magnetic properties will be investigated in further stu-
dies. However, adjustments have to be made in order to fulfil the requirements of the clamping 
conditions and the magnetic measurement system (Fig. 1a). With the objective to provide 
constant conditions for every parameter setting, the specimens are not tested as single sheets, 
but as packages of six specimens. To ensure the same load for every sheet, the machining of 
the final geometry is conducted in packages of six sheets as well. 

For this study, a cyclic tensile load following a sinusoidal-shaped curve is used. To avoid 
compressive stresses on the specimen, the pre-load has a minimum value of σmin = 1.6 MPa. In 
contrast to conventional fatigue tests, no cracking of the specimen is intended here. Hence, the 
maximum stress is determined to 70% of the static tensile strength. To provide sufficient data 
points, three stress levels are chosen which amount to 0.23 σy (83 MPa), 0.46 σy (165 MPa) 
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and 0.69 σy (249 MPa). Furthermore, to enable insights into the development of the magnetic 
properties in respect to the cycle number with sufficient resolution, six different values 
ranging from 10 000 to 500 000 cycles are studied for stress levels of 83 MPa and 165 MPa. 
For a load of 249 MPa, only cycle numbers of up to 100 000 are utilized since cracking of the 
specimen is expected for higher values. 

 
Table 2. Stress levels and corresponding number of cycles performed 

Stress level σmax Number of cycles N 
83 MPa 500 000 / 250 000 / 100 000 / 50 000 / 25 000 / 10 000 
165 MPa 500 000 / 250 000 / 100 000 / 50 000 / 25 000 / 10 000 
249 MPa 100 000 / 50 000 / 25 000 / 10 000 

 
Fig. 1. Experimental setup (a) and geometric properties of the specimen (b) 

 
A detailed overview of the experimental design is depicted in Table 2. 
 
 

3. Magnetic measurements 

3.1. Experimental setup 
Four specimens of each load state (Table 2) are stressed in a cyclic way. Due to the re-

quired sample width of 120 mm of the magnetic testing setup, which is described below, the 
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central parts of four specimens that were loaded mechanically are cut, merged and fixed by  
a non-magnetic adhesive tape to a sample with a width of 120 mm to fit into the used SST 
(Fig. 2).  

 

            

specimen

tape

12
0 

m
m

30 mm

 
                                                  Fig. 2. Merged specimen with tape 

 
For each stress level and number of cycles, one of the expanded specimens is measured 

magnetically by a standard SST constructed for samples with a width and length of 120 mm. 
The usage of the expanded specimens reduces the discrepancy of the results of the fatigue 
experiments (Fig. 6). 

The SST is incorporated into a computer-aided setup in accordance with the international 
standard [13]. The samples are characterised using controlled sinusoidal magnetic flux density 
with a form factor error of less than 1 % in the frequency range from quasi-static to 1 kHz. 

 
3.2. Results 

Regarding the variations in the hysteresis curves depending on the fatigue state under  
a constant stress level (Fig. 3), a shear in the hysteresis curves which results in a small in-
crease of coercivity and a decrease of remanence polarisation is observed. It is apparent that 
for an increasing number of load cycles, the amount of magnetic field strength to reach the 
same magnetic polarisation increases as well. This is valid both for low and high magnetising 
frequencies (Fig. 3). 

An influence of the stress level is also apparent for a constant number of load cycles 
(Fig. 4). While for the stress levels up to 165 MPa, the shear of the hysteresis curves is in-
significantly small, the variation for higher stress levels is obvious. This behaviour can be 
explained by a larger variation in the microstructure at higher mechanical stresses. 

Fig. 5 depicts the trend of the different magnetic properties such as coercive field, rema-
nence polarisation and specific losses for various stress levels depending on the number of 
cycles for two operating points (f = 50 Hz, Jmax = 1.5 T and f = 400 Hz, Jmax = 1.5 T). 
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The behaviour of the magnetic properties can be separated into three stages which can also 
be found in the literature [14, 16]: 

 

 

(a) f = 50 Hz and Jmax = 1.5 T (b) f = 400 Hz and Jmax = 1.5 T 

Fig. 3. Hysteresis curves of stressed samples depending on the number of load cycles N  
for σmax = 249 MPa 
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(a) f = 50 Hz and Jmax = 1.5 T (b) f = 400 Hz and Jmax = 1.5 T 

Fig. 4. Hysteresis curves of stressed samples depending on the mechanical stress level σmax 
 for N = 100 000 

 
During the first percent of the fatigue life-time, the dislocation density increases which is 

indicated by an increase of coercivity, i.e. fatigue hardening occurs. This behaviour is obser-
vable for all studied stress stages. The occurrence of fatigue hardening is typical for heat-
treated materials [14]. At the same time, the remanence polarisation is decreasing. At this 
stage, an increase of losses, i.e. increase of coercivity and decrease of remanence, is apparent, 
seemingly due to the negative effect of an increase of the dislocation density inside the 
material. 

In the next stage, between 100 000 and 250 000 cycles, the magnetic properties remained 
almost unchanged for stress levels of 83 MPa and 165 MPa. Because of the more progressed 
fatigue process for 249 MPa, this behaviour is not observable for this stress level. At this 
stage, the number of dislocations stays almost constant which results in the constant magnetic 
properties. The existing dislocations tend to move to the surface of the specimen [14]. 

In the last stage, the magnetic properties are altered significantly. Due to the fatigue 
progress, micro cracks are formed and propagate within the material before creating a final 
crack and failure of the material. 
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(a) Coercive field for f = 50 Hz and Jmax = 1.5 T (b) Coercive field for f = 400 Hz and Jmax = 1.5 T 

 

(c) Remanence polarisation for f = 50 Hz  
and Jmax = 1.5 T 

(d) Remanence polarisation for f = 400 Hz  
and Jmax = 1.5 T 

 
(e) Specific losses for f = 50 Hz and Jmax = 1.5 T (f) Specific losses for f = 400 Hz and Jmax = 1.5 T 
Fig. 5. Coercive field, remanence polarisation and specific losses at different stress levels depending  

on the number of load cycles at various operating points 
 
The magnetic properties are strongly depending on the crack size [15]. It is apparent that 

for a higher stress level, the final fatigue state is reached for a smaller number of cycles while 
for a low stress level, the final fatigue stage is not reached yet, observing the small variation in 
magnetic properties for 83 MPa. 

Although the variation of the magnetic properties is only a few percent, a clear trend is 
observable validated by different magnetising frequencies. Compared to the influence of static 
stress on the magnetic properties, the influence of cyclic stress is seemingly low. 

Fig. 6 depicts the mean values and corresponding standard deviations for each measu-
rement of the six original specimens for one stress level and number of cycles at one magnetic 
operating point. Due to the fact that the mechanical cyclic load is subject to statistical 
uncertainties, a wide variation for each measurement can be observed. Another reason is the 
small width of the specimen (30 mm) which is crucial for the SST which requires samples 
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with a width of 120 mm. Nevertheless, a clear trend is observable which is validated by the 
more exact measurements with the merged sample of 120 mm as well. 

 

 

(a) Coercivity (b) Remanence polarisation 

 

(c) Specific losses 

Fig. 6. Mean value (x) and standard deviation of the measurement of the magnetic properties for original 
samples for J = 1.5 T, f = 50 Hz and σmax = 249 MPa 

 
According to this study, the fatigue-depending behaviour of the magnetic properties of 

electrical steel sheet cannot be neglected. In particular, in the first percentage of the fatigue 
progress to 100 000 load cycles, a large variation in magnetic properties is observed. The 
effect on the hysteresis curves and the iron losses can lead to different machine behaviour after 
a certain time of operation, depending on the cyclic load which affects the stack laminations. 
For example, fatigue can be induced by centrifugal forces that cause mechanical stress within 
the stack lamination or by electromagnetic forces causing mechanical stress in stator teeth and 
rotor edge. Regarding the rotor of an electrical machine with higher speeds (e.g. traction 
drives of electric vehicles), mechanical tensile stresses up to the yield strength of the steel 
sheet material, e.g. 320 MPa can occur. Examining the results of this study, the magnetic 
properties of the areas with high mechanical stresses are altered more intensively. Even 
though rotors of electrical machines are not loaded with a large number of cycles which 
initialise cracks, there is a large variation in magnetic properties for low number of cycles. 

As a result of this study, it is evidenced that the influence on the magnetic properties of 
non-oriented electrical steel sheet is depending on the number of load cycles and stress level. 
Since the fatigue process is more intensive for mechanical stress levels closer to the yield 
strength of the material, i.e. the final failure occurs after a smaller number of cycles, the 
deterioration of magnetic properties is larger in the area of high mechanical stresses. For 
example, in permanent-magnet synchronous machines with a higher speed, the rotor stiffness 
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is influenced by the position and geometry of the magnet pockets. Operating the machine with 
cyclic speeds, thin bridges and notches lead to high mechanical stresses and material fatigue in 
the materials. As a consequence, the magnetic properties alter due to static stress and cyclic 
stress. Furthermore, mechanical fatigue can produce changes in the microstructure which lead 
to micro cracks and component failure. Additional influences such as the mechanical stress 
due to electromagnetic forces or the mechanical stress induced by cutting and punching of the 
electrical steel sheets can lead to an accelerated fatigue progress. 

 
 

4. Conclusions 
 
In this paper, the effect of cyclic stress on the magnetic properties of electrical steel sheet 

is studied. The relation between magnetic properties and fatigue state is presented. Particu-
larly, for a small number of load cycles, the variation in the magnetic properties is higher 
when compared to a high number of cycles. The stress level also shows an influence on the 
intensity of variation at larger mechanical load. 

In this study, three typical fatigue states have been identified and explained by changes in 
the microstructure and occurrence of micro cracks within the electrical steel sheet. The results 
of fatigue-depending magnetic measurements of different steel materials of other authors 
support the observed results [14, 16]. Compared to the influence of static mechanical stress, 
the influence of cyclic stress is low. The influence of the superposition of cyclic and static 
stress on the magnetic properties has to be analysed. 

The study will be continued for a smaller number of cycles (N < 10 000) because the re-
sults show a large variation in magnetic properties in the first fatigue state. The used measu-
rement approach, combining cyclically-loaded specimens and a standardised magnetic SST 
lead to appropriate measurement results which is comparable to other measurement techniques 
such as presented in [17]. 

This study is done by rectangular specimens loaded in a uniaxial way and magnetic 
measurements collinear to the rolling direction. Neither the influence multiaxial loadings nor 
rotating magnetic fields are covered within this study. Further investigations with different 
measurement equipment such as a rotating SST and notched specimens will be performed. For 
additional studies, a higher number of specimens will be used to provide trends with a higher 
statistical value. 

Depending on the state of an electrical machine’s operational life and its cyclic mechanical 
loads, the magnetic properties are altered in a noticeable way, i.e. the iron losses and coercive 
field are increased while the remanence polarisation is decreased. Particularly for a number of 
cycles up to 100 000, the largest variation in properties is overserved. For example, the total 
iron losses increase about 4% when compared to the initial state at 400 Hz. For the operational 
life of electrical machines, it can be assumed that the overall efficiency and the machine’s be-
haviour due to a variation in the magnetic flux path may be changed. 
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Abstract: This article deals with magnetic nano-fluids, which are the part of transformer 
oil ITO 100 and their behavior is influenced by a permanent magnetic field. We perfor-
med an IRC analysis in the time domain on the three different samples. Measurements 
were made before and after radiation of an electromagnetic field. The main objective was 
to examine changes in the properties of the samples due to the influence of the electro-
magnetic field. The measurements depend on the orientation of the external magnetic 
field. This behavior occurs especially during the structuring of the nanoparticles in the 
sample exposed to the magnetic field. These processes change the polarization of the 
liquid because the nanoparticles concentration is contained in the fluid. 
Key words: ferrofluids, electromagnetic radiation, oxidation stability, transformer oil  

 
 
 

1. Introduction 
 
The condition of the insulation is an essential aspect for the operational reliability of power 

transformers, generators, cables and other high voltage equipment. The power transformer is 
expensive and vital equipment in the transmission and distribution grid and its life is predo-
minantly determined by the condition of the insulation system. During its operation, this 
system is continuously subjected to thermal, electrical and chemical stresses etc. [1, 5]. 

Electrical insulation and the heat transfer are important properties of the liquids used in the 
transformers. New liquids, e.g. silicone or esters, are used in the special-purpose transformers. 
These liquids such as seed-oil-based ones are more environmentally friendly, but absorb more 
moisture. Actually, a large majority of the transformers have their insulation systems consist-
ing of the cellulose paper and the mineral oil. The mineral oil has good oxidation stability and 
a poor moisture absorbing property due to inhibitors, but his disadvantage rests in the low 



                                                    M. Pavlík, L. Kruželák, M. Mikita et al.                                  Arch. Elect. Eng. 362

thermal conductivity and this factor has an influence on the thermal loading property of the 
device [2, 4]. From the chemical point of view, the mineral oil is a mixture of the naphthenic, 
paraffinic and aromatic hydrocarbons. A fire point of mineral oil is approximately 160EC, 
which is lower than the fire point of ester – approximately 300EC [3]. It was provided by 
comparison of the mineral oil with the vegetable oil. When compared to vegetable oils, 
permittivity measured for the new mineral oil was εr = 2.9. New environmentally friendly 
products and limited petroleum resources are an impulse for many researchers to replace 
mineral oils by vegetable oils or to improve the thermal and insulating properties of mineral 
oils. For the improvement of the cooling and isolation properties, the transformer based 
magnetic nano-fluid (MN) was proposed and tested. Ferrofluid [8] is one of such MNs. 

The ferrofluids exhibit special properties that make them suitable for many technical and 
medical applications. Some of these properties are determined by the particular physics of 
small-sized magnetic nanoparticles [18]. Therefore, it is important to search for better methods 
and theories describing the physical behavior of these liquids, and in particular, induced 
structuring of magnetic particles [12, 15]. 

Many physical properties of the magnetic fluids observed while influenced by the mag-
netic field reveal, that clusters of constituent magnetic particles exist, which results in various 
anisotropic properties [16]. Therefore, an understanding of the clustering phenomena in 
magnetic fluids is important when explaining the physical properties of magnetic fluids while 
being subjected to the external electromagnetic field [11, 14]. 

These ferrofluids consist of the carrier fluid (transformer oil), nanoparticles and a hydro-
phobic single layer of oleic acid as a surfactant. The surfactant has a role of covering the nano-
particles and it prevents their contact from each other, thus the creation of clusters. Magnetite 
(Fe3O4) was used as nanoparticles. The creation procedure was developed in the article [7]. To 
estimate the effective electric permittivity of MN εMF the Maxwell-Garnett formula was used 
for a mixture with spherical inclusions [8]. 

 ( )ITONPITONP

ITONP
ITOITOMF ε−εϕ−ε+ε

ε−ε
ϕε+ε=ε

2
3

 (1) 

where: εITO and εNP are the electric permittivity of the transformer oil and nanoparticles of 
magnetite. The φ is a solid volume fraction of magnetite nanoparticles [17]. 

In the article [9], EMR is exactly used for thorough dispersion of nanoparticles while 
producing ferrofluid with a carrier fluid (ester). After the thermal aging of the samples, it is 
proved that the surfactant degrades and the particles start to agglutinate into the clusters 
[10, 15]. In the case of insulating liquids this phenomenon is undesirable because of pola-
rizability and the resultant breakdown of dielectric material that has a destructive impact on 
the transformer [13, 19]. 

This fact is a motivation for this article, where the impact of EMC radiation on the ferro-
fluid and potential partial breakdown of the nanopartical clusters are observed. This pheno-
menon may partially revitalise or accelerate degradation of the ferrofluid. The revitalization is 
observed by the time domain spectroscopy (polarization and depolarization current) [10, 
16-17]. 
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2. General knowledge about the experimental method 
 
With time domain spectroscopy, it is possible to investigate the slow polarization proces-

ses. It is a way of measuring the polarization and depolarization of currents (PDC) with a DC 
voltage step [6]. 

The electric field is generated by an external voltage u (t) and it is applied on the dielectric 
material. The current through the dielectric material can be expressed as (2) 
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where, C0 is the geometrical capacitance of the dielectric material, u (t) is the step voltage, σ is 
the DC conductivity of the dielectric material, τ is the time constant, ε0 = 8.852·10–12 F/m is the 
permittivity of a vacuum, εr is the relative permittivity of the dielectric material and f (t) is the 
response function of the dielectric material [9]. 

As a result of the influence of the DC electrical field on the insulation, is the electric 
current influenced with conductive processes. This effect is characterized by leakage of the 
current and polarization processes, which are characterized by absorption of the current that 
flows through dielectric. Charging current in (t) flowing through the dielectric is expressed by 
the formula:  

 vacn itititi ++= )()()( , (3) 

where: ic (t) is the capacitive component of the current, ia (t) is the absorption component of 
the current, iviis the conductive component of the current. 

 

Fig. 1. Time course of the charging 
 and discharging currents [4] 

 
The total current i (t) flowing through the dielectric can be expressed as the sum of all ele-

mentary relaxation currents. It exponentially decreases over time and is determined as: 
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where: U is the applied direct voltage, R is the insulation resistance over ∞ time, Imi is the 
amplitude of the i-th elementary current, τi  is the time constant of the i-th elementary current, 
n is the number of elementary currents [11]. 

 
 

3. Realization of experiment 
 
The electric power transformers are sometimes placed in the vicinity of transmitters for 

mobile communications and their radiation can affect these transformers. By using the con-
ventional transformer oil the electromagnetic radiation has no effect. Power engineering de-
velops new and better insulation materials, such as magnetic fluid, that is one of them. In the 
future, magnetic fluids could replace the transformer oil. Our aim was to determine whether 
high frequency of electromagnetic field radiation had any influence on the magnetic fluids. 
Therefore, we have chosen a frequency of 900 MHz since it is used by mobile operators.  

The aim of the measurement was to determine the impact of the electromagnetic field on 
magnetic ferrofluids at room temperature (20EC) without the influence of an external electro-
magnetic field. For the measurement, the KEITHLEY K617 device was used with a measuring 
voltage of 100 V intended for measurements of charging and discharging currents. The mea-
suring devices and the circuit configuration is shown in Fig. 2. 

 

Fig. 2. Circuit configuration 
for measurement 

 
Used measuring devices are very susceptible to electromagnetic interference (EMI). For 

that reason, measurements were carried out in the non-reflective EMC chamber, which pre-
vents against permeability of EMI from the environment. Three selected samples of magnetic 
fluids were submitted to PDC analysis, while the charging and discharging currents were 
measured. The measurements were automated by the Agilent VEE software. The measured 
values were recorded during the measurements. The magnetic fluid has been drawn up in con-
centrations that are expressed using magnetization. A manufacturer doesn’t define the volu-
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metric representation of particles in magnetic fluid and defines only the size of magnetization 
of individual samples. The labeled samples were called Gauss 10, Gauss 25 and Gauss 50 and 
the concentration of particles in the individual magnetic fluids did not exceed 5%. The 
container, which is shown in Fig. 3 and which was used for measurements, contains the 
system of flat electrodes. 

 

Fig. 3. Preparation for 
measurement of samples 

 
The used container should have a volume of approximately 75 ml with the two circular 

electrodes. The diameter of each electrode was 20 mm and the distance between the electrodes 
was 1 mm.  

Afterwards, we have measured individual samples which were exposed to the electromag-
netic field. Each measurement was repeated for comparison of the results. 

The samples were placed in a non-reflective EMC chamber because of exterior influences. 
The antenna was connected with Analog Signal Generator Agilent MXG N5183A. The power 
amplifier was connected to an analog signal generator. Radiation power of electromagnetic 
field was set at 30 W at a frequency of 900 MHz. All samples were irradiated during 100 
hours. 

The measurements of the individual samples were repeated three times. The resulting 
values of charging and discharging currents were averaged. 

 
 

4. Evaluation of measured results 
 
At processed results, there can be seen that the curve of charging currents is slightly de-

formed. The size of the bending depends on the percentage of magnetic particles in the mag-
netic fluid. These anomalies are probably caused by dielectrophoresis. 

For the sample GAUSS 10, the anomalies are much smaller than for the other samples. 
This is due to the fact, that concentration of magnetic particles is lower in this particular 
sample and therefore it creates less chains which has a great influence on the charging current 
of the samples.  

When comparing the charging currents of irradiated and non-irradiated samples, it is clear 
that the irradiated sample shows more anomalies than the non-irradiated sample. Increased 
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occurrence of these anomalies is likely to be caused by irradiation of the samples. This ra-
diation has an influence on the magnetic particles contained in the magnetic fluid.  

 

Fig. 4. The graphic dependence of 
the charging current on the time, 
the sample GAUSS 10 before the 
influence of electromagnetic radia-
tion (EMR) and after the influence 

of EMR 

 
This electromagnetic radiation has a high frequency and power. The magnetic particles 

under the influence of an electromagnetic field are heated and these overheated magnetic 
particles release the chains of surfactant. These surfactants deteriorating the properties of the 
magnetic fluid. 

 

Fig. 5. The graphic dependence of 
the charging current on the time, 
the sample GAUSS 25 before the 
influence of EMR and after the in- 

fluence of EMR 

 
The volumetric representation of magnetic particles is much greater in the samples 

GAUSS 50 and GAUSS 25 than in the sample GAUSS 10 and the volume of surfactants is 
greater, too. 

 

Fig. 6. The graphic dependence of 
the charging current on the time, 
the sample GAUSS 50 before the 
influence of EMR and after the in- 

fluence of EMR 
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From graphic results of discharging currents in the individual samples, it can be seen that 
the discharging in the sample GAUSS 10 is much steeper than in the samples GAUSS 25 and 
GAUSS 50. These differences are caused by chains that were formed while charging of the 
samples. These chains create a stable structure, causing that the depolarization of the samples 
was carried out slowly. This phenomenon is more noticeable in the samples GAUSS 25 and 
GAUSS 50, which is associated with the greater volumetric representation of the magnetic 
particles. 

 

Fig. 7. The graphic dependence 
of the discharging current on the 
time, the sample GAUSS 10 
before   the  influence  of   EMR 
and after the influence of EMR 

 
When comparing the same samples before irradiation and after irradiation of the electro-

magnetic field, we can see the change in discharge characteristics of the current. The most 
significant change is observed in the sample GAUSS 10, this radiation has an impact on the 
magnetic particles, as well. 

 

Fig. 8. The graphic dependence 
of the discharging current on 
the time, the sample GAUSS 25 
before   the  influence  of   EMR 
and after the influence of EMR 

 

Fig. 9. The graphic dependence of 
the discharging current on the 
time, the sample GAUSS 50 before 
the influence of EMR and after the 

influence of EMR 
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As mentioned, under the influence of an electromagnetic field, the magnetic particles are 
heated up, that causes that weaker bond between the surfactant and the magnetic particles was 
disrupted. Increasing release of the amount of surfactant molecules in the magnetic fluid, 
caused deterioration of dielectric properties of the magnetic fluids.  

The minor differences are observed in the irradiated and non-irradiated sample for samples 
GAUSS 25 and GAUSS 50, which are associated with the clusters formation of magnetic 
particles. 

 
 

5. Conclusion 
 
The main objective of this paper was to investigate whether electromagnetic radiation has 

an influence on the degradation of parameters of the magnetic fluids. In this experiment, three 
samples of magnetic fluids were used. To determine the state of liquid, PDC analyses were 
executed in the time domain. Individual samples were measured before and after the influence 
of an electromagnetic field. The results were graphically processed and compared. Experi-
ments showed that electromagnetic radiation at a frequency of 900 MHz and power of 30 W 
had a negative influence on the magnetic fluids. Since power transformers generate electro-
magnetic fields with a frequency of 50 Hz, it would be advisable to verify experimentally the 
influence of the electromagnetic radiation at a frequency of 50 Hz. 
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Abstract: This article presents a study of an AC voltage stabilizer based on a three-phase 
hybrid transformer combined with a matrix converter. The proposed solution is used to 
control AC voltage amplitude and phase shift. By adjustment of these voltage parameters 
we can reduce the effects of overvoltage, voltage dips or lamp flicker. Such negative 
phenomena are very significant, particularly from the perspective of the final consumer 
and sensitive loads connected to the power network. Often the voltage in the power 
system can be adjusted using a mechanical or thyristor controlled regulator, which in  
a stepwise manner switches the taps of the electromagnetic transformer. The method for 
obtaining continuous control of the voltage magnitude and phase shift with the use of  
a conventional transformer with two output windings and a matrix converter is presented 
in this paper. The operating principles, mathematical model and properties of the pro-
posed voltage stabilizers are discussed in this paper. The main part of the article will be 
devoted to the mathematical model which is based on an averaged equation. Computer 
simulation results are presented and compared with the results of a mathematical study. 
Key words: AC voltage stabilizer, averaged model, hybrid transformer, matrix converter  

 
 
 

1. Introduction 
 
Electric Power Quality (EPQ) is a term that refers to the maintenance of a near sinusoidal 

waveform of power distribution bus voltages and currents at rated magnitude and frequency. 
Moreover, modern systems in industrial plants are based on high-tech equipment for increased 
productivity and this requires high quality electrical power. In addition, poor quality electricity 
can also cause damage to domestic electronic equipment, which more often than not now has 
miniature and large-scale integration of electronic circuits. Voltage sags are among the most 
significant power quality problems impacting on sensitive industrial and home equipment. 
Power quality standards define and classify voltage disturbances [1, 2]. A large number of 
scientific papers are also dedicated to the issue of voltage disturbances in the power grid 
[3, 4]. Power quality problems occur due to various types of electrical disturbances. Most of 
the EPQ disturbances impact on amplitude or frequency or on both. Voltage sags and inter-
ruptions are common phenomena resulting from network faults and dynamic load changes. 
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Voltage sags are rms/magnitude reductions in the AC voltage for a duration ranging from  
a half-cycle to several dozen seconds.  

In modern power systems, operators should prevent the causes and mitigate the effects of 
voltage distortion. The best possible solution for customers might be the installation of miti-
gation equipment for voltage disturbances. There are many solutions for power systems. The 
most common devices are tap changers (mechanical or solid-state) in electromagnetic trans-
formers [5, 6]. The second most common group consists of power electronic devices, which 
continuously stabilize the voltage at the point of common coupling (PCC) [7, 8]. Such solu-
tions are often called Custom Power Devices (CPD). There are two main methods for com-
pensation of voltage-disturbances in power systems using power electronics devices: current 
oriented parallel devices (STATCOM-static synchronous compensator, SVC-static VAR com-
pensator); and voltage oriented series devices (DVR-Dynamic Voltage Restorer) [9, 10]. In 
this article only series compensation systems will be considered. The Dynamic Voltage Res-
torer (DVR) is one of the most efficient CPDs used to compensate fast voltage sags and over-
voltages at PCC [9]. The DVR devices inject a voltage of the required magnitude, phase angle 
and frequency in series with the load. In this way the DVR maintains the set amplitude and 
waveform for the voltage at the load, even when the source voltage is distorted or unba-
lanced [7]. 

The concept of a hybrid transformer (HT) is defined as a combination of a classical elec-
tro-magnetic transformer with a power electronics converter. The literature describes a few 
concepts of HT with shunt connected converters, series connected converters and a combina-
tion of series and shunt connected converters [11-13]. The conception of the HT presented in 
this paper is based on a structure with a series connected converter. In the proposed HT the 
matrix converter (MC) is used [14, 15]. Generally, the three-phase MC is a single-stage con-
verter with an array of nine bi-directional switches. In order to ensure good performance, the 
MC should have a LC source filter to minimize the high frequency current distortion. The MC 
is a power device without a DC energy storage element. The DC energy storage element used 
in classical frequency converters with a voltage source inverter (VSI) is the main factor in-
creasing size, weight and cost of the converter [15, 16]. Furthermore, this energy storage in the 
form of electrolytic capacitors is the most frequently damaged element in operational service. 
Elimination of the DC energy magazine will increase the reliability of the proposed voltage 
compensator. 

A preliminary study of the properties of the proposed MC based HT is presented in [12], 
where the idealized properties are shown. In addition, several similar solutions of AC voltage 
controllers for compensation of overvoltage and voltage sags (also based on the HT) are pro-
posed in [10, 11, 13, 17-21]. In the HT solution proposed in [11, 17] the PWM AC/AC matrix 
and matrix-reactance choppers are used [15]. The proposed choppers are employed for 
adjustment of the RMS value of the output voltages, excluding the possibility of output vol-
tage phase shift adjustment. Using the HT with the matrix converter we obtain the possibility 
to control both the amplitude (or RMS value) and phase shift of the HT output voltages. This 
additional degree of regulation offers new possibilities for the application of the proposed 
solution, as previously shown in [12]. 
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The main purpose of this paper is to describe the basic operations, based on the averaged 
mathematical model [22, 23] and simulation investigation, of the proposed HT with a space 
vector modulated (SVM) matrix converter. The simulation and theoretical results will be 
analysed and compared. In addition, the paper presents an application of the proposed HT to 
voltage sag compensation at the PCC in balanced and unbalanced conditions. 

 
 

2. Principles of the proposed solution 
 
As illustrated in Fig. 1, the proposed hybrid transformer consists of two main units:  

a three-phase matrix converter [14] and a conventional transformer. The transformer has two 
taps for each of the output phases. The first tap (a1, a2, a3-the names of first taps in each phase) 
is connected with the corresponding matrix converter input filter terminal (LF, CF). Both the 
primary and secondary windings a1, a2, a3 are in star-connections (Fig. 1). Subsequent second-
dary windings (b1, b2, b3-the names of second taps in each phase) are connected in series with 
the corresponding MC output terminals. The voltage turn ratios of the windings a1, a2, a3 and 
b1, b2, b3 are equal to na = 4/3 and nb = 2/3, respectively. The voltage gains have been adopted 
from the previous publications presenting HTs with AC choppers [11, 17]. It is possible to use 
other transformer turn ratios, as will be mentioned in the summary. The HT output voltage is 
the sum or result of the MC output voltage and output voltage of windings b1, b2, b3. In order 
to extract the fundamental component of the MC output voltage, a low-pass LL, CL output filter 
is employed. 

 

 
Fig. 1. Proposed hybrid transformer with MC and passive load 

 
The MC output voltage is adjusted using voltage gain q and the voltage phase shift φL. The 

maximum HT output voltage is achieved when the MC output voltages (uMC1, uMC2, uMC3 are 
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voltages at the output of LL, CL filter) have the same phase as voltages ub1, ub2, ub3. If the 
source voltages are given as follows: 
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then the HT output voltages (for an ideal transformer without LC filters) are described by Eq. 
(2), where US, UL represent the amplitude of the input and HT output voltage, respectively, φS, 
φL, φ represent the phase shift of the input voltage, MC output voltage and HT output voltage, 
respectively. To determine the exact HT voltage transmittance, it is necessary to describe  
a mathematical model that takes into account the parameters of components used in the LC 
filters and the MC modulation strategy. 
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The Space Vector Modulation (SVM) technique is the most frequently used modulation 
strategy for MC applications [14, 22]. The instantaneous space vector representation of load 
voltages (uOL) and source currents (iS) in the MC is presented as follows: 
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The SVM method for the MC has been described many times in various publications (e.g., 
[14, 22]). In this article there will be indicated only the basic formulas, useful for creating 
mathematical models. The reference space-vectors uOL and iS are constructed by selecting four 
basic “nonzero vectors” and one “zero vector”, used during the appropriate time intervals 
within the switching period TSeq. The required modulation duty cycles for the corresponding 
“nonzero vectors” are given by Eqs. (4) [22]: 
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where: φi is the input displacement angle, α0 and βi are the position angles of the output 
voltage and input current vectors, respectively, measured from the bisecting line of the cor-
responding sectors of the complex coordinate system, which are limited as follows:  
–π/6 < α0 < π/6, –π/6 < βi < π/6. The disadvantage of the MC is its limited voltage gain, which 
for the SVM is equal to qmax = 2/3 ≈ 0.866. 
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Knowing the maximum voltage gain of the MC and voltage turn ratios of the transformer 
windings na and nb, it is possible to determine the idealized expressions for the maximum and 
minimum HT output voltage [12]. The maximum HT output voltage for na = 4/3, nb = 2/3 and 
an MC with SVM is defined by Eq. (5), whereas the minimum for the MC output voltage 
phase shift equals 180 deg, and is defined by Eq. (6). The relations between voltage phasors 
for U 

L = U 
Lmax, U L = U Lmin and U Lmax< U L < U Lmin for φL ≠ 0, are shown in Fig. 2. The vol-

tage adjustment range is limited by a circle, as shown in Fig. 2. It shows that in the proposed 
solution it is possible to compensate both voltage sags and overvoltage with the ability to 
control the phase shift of the output voltage. 
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(a) 

 
(b) 

 
(c) 

Fig. 2. HT voltage phasors for na = 4/3 and nb = 2/3 and SVM: UL = ULmax for φL = 0° and qmax = 0.866 (a); 
UL = ULmin for φL = 180° and qmax = 0.866 (b); ULmax< UL < ULmin for φL ≠ 0° and qmax< 0.866 (c) 

 
The mathematical description and characteristics presented above are defined in the ideali-

zed case, without influence of the LC filter and transformer parameters. For a precise depic-
tion the properties of the analyzed system require a detailed mathematical model, which will 
be shown in the next section. The main problem in providing a detailed mathematical 
description of the analyzed HT is the inclusion of the modulation pattern of the MC switches. 
The proposed modelling process will be based on the state-space average model [22, 23]. 

 
 

3. Modelling theory 
 
The presented mathematical model is based on the state-space equations for the averaged 

variables which are described by (7) [22]. 

  ( ) ( )dd
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BxAx +=
d
d

, (7) 
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where: x  is the vector of the averaged state variables, A(d)  is the averaged state matrix, B(d)  
is the averaged input matrix. This model is created by averaging of state variables in the 
sequence period TSeq for all switch combinations of the analysed converter. The elementary 
averaged models for each switch combination are defined for the relative duty cycles 
dk = t k /TSeq, as is shown in Eq. (8), where x represents the vectors of the state variables; Ak (t) 
and Bk (t) are the state matrix and input matrix for k–th switch configuration respectively. The 
state-space average Eq. (9) for an MC can be represented by 27 elementary averaged models: 
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d
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The coefficient dk is the degree of occurrence of all the possible configurations, and de-
pends on the switch modulation strategy. In an SVM MC only 21 switch configurations are 
used; 18-active, and 3-zero [22]. Furthermore, the pulse duty factors dk for MCs are a time 
variable, therefore the presented model is a time-varying one [23]. Using the transformation 
matrix K (10) we obtain the time-invariant model in the d-q rotating frame. Because the HT 
output voltage frequency is equal to the supply voltage frequency, then K is defined only for 
the supply voltage frequency, unlike MC models operating as a frequency converter [22, 23]. 
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On the assumption of symmetry of HT components, we obtain the final version (11) of the 
averaged models. 
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The solution of Eq. (11) for general conditions and for the steady state is described by (12) 
and (13) respectively [23], where Y0 represents the initial values of state variables, and I is the 
unit matrix.  

  ( ) ( ) ( )( )BIeAKYKex AA −−+= −−− tt ΩΩ Ω 1
0 , (12) 

  ( ) BAKx 1−−−= Ω . (13) 

The proposed model of the HT should take into account the MC switch modulation stra-
tegy. For the SVM of MC switches what should additionally be taken into account is the offset 
voltage uNn (Fig. 1) [22]. Description of averaged state equations is connected with the calcu-
lation of the averaged pulse duty factor for each MC switch SjK, which is described by (14). 
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The SVM of an MC is described in many publications, e.g., [14, 22], thus switching 
relations and vector definitions are not shown in this paper. All names of voltage and current 
vectors, presented later in this article, are compatible with the names presented in the article 
[22]. In order to determine the voltage uNn, consider the switching sequence in the sectors 
Si = 1 and SO = 1. The switch configurations are as follows: +9, –7, –3, +1, and matrix switches 
are switched-on successively by a related time scheme: 

  IVIIIIII dddd →→→ . (15) 

Then, the transformation matrix D (14) is determined as follows: 
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The same procedure is given for the other sectors with combined Si and SO. Offset voltage 
uNn in the averaged model of the MC with SVM is described by (17) and (18). 

  ( )
3

cba
N

uuuu ++= , (17) 

 
( ) ( ) ( )

CBA
CcCbCaCBcBbBaBAcAbAaAN ususus

uddduddduddd
u 3213

++=
++++++++

= , (18) 

where:  

  
3

,
3

,
3 321

cCbCaCcBbBaBcAbAaA ddd
s

ddd
s

ddd
s

++
=

++
=

++
= . 



                                                                           P. Szcześniak                                                     Arch. Elect. Eng. 378

Taking into account expressions (14) – (18), the final state–space averaging Eq. (9) of the 
HT with the SVM MC are described by (19). 
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4. Validation of HT averaged model 
 
Static characteristics obtained from the mathematical model (19) are presented in Fig. 3. 

The voltage gain KU as a function of the setting of the MC output voltage phase shift φL for 
different MC voltage gains q is show in Fig. 3a. The adjustment range of the amplitude of the 
HT output voltage is shown with 3D characteristics in Fig. 3b. As can be seen from these 
characteristics, it is possible to obtain the amplitude of output voltage UL equal to the ampli-
tude of source voltage US, with and without a phase shift between source and output voltages. 
It should also be noted that it is possible to obtain an output voltage equal to zero for q = 0.5 
and φL approximately equal to 220°. Then, the matrix converter output voltage is shifted by 
180° relative to the voltage ub of the transformer secondary winding and has the same ampli-
tude. An output voltage in antiphase to the mains voltage it also achieved.  

The general function of the HT is compensation of AC voltage sags and overvoltage. Thus, 
the HT works as a power transformer with a dynamic voltage restorer (DVR) function. Exam-
ples of AC voltage stabilization during a 70% source voltage sag and 120% source overvol-
tage, using the HT with the MC are presented in Fig. 4a. As can be seen in the presented time 
waveforms (Fig. 4a), the moments of start and end of the voltage sag or overvoltage are 
almost imperceptible, because both amplitude and phase shift δ are compensated. A large 
number of voltage sags in the power network are single-phase or unbalanced sags, resulting 
from a single-phase short circuit to ground, a two-phase short circuit or a two-phase short 
circuit to ground [3, 4]. The analysis of this type of compensation requires a complex form of 
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power converter switch modulation strategy. Fig. 4b shows the simulation results of unba-
lanced sag compensation using the proposed HT. Before and during the disturbance the output 
voltages have constant amplitude, but there can be seen some deformation in the shape of the 
output voltages – low harmonic distortion [24]. In addition, simulation time waveforms of 
voltages in the system for unbalanced and nonlinear loads are shown in Fig. 6. For unbalanced 
load (Fig. 6a), the HT allows compensation of voltage sag and overvoltage with a similar 
accuracy as for a symmetrical load (Fig. 5a). It should be noted that, for non-linear loads there 
is considerable distortion of the output voltage (Fig. 6). All the presented simulation wave-
forms were obtained in an open control loop, since the main aim of this article was to describe 
the basic properties of the HT. Using a closed control loop a reduction in output voltage dis-
tortion is to be expected. 

All theoretical and simulation studies have been done using the following parameters: 
source voltage 230 V/50 Hz, input and output filter inductance and their resistances LF = LL 

= 1 mH/0.01 Ω, input and output filter capacitance CF = CL = 20 μF, switching frequency 
fSeq = 5 kHz and simulation step Tp = 1 μs. It should be noted that in the simulation inves-
tigation idealized bidirectional switches are used. None of the commutation strategies of bidi-
rectional switches that are commonly used in MCs ([14, 25]) are used in the simulation model. 
Different commutation strategies in an MC are used to provide the correct current switching 
pattern for bidirectional switches and to eliminate distortion in the voltage and current wave-
forms, which occurs when the “dead time” between two control signals is used [25]. 

The proposed solution of an HT with an MC has some drawbacks, related to the connec-
tions of the HT to the same system in which there is a grid fault. Because the system has no 
energy storage element, the HT needs a minimum network voltage to work properly and it 
may not be able to compensate very deep sags [16].  

 

 
(a) 

 
(b) 

Fig. 3. Voltage gain KU of HT as a function of: output voltage phase shift φL for different MC setting 
voltage gains q (a), output voltage phase shift φL and MC voltage gain q (b) 

 
Fig. 6 compares the simulation results obtained in Matlab Simulink software for the pre-

sented HT and the resulting averaged models in transient states. To provide a meaningful com-
parison of the simulation model and the averaged model, the corresponding time waveforms 
of output voltage uL2, obtained from both models are juxtaposed in one graph. The correspond-
ing results from both models agree very well with and validate the accuracy of the averaged 
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model versus the simulation model. Both results demonstrate good correlation, which con-
firms the usefulness of the analytical averaged method used in the analysis of the HT pro-
perties. 

 

 
Fig. 4. Simulation results of HT with MC as a voltage compensator: voltage time waveforms during 
balanced 70% source voltage sag, and 120% source overvoltage (a); voltage time waveforms during 65%  

unbalanced source voltage sag, which are the result of two-phase short circuit to ground (b) 
 
 

5. Conclusions 
 
This paper has presented a study of the properties and a mathematical averaged model of  

a three-phase hybrid transformer with a matrix converter. The electrical circuit scheme and its 
operational conditions have been described. Furthermore, a detailed mathematical model 
based on average equations for an MC with SVM has also been presented. The proposed HT is 
able to compensate voltage sags and overvoltage, as shown in the simulation investigation. 
Compensation of both amplitude and resulting voltage phase shift, even for asymmetrical 
deformations, is possible in the analyzed system.  

It should be emphasized that such a system may already be easily implemented to protect 
consumers in a power range equal to a few kVA. The next step of the research will focus on 
experimental applications in closed loop control, and define a compensation range of voltage 
sag and overvoltage. 
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Fig. 5. Simulation results of HT with MC as a voltage compensator during balanced 70% source voltage 

sag, and 120% source overvoltage, for unbalanced load (a), for nonlinear load (b) 
 

Fig. 6. Comparison of HT simulation 
and average models – time waveforms 
 of output voltage uL2, obtained during 
simulation process and average model- 

ling 
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Abstract: The non-uniform air gap in an electrical machine caused by rotor eccentricity 
creates an asymmetrical flux-density distribution in the air gap. This can affect the no-
minal torque produced by the machine. Eccentricity also produces forces that act on the 
rotor which may also have an effect on the torque. Thus, it is important to know how the 
torque of the machine behaves. In this paper, the torque of a cage induction machine is 
studied when the machine has dynamic eccentricity. The study is performed using the 
finite element method and a magnetic vector potential formulation. The torque is cal-
culated by the method of energy balance. The harmonic components of the torque are 
also analyzed. The results show that the machine under eccentricity does not exhibit the 
same torque as a normal healthy machine. The harmonic components around the first 
principal slot harmonic is most affected. 
Key words: cage induction machine, dynamic eccentricity, electromagnetic torque, ener-
gy balance, finite element method, harmonics 

 
 
 

1. Introduction 
 
The rotor of a radial flux electrical machine is ideally supposed to be concentric with the 

stator which may not be always true. The rotor may be shifted from the center point or it may 
also be whirling around the center point in a circular path at a certain frequency and with  
a small radius, as shown in Fig. 1. Conventionally, there are two types of eccentricity. Static 
eccentricity corresponds to the situation where the rotor is just shifted from the center point 
but does not make any whirling motion. In dynamic eccentricity, the shifted rotor also makes  
a whirling motion, i.e. the center point of the rotor rotates around the center point of the stator 
at a certain frequency and with a certain radius. Rigorous studies have been already done in 
the past to study the eccentricity in a cage induction machine, and the forces caused by it 
[1-3]. However, most of the literature focuses on an eccentric cage induction machine and the 
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forces and vibrations related to it. The unbalanced magnetic pull due to rotor eccentricity has 
also been a topic of investigation in the past [4-6]. The analytical models have been validated 
by experimental investigations. 

However, very few publications regarding the study of the behavior of the torque in the 
case of an eccentric machine were found. The electromagnetic torque of an electrical machine 
is very important since it is used to convert the electrical power into mechanical power to the 
shaft of the machine. The torque in eccentric switched reluctance machines was studied in [7]. 
[8] presents a study on a similar problem in the same type of machine. A brief discussion 
about the difference in the torque behavior of a healthy machine and an eccentric machine can 
be found in [9]. An analytical study of a similar problem for an induction machine has been 
done in [10]. Some studies have also been done for the induction machine under mixed ec-
centricity, which is a case when the machine has both static and dynamic eccentricities simul-
taneously. For instance, [11] presents the analysis of stator current under mixed eccentricity 
and also explains the influence of the load variations on different harmonic components in-
duced in the current spectrum due to the eccentricity. [12] employs the stator current spectrum 
for the diagnosis of the mixed rotor eccentricity and also presents the effect of mixed eccen-
tricity on the time variation of the torque. [13] briefly compares the peak value of the instant-
neous torque in the torque of an induction motor for a healthy case and cases with static, dy-
namic and mixed eccentricities but the results presented are not comprehensive enough to 
have a concrete conclusion. In this paper, we comprehensively investigate the effect of the 
dynamic rotor eccentricity on the electromagnetic torque of a cage induction machine nume-
rically, using finite element analysis. The analysis will be based on the average torque, time 
variation of the torque and the harmonic components in the torque waveform. 

The torque calculation using the finite element method (FEM) is very common, especially 
while designing an electrical machine and a handful of publications can be found about com-
puting the torque. There are methods based on the magnetic coenergy [14] and stored energy 
[15] but typically the Maxwell stress tensor method [16] and Coulomb’s method based on the 
principle of virtual work [17] are used for the numerical computation of torque. However, 
these methods do not ensure an accurate torque estimate in the case of an eccentric machine. 
When the torque is integrated over the elements in the air gap of the machine, the radius of 
integration is important. Generally, the radius of integration is taken by considering the geo-
metrical center point of the stator as the center, which, in the case of an eccentric machine, is 
not true. This has been explained figuratively in [18].  

In this paper, the method of energy balance has been used to compute the torque. This 
method is found to be accurate and insensitive to the type of mesh used in the air gap of the 
machine. Recently, a study compared the energy balance method and Coulomb’s virtual work 
method based on the type of discretization used in the air gap [19]. The average torque 
calculated from Coulomb’s virtual work method is dependent on the density of the mesh and 
the shape of the elements. It has also been seen to be affected by the uniformity of the mesh. 
In the case of dynamic eccentricity, the finite element modeling of whirling makes the non-
uniformity of the airgap inevitable in the air gap. Therefore, the use of energy balance method 
to compute the torque ensures a better accuracy. 
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Fig. 1. Forces due to eccentricity. Fr and Ft are the radial 
 and the tangential components of the force, respectively 

 
 

2. Method of analysis 
 

2.1 Time-stepping finite element method 
The magnetic field in the cross section of the machine is calculated by using two-dimen-

sional finite element analysis. The time-stepping method is based on the A – Φ formulation 
where A is the magnetic vector potential and Φ is the reduced electric scalar potential. The 
Maxwell field equations in the quasi-static state together with the constitutive material equa-
tions lead to the following equation to be solved in the cross-sectional geometry of the ma-
chine. 

  ⎟⎟
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⎝
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δ
δσ−=×∇υ×∇

t
AA)( , (1) 

where: υ is the reluctivity and σ is the conductivity of the material. One period of the funda-
mental frequency is divided into 800 time steps and second order triangular elements are used 
for the study. The whole mesh has 4290 elements and 8677 nodes. Part of the mesh showing 
the air gap region is shown in Fig. 2. The magnetic field in the machine is assumed to be two-
dimensional. The three dimensional end winding fields are modeled approximately by adding 
the end-winding impedances to the circuit equations of the windings. Trapezoidal rule is used 
for time integrations. The nonlinearity of the materials is taken into account by using a single 
valued magnetization curve. The details of the method have been presented in [20]. 

The movement of the rotor is taken into consideration by the moving-band technique. The 
center position of the rotor is forced to move along a circular path at a constant speed to model 
the dynamic eccentricity. In addition, the rotor was rotated at its mechanical angular speed 
around its geometrical center. 

An analytical derivation predicts that the eccentric rotor motion induces two eccentricity 
harmonics in the air-gap flux density [1, 21]. When expressed in the stator frame of reference, 
they are: 
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where: B̂ is the peak value of flux density, p is the number of pole pairs, ωs is the supply 
frequency and ωw is the whirling frequency. These eccentricity harmonics together with the 
fundamental flux density create an asymmetrical flux-density distribution which causes the 
forces that act on the rotor. 

 

 
Fig. 2. Mesh used in the simulation 

 
2.2 Energy balance method 

The primary focus of this study is the torque and its harmonic components. In this paper, 
the torque is calculated by the method based on the energy balance of the machine. In this 
method, if the angular speed of the rotor is constant, the power balance of the machine can be 
integrated for a certain period of time to obtain the average torque over the time interval. The 
expression for the torque computed from this method is given by: 
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where: Pin is the input power, Ploss is the electromagnetic loss, Wf is the energy of the electro-
magnetic field, Pwhirl is the power produced by the tangential component of the force and the 
velocity vector of whirling, ωm is the mechanical angular speed of the rotor and the superscript a 
denotes the average value. The whirling power, Pwhirl, gets either added to or subtracted from 
the system depending on the direction of the force. This power becomes significant under 
eccentricity operation and therefore it has to be taken into consideration when the power 
balance is used to calculate the force. But since the torque corresponding to this power is very 
small, we can neglect it in the present study.  

In the present study, the stator winding has been modeled as a filamentary winding without 
eddy currents. The input power to the machine is calculated using the currents and the flux 
linkages of the stator phases 
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where: ik is the current of phase k, ψk i and ψk f are the flux linkages of phase k at the beginning 
and end of the period Δt, respectively. m is the number of phases.  

Ploss is obtained as: 
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where: V is the volume of the solution region, E is the electric field strength, u is the electric 
scalar potential and l is the length of the machine. In the simulations, the core materials have 
been treated as non-conducting, and thus the core losses are not included in the present study. 

The change in the magnetic field energy Wf  over the period of time is calculated from the 
magnetization curves of the materials and flux densities B0 and Bt at the beginning and the end 
of the period. 
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If one is interested in the instantaneous torque, Δt in Eq. (4) can be equal to the length of 
one time step. For an average torque in the steady state of the machine, the time interval Δt 
should be chosen to be an integer multiple of the fundamental period of the machine. The time 
derivatives are approximated by first order difference ratios and the time integrals in Eqs (4-7) 
are summed up time-step by time-step. Over one time step, the input energy and the energy 
consumed by the resistive loss in the rotor cage are respectively, 
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where β = 0.5 for the trapezoidal rule. 
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3. Results and discussion 
 
A 4-pole 15 kW cage induction machine, the parameters of which are given in Table 1, is 

used as a test machine in this study. The method of analysis for the calculation of the eccen-
tricity forces has been validated earlier by modeling and measuring this machine [1]. A part of 
the geometrical cross-section of the machine along with the calculated magnetic flux density 
distribution is shown in Fig. 3. The eccentric rotor, displaced from its center position can be 
clearly seen from the figure. The force produced by the eccentricity is directed towards the 
shortest air gap. The magnetic flux density is also higher in that region, as can be seen from 
the figure.  

 
Table 1. Parameters of the test machine 

Parameter name Value 
Number of poles 4 
Connection Delta 
Rated voltage [V] 380 
Supply frequency 50 
Rated current [A] 31 
Rated power [kW] 15 

 

 

 
Fig. 3. Flux density distribution in the cross-section of an eccentric machine 

 
Many simulations were performed by varying the whirling radius in each simulation. 

Initially the torque computed from the energy balance method is compared with that computed 
from the Coulomb’s method for different types of mesh used in the air gap. For this purpose, 
the air gap of the machine was discretized with single, double and triple layers of elements. 
For a single layer mesh, both the torque computation and the movement of the rotor is done 
using the same band of elements. But for the double and triple layer mesh, the band of 
elements used for the torque computation and the movement of the rotor may be the same or 
different. In this way, altogether 14 different combinations of the number of layers, and the 
bands used for the torque computation and the rotor movement were used for comparison and 
the result is shown in Fig. 4. The eccentricity in this case was 33% and the machine was 
rotated at its rated speed. The average torque computed from Coulomb’s method varies with 
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the variation in the type of mesh. However, the energy balance method gives an average 
torque almost independent from such variations. Therefore, the energy balance method seems 
more accurate and has been further used to compute the torque in this paper. 

Fig. 5 shows the average torque of the machine as a function of the whirling radius. All the 
simulations were performed at the rated slip of the machine, which is 3.2%. It is clear from the 
results that an electrical machine under eccentricity does not exhibit the same torque as  
a healthy machine. The results show an increase in the torque of the machine with increasing 
eccentricity. The results at 0% relative eccentricity refer to a concentric healthy machine.  

 

 
Fig. 4. Average torque calculated with different types of mesh in the air gap. Mesh index notation: XYZ, 
X = number of layers, Y = movement layer, and Z = torque computation layer;1 = 111, 2 = 211, 3 = 212, 
4 = 221, 5 = 222, 6 = 311, 7 = 312, 8 = 313, 9 = 321, 10 = 322, 11 = 323, 12 = 331, 13 = 332, and 14 = 333 

 

 
Fig. 5. Average torque as a function of the whirling radius 

 
In addition to the average torque, the influence of the eccentricity on the harmonic contents 

in the torque is analyzed. The time variation of the torque is shown in Fig. 6. Since the energy 
balance method gives only the average torque over an interval of time, the time variation was 
obtained by using a period of integration equal to the time step size used in the simulations. 
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The time-axis of the figure has been zoomed-in to clearly see the time variation of the torque 
at different eccentricity levels. An increased distortion in the torque waveform with the in-
crease in relative eccentricity can be witnessed from the figure. 

The harmonic components of the torque are computed using fast Fourier transform (FFT). 
The harmonic distortions of the torque waveform for different relative eccentricities are shown 
in Table 2. Fig. 7 shows the frequency spectrum of the torque for a healthy machine and Fig. 8 
shows the frequency spectrums of the torque for the machine with dynamic eccentricity. The 
figures show the frequency range of 200-2000 Hz because the harmonic components having 
considerably larger amplitude, other than the fundamental component are seen to occur in this 
frequency range. For a healthy machine, some of the largest torque components are found to 
be at 300 Hz and 1700 Hz. In the case of dynamic eccentricity, the 870 Hz component be-
comes significant and the behavior of this component is quite interesting as the results show  
a drastic increase in the amplitude of this component with the increase in the eccentricity. The 
600 Hz component also shows similar behavior with the increase in eccentricity. 

 
Fig. 6. Time variation of the torque at different eccentricity levels 

 
Table 2. Harmonic distortion in torque 

Relative eccentricity [%] Distortion [%] 

0 38.05 

20 38.22 

30 38.59 

40 39.77 

50 42.19 

60 46.01 

70 49.87 

80 54.36 

90 61.26 
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Among other larger harmonics, the 300 Hz component also shows a slight increase in the 
amplitude, but it is very small compared to the increase in the 870 Hz component. The higher 
order harmonic around 1700 Hz has a slightly reduced amplitude with increasing eccentricity. 

 

 
Fig. 7. Frequency spectrum of the torque for a healthy machine 

 

 
Fig. 8. Frequency spectrums of the torque in case of dynamic eccentricity 
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The origin of the harmonic components of the torque can be found in the harmonics of the 
stator current. Therefore, to investigate further, the harmonic components in the stator current 
are studied. Fig. 9 shows the waveform of the line currents in the stator windings, simulated at 
the rated load, for a healthy machine. The frequency spectrum of the line current ia is shown in 
Fig. 10. The frequency of the principal slot harmonic (PSH) for the type of machine under 
study can be estimated from  

  
( )

p
fsQkfPHS s

rs ×−××+= 1 ,
 

(10) 

where: fs is the supply frequency, Qr is the number of rotor slots, s is the slip, p is the number 
of pole pairs and k = 1, 2, 3, etc. At the rated slip, the PSH should occur around 872.8 Hz. For 
the PSH to be seen in the current spectrum, the pole pair number Qr±np, where n is the 
harmonic order, should be equal to the pole pair number of the space harmonics produced by 
the stator winding [22]. The machine under study is a cage induction machine with the number 
of rotor slots (Qr) = 34. In a healthy machine, this number of rotor slots does not give a PSH 
and therefore it does not appear in the current spectrum shown in Fig. 10. However, the rotor 
slot harmonics exist and can be seen around 1695.6 Hz.  

 
Fig. 9. Waveform for three-phase line currents, for a healthy machine 

 
When the machine is under dynamic eccentricity, the harmonics corresponding to nfs±2fw 

appear in the spectrum, where n is the harmonic order in the supply and fw is the whirling 
frequency. Although, the PSH does not appear in the healthy machine, PSH±2fw components 
exist in the eccentric case, and it can be seen from Fig. 11 that these components show a signi-
ficant increase in their amplitude with the increase in the eccentricity. This explains the drastic 
increase in the torque component around 870 Hz. However, the eccentricity harmonics cor-
responding to the second order PSH do not show much change in their amplitudes, the result 
of which is also seen in the spectrum of the torque shown in Fig. 8. Nonetheless, some other 
harmonics around 600 Hz are also slightly affected by the eccentricity, which is in turn also 
seen in the torque spectrum. 
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Fig. 10. Frequency spectrum of the stator line current ia healthy machine 

 
For additional assessment of the torque in the machine with dynamic eccentricity, the ma-

chine was simulated at a quarter load, half load and full load. Table 3 shows the average tor-
ques computed for each case. Fig. 12 shows the differences between the torques of an eccen-
tric motor and a non-eccentric motor for each case of loading, with different values of eccent-
ricity. The results show how the difference between the torques of a healthy machine and an 
eccentric machine increases with eccentricity in different loading conditions. 

 

 
Fig. 11. Waveform for three-phase current in the stator winding, with dynamic eccentricity 
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Table 3. Average torque values for different loading cases with different values of eccentricity [Nm] 

Eccentricity [%] Quarter load Half load Full load 
0 28.6606 56.1111 106.5773 
20 28.7081 56.1860 106.6427 
40 28.8341 56.4089 106.8095 
60 29.0121 56.7683 107.1187 
80 29.1843 57.2064 107.4045 

 

 
Fig. 12. Difference between the torque of an eccentric motor and a non-eccentric motor 

 with different cases of loading 
 
 

4. Comparison with measurements 
 
A comparison between the simulated and the measured torque spectrums has been done for 

the case of static eccentricity. The measurement system consists of a 15 kW cage induction 
machine as a test machine, suspended with four horizontal arms connected to the frame of the 
machine in both the drive and the non-drive ends. The machine is equipped with active mag-
netic bearings used to create eccentricity and the whirling motion of the rotor. Four piezo-
electric force sensors are placed vertically beneath the horizontal arms, which measure the 
vertical forces. The force sensors measure the dynamic force components only. The torque is 
extracted from the force. The harmonic components of the torque are obtained by performing 
an FFT for the torque signal. More details about the measurement set-up and the measurement 
process can be found in [23].  

Fig. 13 shows the measured spectrum of the torque together with those obtained from the 
simulations. A locked rotor condition with a sinusoidal supply of 25 V was used both in the 
measurement and simulations. Fig. 13(a) shows a comparison for a healthy case and Fig. 13(b) 
shows that for 22% and 33% static eccentricity. The additional harmonics introduced in the 
eccentric case can be clearly observed from the figure. However, the simulation does not seem 
to yield similar results. This could possibly be for the reason that at 25 V, the machine is still 
linear in the simulations. Using higher voltage in the simulation yields the harmonics which 
are not visible for 25 V. This has also been explained in [23]. 
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Fig. 13. Comparison between simulation and measurement: (a) healthy case; (b) static eccentricity case 

 
 

5. Conclusion 
 
The torque of a cage induction machine with a dynamic eccentric rotor has been studied. 

The finite element analysis is used for the study. Initial comparison between the Coulomb’s 
virtual work method and the energy balance method showed the energy balance method to be 
more accurate, especially when the meshing in the air gap is considered. The investigation of 
torque revealed that the torque of an eccentric motor is relatively larger compared to the nor-
mal healthy machine. The torque harmonics were also investigated and the harmonic com-
ponent with frequency close to the PSH was found to have significant increase with the in-
creasing eccentricity. Other larger harmonics were slightly affected. The additional torque 
might play an important role to induce torsional vibrations in the case when two machines are 
coupled and one of them becomes eccentric due to some practical problem, for instance, bear-
ing breakdown or misalignment. The knowledge of the behavior of the harmonic components 
can also be applied for the detection of faults related to the eccentricity. To validate the simu-
lations, the torque spectrums of the machine with static eccentricity obtained from both 
measurements and simulations were compared. The additional harmonics due to the static 
eccentricity were observed in the measurements.  
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Abstract: Emergency motor switch-on happens occasionally while operating a double-
squirrel-cage motor at full supply voltage with the rotor blocked (e.g., in coal mills). 
After releasing the blockage, the by now heated motor is started up again. However, the 
mechanical stress caused by the increased temperature poses considerable hazards to the 
squirrel-cage winding. This paper presents a double-cage induction motor model for ana-
lysis of thermal fields in transient operation. The thermal field for the rotor of a double-
squirrel-cage motor of soldered or cast structure, operating in the conditions described, 
has been calculated in the present paper using a thermal network method. Measurement 
results have been presented for the double-squirrel-cage winding temperature for a sol-
dered cage construction in the blocked rotor state. 
Key words: AC motors, heating, induction motors, squirrel cage motors, temperature 
rise 

 
 
 

1. Introduction 
 
 As stated in prior research [l, 2], while starting up the deep-bar and double-squirrel-cage 
motors with soldered rotors, the squirrel-cage winding is the component most vulnerable to 
damage. The method of starting motors through an immediate connection to the rated supply 
voltage is widely used; however, the risk to the squirrel-cage, resulting from thermal and 
electro-dynamical action of starting currents, is greatest here. Such phenomena become of 
extreme importance during the prolonged start-up. Fig. 1 presents a damaged squirrel-cage 
winding in the end region of the starting cage in a medium-power squirrel-cage motor. 
 Thermal problems while starting up squirrel-cage motors are referenced in a relatively 
large number of studies; however, in most cases, the reference is made to deep-bar motors 
started up with either an immediate connection to a full supply voltage [1] or with a blocked 
rotor [3]. The heat issues surrounding double-squirrel-cage motors operating in such condi-
tions are represented only in a small number of publications [4]. This paper presents a double-
cage motor model with a cast structure rotor and a soldered cage to analyse the thermal field 
of the rotor in selected, severe operating conditions. Cases in which the motor can be switched 
on with blocked rotor (mill motor) have been investigated. In such cases, the motor operates 
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for several seconds and is switched off. After releasing the blockage, the motor is started 
up again. 
 

Fig. 1. Damaged end region of the starting cage 
in a medium-power squirrel-cage motor 

 
 

2. Calculating the thermal field of a double-squirrel-cage rotor 
 
 The studied operating states of a double-squirrel-cage-motor are accompanied by conside-
rable variations in the motor thermal field. To analyse such variations, the algorithm presented 
in Fig. 2 has been adapted. 
 

Fig. 2. Algorithm for calculating 
the rotor thermal field 

 
 Once the initial temperature values have been assigned, the electromechanical condition is 
calculated. As the aperiodic components of the starting current – because of its short persis-
tence compared to that of a prolonged start up – have minor influence on the winding tem-
perature, their actions can be neglected [2]. Moreover, they have little influence on the starting 
time, as positive oscillations, present at the beginning of the start up, reduce its duration, 
whereas negative ones prolong it. Consequently, the starting time is almost the same as that 
calculated from torque static characteristics. Furthermore, it is assumed that the start up takes 
place in a quasi-static manner, which allows the utilisation of speed sequences and rms current 
values in winding for calculating the static torque load characteristics and temperature. In each 
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stage of calculations, the change (including the temperature) of resistances present in the 
equivalent motor circuit diagram is taken into consideration.  
 By determining the motor thermal field in the first step, it becomes possible to change the 
model parameters, including resistance (effect of the temperature) and reactance (effect of the 
saturation) of the motor. The software I have designed additionally allows to carry out calcu-
lations that take into account changes of bar dimensions (affecting the slot clearance) and 
changes of material constants due to changes of temperature. The changing slot clearance in-
fluences the heat exchange conditions. This option was not used for calculations presented in 
this paper. 
 Changing the model parameters is required to initiate the next calculation stage, which is 
accomplished by repeating the step previously described. In this way, the relationship is con-
sidered between the transient electromechanical condition and the transient thermal condition 
with the accuracy of a single time step. The calculations are completed when the condition 
defining selected electromechanical state is met (such as the end of start up or when constant 
speed has been reached). 
 Prior research [2] has proven that for start up states, the heating of stator components can 
be examined regardless of the rotor heating because even in prolonged start up conditions, the 
heat exchange between the rotor and the stator, the body shape, and the ventilating system are 
of minor importance. Therefore, no heat exchange between stator and rotor is assumed. How-
ever, the heat from both rotor and stator surface is transferred to cooling air. Fig. 3 shows the 
related heat transfer coefficients α. Due to the symmetry of construction and load distribution 
in the double-squirrel-cage motor, the analysed area has been confined in the peripheral 
direction, as far as the middle of the rotor slot pitch to half of the rotor length. In the radial 
direction, the analysed area extends from the inner surface of the rotor yoke to the external 
surface of the rotor pack. Fig. 3 presents part of the double-squirrel-cage rotor with separate 
end rings of soldered construction (on the left) and a cast cage (on the right).  
 

 
Fig. 3. Diagram of the double-squirrel-cage rotor with separate end rings (on the left), 

 a cast cage (on the right) 
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 For the cast cage, the end rings come in immediate contact with the rotor core. The symbol 
α with subscripts denotes the heat transfer coefficient of individual components. The symbol λ 
with respective subscripts is used to denote coefficients of thermal conductivity of respective 
rotor parts. The symbol lr denotes the length of the rotor core. The symbol τr denotes the rotor 
slot pitch. 
 To calculate the thermal field of the motor, the thermal network method, created by means 
of the control volume method, has been utilised [5]. This method involves the division of the 
object examined into components of any shapes (determined control volumes) and drawing up 
energy balances for them, which allows the study of heat exchange issues in the areas with 
complex shapes. It is assumed that the heat capacity of a component focuses on a single node 
that lies in the component centre of gravity. The fulfilment of the energy balances in separated 
control volumes allows us to determine, with great accuracy, the temperature distribution and 
the heat flux density. This method provides obvious physical interpretations, and it involves  
a larger number of equations than the boundary elements method. However, the matrix is ban-
ded and symmetric, which considerably simplifies the solution. 
 The equation of transient heat conductivity in the area containing inner sources of heat of 
volume density qV is as follows [5]: 

  Vq
t

c +−=
∂
ϑ∂ qdivρ , (1) 

where: c is the specific heat, q is the heat flux density vector, ϑ is the temperature, and ρ is the 
density. The heat does not flow through planes A1, A2, and A3 (Fig. 3), as they are symmetry 
planes. The boundary condition of the second type is present: 

  0
n

λ ==
∂
ϑ∂

Aq , (2) 

where: qA is the surface density of the heat flux and λ is the coefficient of thermal conductivity. 
 In the inner surface of the rotor yoke (plane A4 in Fig. 3), which is considerably distant 
from the essential heat sources, the constant temperature has been assumed and the boundary 
condition of the first type is present: 

  aϑ=ϑ , (3) 

where: ϑa is the ambient temperature. 
 From other surfaces, the heat is transferred with heat transfer coefficients α in Fig. 3, 
where the boundary condition of the third type occurs: 

  ( )ϑ−ϑ=
∂
ϑ∂

Aα
n

λ , (4) 

where: ϑA is the fluid temperature. Having integrated Eq. (1) for volume Vi, based on the 
Green-Gauss-Ostrogradski theorem for a single element, the following is obtained: 
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where: n is the vector normal to area A. 
 Individual terms of Eq. (5) can be presented as follows: 

  
t

cVV
t

c i
iii

Vi
d

dρdρ ϑ≈
∂
ϑ∂

∫ , (6) 

  ∑∫ +=⋅−
j

Aiji

A

QQA
i

dqn , (7) 

  Vii

V

V qVVq
i

=∫ d , (8) 

where: QAi is the heat flux flowing to the node i from the external surface and Qji is the heat 
flux flowing from node j to node i. Bear in mind in Eq. (7): 
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and for any element i, the energy balance can be expressed in the following form: 
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where: i = 1, 2,... nn, nn is the number of elements in which the area in question was divided, 
RthAi is the thermal resistance from the heat transferred from the external surface of the ele-
ment i, and Rthij is the thermal resistance for heat flowing from the node j to the node i. The 
summation in Eq. (11) is carried out for all j that are neighbouring element i. For the boundary 
condition of the first type, ϑAi is the known boundary temperature of element i. For the 
boundary condition of the third type, ϑAi is the temperature of the fluid beside element i. 
 The general form of the dependence that allows calculation of the thermal resistance 
values results directly from the heat conductivity Fourier law: 

  ∫=
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where: xi, xj are the coordinates of the nodes i, j, respectively, and A(x) is the surface area 
perpendicular to the integration path, along the line which joins the nodes.  
 Thermal resistance is related to heat transfer and can be obtained from the dependence: 
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where: αi is the heat transfer coefficient and Ai is the surface area of element i.  
 The resulting system of ordinary differential equations shown in Eq. (11) describes the 
transient thermal field in the area in question. For the zero boundary condition of the second 
type RthAi → ∞. 
 Within the rotor core, the volume density of heat sources is the quotient of the iron loss 
PFer and its volume VFer: 

  
r

r

Fe

Fe
VFei V

Pq = , (14) 

 Within the bar and ring area of the soldered squirrel cages the volume density of heat 
sources is: 

  RiiVi Jq ρ2= , (15) 

where: Ji is the current density in the element i and ρRi is the resistivity of the material of 
element i. For the relatively large width end rings located far from the core, it can be assumed 
that the current density is of uniform nature, or if otherwise, the density distribution in ring 
section should be taken into consideration. By assuming uniform density, underrated tempe-
rature values are obtained in some areas of the end ring.  
 Concerning the motor with a cast squirrel-cage, the rotor impedance and current density 
distribution can be calculated with the conductor element method [6]. The method assumes 
that the bar fitted into the slot is composed of insulated conductors, the sections of which are 
matched to individual sections of the slot that are then joined together outside the core. The 
current displacement effect is neglected separately in each conductor. Fig. 4 shows the divi-
sion of the rotor bar into pa modules. The equivalent circuit of the k module is presented in 
Fig. 5. 
 

Fig. 4. Modules in the rotor bar 
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 By connecting the circuits (obtained for each of the pa modules) in series from Fig. 5, the 
equivalent circuit diagram for the entire bar is obtained, which is included in the whole equi-
valent circuit of the motor. Calculating the currents based on the equivalent diagram is done 
according to the algorithm presented in [6]. 
 

  

Fig. 5. Equivalent circuit of module k 
 
 The distribution of current density upwards in the bar in each module will be different 
because of the expected temperature changes along the motor axis, as shown in Fig. 4. The 
current density in component i of module k is expressed in the dependence: 

  ( ) ( )
sqri

wss

kQA
kNikIikJ ,6, = , (16) 

where: I(k, i) is the rms current I(k, i) (Fig. 5), ks q is the skew factor, kw s is the stator winding 
coefficient, Qr is the number of rotor slots, and Ns is the number of serial coils in stator phase 
winding. Hence the volume density of heat sources in component i of module k can be written 
as: 

  ( ) ( )[ ]ikikJq thRRVi ,Δα1ρ,2 ϑ+= , (17) 

where: ( )ik,Δϑ  is the temperature increase of element i in module k above the ambient tempe-
rature, αthR is the temperature coefficient of resistance increase, ρR is the resistivity of the 
material in ambient temperature. 
 Homogenous current density in the end ring is given as: 

  ( )

r
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Q
pkQA

kNnIJ πsin2

,16
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where: ( )zt nI ,1  is the rms total bar current ( )zt nI ,1 , Ae r is the surface area of the end ring, p 
is the pole number. It is also assumed that the resistance change of individual ring components 
has no effect on the distribution of current density within the end ring. Good adhesion of cast 
bars to the sheet pack causes the cross-currents to occur, which are then contained in the pack, 
leading to the reduction of the ring current. That effect was not taken into consideration. 
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3. Measurement and calculation results 
 
 Calculations of motor heating are done on the following sequence: switch on with the rotor 
blocked – switch off to cool down – start up. The calculations were performed using programs 
created by the author by means of Matlab software. 
 The calculations were performed on both a double-cage motor type SZDC196Ex with 
320 kW, 6000 V, and p = 3 with a soldered squirrel-cage and on a cast cage type SCgx280M4 
with 200 kW, 380 V, and p = 2. The measurements and calculations of the cage winding 
temperature supplied with a blocked rotor have been taken for the motor type SGR315M4 
with 200 kW, 1000 V, and a rated speed of 1479 r/min, with a soldered cage. Table 1 shows 
the chosen parameters of the examined motors. 
 

Table 1. Chosen parameters of the motors 

Parameter SZDC196Ex 
(Motor A) 

SCgx280M4 
(Motor B) 

SCR315M4 
(Motor C) 

Rated power, kW 320 200 200 
Rated voltage, V 6000 380 1000 
Rated frequency, Hz 50 50 50 
Pole pair number 3 2 2 
Air gap, mm 1.6 0.9 1.2 
Stator diameter, m 0.888/0.600 0.470/0.308 0.520/0.334 
Rotor diameter, m 0.597/0.369 0.306/0.105 0.3316/0.130 
Core length, m 0.56 0.31 0.35 
Number of stator/rotor slots 72/58 48/38 48/38 
Class of insulation F F F 
Ratio of coil span to pole pitch 10/12 10/12 10/12 
Number of stator-winding turns per coil 240 44 56 
Stator-winding resistance, Ω 0.6479 0.0307 0.0369 

 
 
 The duration of blocked rotor mode has been selected so that the maximum admissible 
cage temperature can be reached. The non-voltage interval has been selected to allow cooling 
of the hottest component of the cage to one third of the maximum admissible temperature. For 
squirrel cages with bars, the admissible temperature is approx. 350EC and 250EC for the cast 
cage [2]. After cooling, the motor was started up. It has been assumed that during the entire 
start up phase, the motor is subjected to constant torque that equals the maximum rated torque 
of the motor. The moment of inertia in both cases is selected to prevent thermal risks to the 
squirrel-cage. Fig. 6 presents the temperature changes calculated in selected locations (accord-
ing to Fig. 3) of the motor (Motor B) with a cast cage, in the analysed operating mode. In 
Fig. 7, these form soldered cages (Motor A) are presented. Fig. 8 shows the thermal field in 
the slot axis of the motor with a cast cage (Motor B) in the all phases of the process calculated, 
i.e., operating mode with a blocked rotor, the non-voltage interval and the start up of the 
heated motor. The temperature of the starting cage of the motor with a soldered squirrel-cage 
(Motor A) varies as shown in Fig. 9. 



Vol.  66 (2017)           The model of double-cage induction motor for the analysis of thermal fields    405 

Fig. 6. Temperature changes in individual 
locations of the cast cage during motor 
blockage (3 s),  non-voltage interval (10 s), 

and start up (15 s) (marking as in Fig. 3) 

Fig. 7. Temperature changes in individual 
locations of the soldered cage during motor 
A blockage (10 s), non-voltage interval 
(60 s),  and  start  up  (45 s)  (marking  as in 

Fig. 3) 

 

 
Fig. 8. Temperature changes in the slot axis in the motor with a cast cage (Motor B): a) while powered 

on with a blocked rotor; b) during cool down phase; c) during the start up phase 
 
 In the case of the motor with a bar cage (Motor A), the relationship between the times with 
a blocked rotor until the non-voltage interval, and until the start up (taking into consideration 
the above assumptions) is 10 : 60 : 40 (Fig. 7). For the motor with a cast cage (Motor B), the 
relation is 3 : 10 : 15 (Fig. 6). It can be concluded that the motor with the cast cage is less 
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resistant to operating with a blocked rotor than the one with the bar cage. Accelerated heating 
of the cast cage in the top of the slot is a result of the strong current displacement. One should 
note that the lower winding parts in the slot reach considerably lower temperatures (Fig. 6). 
 

 
Fig. 9. Temperature distribution in the starting cage bar (Motor A): a) with power on with a blocked 

rotor; b) during cool down phase; c) during motor A start up 
 
The time relations presented indicate that very hot parts of the cast cage cool down very 
quickly compared to the bar cage. Giving up the heat from the starting bars of the soldered 
cage to the rotor pack is difficult (slot clearance) and takes place mainly in the axial direction 
(towards the end rings), proven by the increase in the ring temperature ϑer1 during the non-
voltage interval (Fig. 7). The heat from the hottest parts of the cast cage is additionally given 
up towards the slot bottom, and the temperature of components located there increases during 
the non-voltage interval (Fig. 6 and Fig. 8). The heated motor with the bar cage is capable of 
performing considerably longer start ups than that of the one with the cast cage. When the 
temperature of the hottest cage components in the operating mode in question reaches its 
limiting value, the temperature of the stator winding is far below the upper limit [2]. 
 The measurements of cage winding temperature have been taken for the motor type 
SGR315M4 with a soldered cage (Motor C) with a rated power of 200 kW, supply voltage of 
1000 V, with the rotor blocked. The ambient temperature during measurements was 
ϑa = 30.5°C, and the temperature inside the motor as read from thermocouples was ϑ0 = 27°C. 
The temperatures for the starting cage bar, the end region (ϑb1(2) in Fig. 3), and the end ring 
(ϑer1 in Fig. 3) were recorded while the motor was supplied with 968 V for 5 s. 
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 Fig. 10 presents the measured and calculated temperature changes in the starting cage bar 
and ring in points ϑb1(2) and ϑer1 marked in Fig. 3 and in analogous points placed in the 
neighbouring slot pitch. 
 

Fig. 10. Measured and calculated temperature 
changes in the starting cage bar (Motor  C – see 

Table 1) 

 
 From the results presented in Fig. 10 it can be concluded that the differences between the 
calculated and measured values do not exceed 17%. Several basic sources of such differences 
can be identified: inaccuracies resulting from thermocouples inertia and calibration of record-
ing equipment, errors in determining the model parameters (heat transfer coefficients, slot 
clearance, etc.), inaccuracies in calculation sources of loos, asymmetry of rotor currents re-
sulting from differences in positioning of the rotor slots in relation to the stator, and uneven 
adhesion of individual bars to slot walls. 
 
 

4. Conclusions 
 
 The need to operate motors with a blocked rotor emerges occasionally (e.g., when the 
mechanical coal miner or coal mill is fully charged). Prolonged start ups resulting from large 
inertia pose serious risks to motor performance. Winding overheating and the occurrence of 
mechanical stress, resulting from increased temperature as a result of prolonged start up, also 
poses serious risk to the motor squirrel-cage. In the operating conditions referred to herein, the 
electromagnetic, thermal, and mechanical states are correlated. 
 Determining thermal fields in the winding of a double-squirrel-cage rotor is of great 
importance in those states because this is when there is a risk of shortening the life of the cage 
winding, as the stator temperature does not exceed the maximum values [2]. By using the 
double-squirrel-cage soldered winding, large values of starting torques are achieved; this is, 
however, at the cost of non-uniform heating of the cage, along with the tendency of the cage 
bars to overheat. Compared to a motor with a soldered cage, a motor with a cast cage is less 
resistant to operation with a blocked rotor or prolonged start up. However, the faster cooling 
of the winding compared to the bar cage is an advantage while operating the motor with 
frequent shorter start ups. 
 Carrying out experimental research on high-power motors involves a range of logistic 
operations as it usually has to be carried out in industrial conditions. It generates a high cost, 
which explains why a relatively small number of publications is currently being devoted to 
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experimental research on heating problems in high-power squirrel cage induction motors 
[7-10]. This type of research is generally limited to steady-state operations. 
 The model can also be used by the motor user to establish the maximum admissible start 
up time, the operating time with blocked rotor, the length of the interval between the sub-
sequent start ups, and the admissible number of start ups, as numerous systems protecting the 
motor from faulty start up require estimation of such settings.  
 The theoretical solutions presented herein have been verified only partially by the mea-
surements described. The results obtained indicate that there is a particular need to examine 
the observed effects related to double-squirrel-cage motors. Thermal aspects of difficult start 
ups are of primary importance in terms of drive reliability because, regardless of the chosen 
start up method, unfavourable deformations occur to the heated cage components, which are 
then accompanied by detrimental mechanical stress. Due to this fact the design of a double 
squirrel cage induction motor is still being perfected [11]. 
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Abstract: In the paper, a novel control method of a switched reluctance generator was 
discussed. The presented control method allows a rotor rotating at high speed to enter the 
continuous-conduction mode which causes an increase of generated output power.  
A control function of the presented method was given as well as simulation and labora-
tory tests. 
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1. Introduction 
 
The intensified development of the automotive industry causes that the research on deve-

lopment of travelling comfort, safety improvement and also the decrease of fuel consumption 
of vehicles and thereby increase of their range on a single tank are being conducted. In the last 
twenty years, the intensified research is also being conducted on the development of vehicles 
with an electric drive system due to the development of power electronics systems, control 
systems as well as the technology of electrochemical accumulators production [1-3]. When an 
electric motor is used in an electric drive vehicle, the efficiency of electric energy conversion 
into mechanical energy (during motoring operation) is just as important as conversion of 
mechanical energy into electric energy (during generating operation). Modern electric drives 
are supplied with converter systems. Switched reluctance machines are tested, among others, 
in drives of electric vehicles [4-5]. They are characterized by a simple structure, wide speed 
range and a high reliability. Unlike drives with combustion engines, merits of electric drives 
include a bidirectional conversion of energy (electric energy into mechanical energy and 
mechanical energy into electric energy). Additionally, electric energy can be easily stored in 
electrochemical accumulators and supercapacitors [6]. The aim of the paper is to present the 
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novel control strategy of a SRM in generating operation which allows for the increase of 
output power and to present results of simulation and laboratory tests. 

 
 

2. Mathematical model of SRM 
 
The equations of mathematical model which takes into account nonlinearity of a magnetic 

circuit can be written down in the following form: 
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),...,(diag 1 NRR=R . Moreover, the following symbols are used in the equations: ω – the 

angular velocity of a rotor, J – the moment of inertia, D – the coefficient of viscous friction,  
θ – the rotor position, TL – the load torque, Te – the electromagnetic torque, W*(θ, i) – the co-
energy. 

 
 

3. The subject of research 
 
The subject of simulation and laboratory tests is a four-phase 8/6 switched reluctance 

machine which geometry was shown in Fig. 1. In Table 1, basic parameters of the tested 
machine were listed.   

 

Fig. 1. SRM 8/6: a cross-section 
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Table 1. Basic parameters of the SRM 

Machine type SRM 
Number of phases 4 
Number of stator/rotor poles 8/6 
Rated supply voltage 48 V 
Rated power 3.3 kW 
Rated speed 4500 rpm 
Maximum phase current 130 A 

 
It was assumed that the rotor and stator are made from anisotropic M530-50A sheet. The 

B-H curve of the used sheet was implemented in a resource base of FEM software. The calcu-
lations for various currents and rotor position were made based on the loaded data and flux- 
current-angle and torque-current-angle characteristics were determined. The machine was sup-
plied with a classic H-type half-bridge [7]. The schematic diagram of the motor supply system 
was shown in Fig. 2. A lead-acid battery of 48 V rated voltage was used as a voltage source.  

 

 
Fig. 2. A schematic diagram of the SRM supply system  

 
 

4. Control methods of Switched Reluctance Generator  
 

4.1. Generator Classical Current Control (GCCC) 
In electric and hybrid vehicles, an electric machine which operates as a generator is the 

main system of energy recovery during braking. A control of braking operation of an electric 
machine allows changing of a braking torque of a vehicle according to the actual position of 
brake and accelerator pedals. The possibility of mechanical energy conversion into electric 
energy is limited by both electric machine parameters and parameters of energy storage sy-
stems like electrochemical accumulators or hybrid systems (accumulator-supercapacitor) [6]. 
In classic structures of switched reluctance machines, a current in phases is unidirectional. The 
energy recovery to supply a source can be obtained during descending the region of a phase 
inductance when phase voltages are negative. A braking torque of a machine can be changed 
through proper regulation of phase currents [7-8]. The regulation of phase currents can be 
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realized by using current controllers or by changing the turn-on angle (θon) and turn-off angle 
(θoff) but without using current controllers [7]. In [9], authors present the current control 
algorithm of a switched reluctance generator (SRG) which minimizes output current (Idc) rip-
ples with simultaneous maximizing of efficiency based on previously registered data. The 
comparison of SRG properties under discontinuous-conduction mode (DCM) and under 
continuous-conduction mode (CCM) was presented in [10].  

Current regulation is possible when the back-electromotive force (back-EMF) is lower 
than the dc-link voltage Udc. Such a situation was shown in Fig. 3a. In this case, the current 
controller is able to maintain the current on the defined level. However, when the back-EMF is 
higher than the dc-link voltage, the current regulation is not possible. The transistors are 
switched-off (at point θi

off (k)) by the current controller when the phase current reaches a re-
ference value (Iref) which causes the negative voltage on the phase -Udc until the current falls 
to zero. In this case, the drive changes operation into the single-pulse mode. Waveforms of the 
current, voltage and self-inductance of the phase were presented in Fig. 3b.  

 

 
(a) (b) 

Fig. 3. Waveforms of self-inductance (Lph), current (iph) and phase voltage (uph) under the current control 
(a); under the single-pulse mode (b) 

 
In the following part of the paper, phase currents were marked according to Fig. 4 as:  

iph (k – 1) – the outgoing current, iph (k) – the present current and iph (k + 1) – the incoming current. 
 

 

Fig. 4. Designations of phase currents: outgoing iph (k – 1), present iph (k) and incoming iph (k + 1) 
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A control function of a current controller in the whole range of the classic current control 
GCCC can be described as follows:  
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where the function f(k) can be written as:  
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and angles θon and θoff are turn-on and turn-off angles of the present phase (k), and Δi is  
a range of current hysteresis. 

 
4.2. Generator dependent current control (GDCC) 

In the paper, the novel function of a current regulation in a generating operation of the 
SRM, in which the current controller in the outgoing phase (k-1) depends on the current con-
troller in the present phase (k), was proposed. In a conduction period <θon (k), θoff (k)>, phase 
currents controllers operate in the same way like in the GCCC control. It was proposed that 
instead of the constant value –1, the control function of current of the outgoing phase f(k – 1) 
during the current decay period should be dependent on the current controller of the present 
phase f(k). The proposed method was called the generator dependent current control (GDCC). 
For the proposed control strategy, a shape of a phase current alters according to a working 
point of the machine. The operation of the SRM can be divided according to a shape of  
a phase current into:  
  – the current-control mode,   
  – the single-pulse mode,  
  – the continuous-conduction mode. 

A control function of the current controller can be written as follows:  
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where the function f(k – 1) is analogical to the function f(k) in Equation (6). Waveforms of phase 
currents and voltages under the control according to the function (7) were shown in Fig. 5.  
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Fig. 5. Waveforms of phase currents (iph) and phase voltages (uph) under the current-control mode 
 
For the single-pulse mode, a control function of the current controller is similar to (7), but 

an operating period is different. This function can be written as follows: 
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where the turn-off angle θi
off (k) depends on the value of the reference current Iref. The angle 

θoff (k) should be greater than θi
off (k) to generate proper operation of the current controller 

(Fig. 6). When the current controller in the outgoing phase depends on the current controller in 
the present phase then a final stage of current falling in the outgoing phase occurs in the zero-
volt state and falling time of the current increases. Such a situation causes that the motor 
enters the continuous-conduction mode much earlier than under the GCCC control (Fig. 7). 
Therefore, higher output power can be obtained in the same working point compared to the 
GCCC control. Previous publications have reported that a transition into the continuous-
conduction mode occurs without the zero-volt state [11-14]. 

The current controller operation under the continuous-conduction mode can be described 
by the function:  
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where αr is the rotor pole-pitch. 
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Fig. 6. Waveforms of phase currents (iph) 
and phase voltages (uph) under the single- 

pulse mode 

Fig. 7. Waveforms of phase currents 
(iph)  and phase  voltages  (uph) under the  

continuous-conduction mode 
 
 

5. Simulation tests 
 

5.1. The simulation model 
The simulation model of a SRM was built in the Matlab/Simulink environment [15]. The 

simulation model was realized based on Equations (1)-(4) and flux-current-angle and torque-
current-angle characteristics which were calculated by means of FEM software. A detailed de-
scription of the simulation model was presented in [3]. Waveforms of currents, voltages and 
torque under the GCCC control and under the proposed GDCC control were registered. The 
simulation tests were made at low and high speeds. It was assumed that the SRM is supplied 
from a DC voltage source with a voltage of 54 V. The MOSFET transistors were used due to  
a low operating voltage of the SRM drive.  

 
5.2. GCCC control 

The control function described in Equation (7) was implemented in all phases of the SRM 
simulation model. Fig. 8 shows waveforms of the currents (iph1 – iph4), phase voltages (uph1 –uph4), 
source current (idc) and motor torque (Te) at a speed of n = 2000 rpm and a reference current of 
Iref = 37.5 A. As it can be seen in Fig. 8, obtained waveforms have characteristic shape for 
generating operation of the SRM. 

Once the rotor reaches the angle θoff, the current in the phase decays due to the negative 
value of the voltage -Udc. Fig. 8b shows tristate operation of the current controller. The back-
EMF increases with the increase of a phase current and/or speed. 
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(a) (c) 

 
(b) (d) 

Fig. 8. Waveforms of phase currents (a); phase voltages (b); source current (c) and electromagnetic 
torque (d) under the GCCC control  

 

 
(a) (c) 

 
(b) (d) 

Fig. 9. Waveforms of phase currents (a); phase voltages (b); source current (c) and electromagnetic 
torque (d) under the single-pulse mode with a GCCC controller   

 
 
In the GCCC control, it is not possible to maintain current at the defined value when the 

back-EMF is higher than Udc and then the current controller changes the turn-off angle. Wave-
forms for the above-mentioned working point were shown in Fig. 9. They were determined at 
a speed of n = 4350 rpm and Iref = 37.5 A. 
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5.3. GDCC control 
The simulation tests for the GDCC control were conducted at a speed of n = 2000 rpm and 

a reference current of Iref = 37.5 A. Fig. 10 shows waveforms of the phase currents (iph1-iph4), 
phase voltages (uph1-uph4), source current (idc) and motor torque (Te). It can be seen in Fig. 10a 
that the current decays slower than under the GCCC control (Fig. 8a). It results from a de-
pendence of the current controller of the outgoing phase on the controller of the present phase.  

 

  
(a) (c) 

 
(b) (d) 

Fig. 10. Waveforms of phase currents (a); phase voltages (b); source current (c) and electromagnetic 
torque (d) under the GDCC control 

 
Fig. 11 shows waveforms of the phase currents (Fig. 11a), phase voltages (Fig. 11b), 

source current (Fig. 11c) and electromagnetic torque (Fig. 11d) under the continuous-conduc-
tion mode at a speed of n = 4350 rpm and a reference current of Iref = 80 A. An increase of 
speed causes an increase of the back-EMF and an increase of the maximum values of phase 
currents. 

It can be seen in Fig. 11a that the phase current conduction is continuous not disconti-
nuous. It results from the operation of the GDCC current controllers at high instantaneous 
values of the back-EMF.  

 
 

6. Laboratory tests 
 
The laboratory tests were conducted on the experimental setup which consists of a SRM 

(with details listed in Table 1) and the commutator DC machine with a power of 4.7 kW. The 
machines were coupled with a planetary gear and a HBM T22 torque meter. 
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(a) (c) 

 
(b) (d) 

Fig. 11. Waveforms of phase currents (a); phase voltages (b); source current (c) and electromagnetic 
torque (d) under the continuous mode with a GDCC controller  

 
 
The DC machine was supplied from a thyristor controller „Mentor”. The SRM was con-

trolled by the dSPACE’s DS1103 card. A lead-acid battery of 48 V rated voltage and a pro-
grammable load (connected in parallel with the accumulator) which operated in the constant 
voltage mode were used as a load of the SRM. The voltage limit was set to 54 V. The pro-
grammable load was used to make results independent of a battery charge status.  

 
(a) (b) 

Fig. 12. Waveforms of phase currents, source current and phase voltage at n = 2000 rpm, Iref = 37.5 A, 
Udc = 54 V – under: the GCCC (a); the GDCC (b)  
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Figs. 12 and 13 show oscillograms of the phase currents and phase voltage under the 
GCCC control and the GDCC control at a speed of n = 2000 rpm and a reference current of 
Iref = 37.5 A (Fig. 12) and at a speed of n = 4350 rpm and a reference current Iref = 80 A 
(Fig. 13). The oscillograms were registered by a DL850 Yokogawa multi-channel scope 
recorder. It can be seen in Fig. 13 that duration of the negative voltage is longer under the 
GCCC control than under the GDCC control.  

 
(a) (b) 

 

Fig. 13. Waveforms of phase currents, source current and phase voltage at n = 4350 rpm, Iref = 80 A, 
Udc = 54 V – under the GCCC (a); the GDCC (b),  

 

Fig. 14. A comparison of waveforms under 
the GCCC and the GDCC control 



                                                                                 P. Bogusz                                                      Arch. Elect. Eng. 420

However, under the GDCC controller it acts earlier than under the GCCC because a phase 
current reaches earlier the reference value. In the initial stage of the negative voltage ap-
pearance, the inductance change of the phase in the function of rotor position is much bigger 
than in the moment of phase voltage changing from -Udc to zero (Fig. 5b).   

It causes that the amount of generated energy is higher under the GDCC control than under 
the GCCC control. Fig. 14 shows a comparison of the waveforms of the phase currents, phase 
voltages and source current for the same operating conditions which were shown in the 
oscillograms in Fig. 13. The maximum value of phase currents was limited during tests to 
120 A due to the maximum permissible currents of controller elements.  

 
(a) 

(b) 

Fig. 15. Waveforms of voltage udc, current idc and output power pdc under the GCCC (a) and the GDCC (b) 



Vol.  66 (2017)                  The novel control method of switched reluctance generator 421 

Fig. 15 shows waveforms of the voltage udc, current idc and output power pdc under the 
GCCC (Fig. 15a) and the GDCC (Fig. 15b) at a speed of n = 4500 rpm and a reference current 
of Iref = 75 A. A range of voltage change of a battery is almost unnoticeable. As it can be seen, 
a range of output current (idc) change is about Δidc (GCCC) = 21.2 A under the GCCC and 
Δidc (GDCC) = 24.4 A under the GDCC. It considerably affects the output power ripples. A range 
of instantaneous power change at batteries voltage Udc = 60 V was equal to Δpdc (GCCC) = 
= 1272 W under the GCCC and Δpdc (GCCC) = 1464 W under the GDCC. It should be noted that 
under the GCCC the average output power at this working point was equal to PGCCC = 2330 W 
and under the GDCC it was equal to PGDCC = 2520 W. 

Fig. 16 shows a dependence of the SRG efficiency in the function of output power and the 
graph of power losses in windings under the GCCC and the GDCC control. By comparing 
both graphs, it can be seen that despite increasing of winding losses under the GDCC control, 
the resultant efficiency is almost the same in both cases. It can be seen in Fig. 16a that for the 
reference current higher than 50 A (Iref > 50 A) the difference in output power between the 
GCCC and the GDCC control increases.   

 

 
(a) (c) 

  
(b) (d) 

Fig. 16. Graphs of output power Pdc in the function of reference current Iref (a); output power Pdc in the 
function of mechanical power Pm (b); copper losses ΔPCu in the function of output power Pdc (c); drive 
efficiency η in generating operation in the function of output power Pdc (d) under the GCCC and the  

GDCC control 
 
 

7. Conclusions 
 
In the paper, the novel control strategy of a SRM called the generator dependent current 

control (GDCC), in which operation of the current controller of the outgoing phase depends on 
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the operation of the controller in the incoming phase, was proposed. Such a solution in com-
parison to the classic current controller (GCCC):  
  – does not change motor performance under the current control,  
  – causes that an increase in output power is noticeable as early as half way through the tested 

range of output power i.e. when phase currents enter continuous conduction mode, 
  – does not change the efficiency of a machine with a control system.  

In general, thanks to the capability of obtaining a higher output power under the conti-
nuous-conduction mode, the proposed control method proved advantageous over the GCCC 
control method. For this reason, the use of an SRM in drives of electric and hybrid vehicles is 
more profitable. Unfortunately, a high current and output power ripples occur under the 
GCCC and the GDCC control without any filter systems. 
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Abstract: The paper presents the scaling-based approach to analysis and prediction of 
magnetic anisotropy in grain-oriented steels. Results of the anisotropy scaling indicate 
the existence of two universality classes. The hybrid approach to prediction of magnetic 
anisotropy, combining the scaling analysis with the ODFs method, is proposed. This ap-
proach is examined in prediction of angular dependencies of magnetic induction as well 
as magnetization curves for the 111-35S5 steel. It is shown that it is possible to predict 
anisotropy of magnetic properties based on measurements in three arbitrary directions for 
φ = 0°, 60° and 90°. The relatively small errors between predicted and measured values 
of magnetic induction are obtained.  
Key words: grain-oriented steels, magnetic anisotropy, ODFs method, scaling analysis 

 
 
 

1. Introduction 
 
Electrical steels are still the basic magnetic materials used as magnetic cores in electrical 

machines such as motors, generators and transformers. There are two groups of electrical 
steels: non-oriented and grain-oriented ones. Typical non-oriented steels are 0.35-0.8 mm 
thick with 0-3% silicon content, while grain-oriented steels are 0.23-0.35 mm with 2.9-3.2% 
silicon content. Non-oriented steels are usually considered as isotropic materials, with the 
same magnetic properties in any direction. Grain-oriented steels exhibit strong anisotropy of 
magnetic properties, created by many rolling and re-crystallization production steps [1-7]. In 
fact, non-oriented steels may reveal a significant level of anisotropy [2, 8], which can affect 
the efficiency of electrical devices. For this reason, the anisotropy of magnetic properties is – 
apart from peak induction and power loss – one of the most important parameters determining 
material usefulness for magnetic circuits of electrical machines.  

There are many models describing an anisotropy phenomenon in magnetic materials. How-
ever, the models used in practical computations should allow one to predict magnetic aniso-
tropy based on input data (e.g. measurements) obtained for selected directions, which reduces 
troublesome sample preparations and measurements for intermediate directions. This require-
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ment is met by the phenomenological models based on the coenergy concept as well as the 
theory of Orientation Distribution Functions (ODFs).  

The coenergy-based model of magnetic anisotropy have been proposed by Péra [9] and de-
veloped by Biró [10] and Chwastek [11, 12]. This description is given by the ellipse-like 
equation: 
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where: B is a magnetic induction vector, e1,2 are unit vectors in the rolling and the transverse 
direction, B1,2(H ) describes magnetization curve in these directions and n is a model exponent.  

The original elliptical model (for n = 2) does not provide satisfactory results for the 
direction of the worst magnetic properties. In the case of n ≈ 1.4, Eq. (1) takes the form more 
appropriate for the description of magnetic anisotropy in all directions [10-12]. 

The coenergy-based model allows one to predict magnetization curves for any direction 
using measurements carried out for the rolling and the transverse direction, which are often 
provided by steel manufacturers. However, this method may cause some problems in nume-
rical implementations.  

Another approach to the anisotropy modeling is based on the theory of Orientation Distri-
bution Functions (ODFs), which allows one to correlate magnetic properties and the crystallo-
graphic texture of the sample. This approach has been developed by Bunge [13, 14] and ad-
vanced by de Campos [15, 16]. Recently, Chwastek examined this method for grain-oriented 
electrical steels [17, 18]. In general, the ODFs method allows one to describe the anisotropy of 
magnetic properties (such as magnetization, coercivity or power loss) using the three first 
ODFs coefficients 

  φ+φ+= 4cos2cos 210 AAAA , (2) 

where: A0, 1, 2 are the ODFs coefficients given by the following expressions:  
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It results from (2) and (3), that measurements of the magnetic property carried out in the 
three arbitrary directions (φ = 0°, 45° and 90°) are sufficient to predict values of this property 
for intermediate directions. It should be noted that the value of the ODFs coefficients vary 
depending on the excitation [17]. Thus, even though the ODFs method provides satisfactory 
results of the magnetic anisotropy prediction, it requires measurements in the three directions 
carried out for each level of the excitation.   

The paper presents a hybrid approach to prediction of magnetic anisotropy, combining the 
scaling analysis with the ODFs method. The proposed approach should result in further 
simplification of anisotropy prediction due to using universal values of the ODFs coefficients. 
This approach will be examined for the grain-oriented steel. 
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2. Samples and measurements 
 
Samples for measurements were prepared from the grain-oriented steel grade 111-35S5, 

produced by Stalprodukt S.A., Bochnia. The samples had a shape of stripes (305 ± 0.5 mm 
long, 30 ± 0.2 mm wide and 0.35 mm thick) and were cut from the steel sheet at a different 
angle to the rolling direction, i.e. for φ = 0°, 15°, 30°, 45°, 60°, 75° and 90°. Measurements 
were carried out using the 25 cm Epstein frame according to the international standard IEC 
60404-2:1996-03, Part 2: Methods of measurement of the magnetic properties of electrical 
steel sheet and strip by means of an Epstein frame. Angular dependencies of magnetic induc-
tion for different level of magnetic field strength are depicted in Fig. 1. The measurements 
indicate a strong anisotropy of magnetic properties of the examined steel. For H > 200 A/m, 
the worst magnetic properties are observed for the angle close to φ = 55°, what is determined 
by the Goss texture of grain-oriented steels [5-7, 12, 17, 19-21]. It should be noted that the 
angular dependence of magnetic induction for H = 100 A/m has a different trajectory com-
pared to the other dependencies – the worst direction of magnetic properties is for φ = 90°. 
Similar results were reported in [21-25]. This effect may result from the change of the 
magnetization mechanism for magnetic field strength of about 200 A/m. For H < 200 A/m the 
domain-wall translation is responsible for the magnetization process, while in the case of 
H > 200 A/m the rotation of magnetization vectors is the main magnetization mechanism [17].  

 

 
Fig. 1. Magnetic induction versus the cutting angle for the 111-35S5 steel 

 
 

3. Scaling analysis of magnetic anisotropy 
 
In modern physics, the scaling theory is applied usually in the analysis of critical behavior 

and phase transitions [26-29]. The scaling analysis is also used in materials science, including 
the study of magnetic material properties such as power loss [30-34], coercivity [35-37], 
magnetic viscosity [38-40] or hysteresis loops [41-45]. 
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Referring to the scaling theory as well as the measurements (see Fig. 1), it is proposed to 
describe the anisotropy of magnetic properties by a functional relationship of a cutting angle φ 
and magnetic field strength H  

  ( )HfB ,φ= . (4) 

The relationship (4) is assumed to be a generalized homogenous function, which is defined 
as:  

  ( )HfB zyx λ,λλ φ= , (5) 

where: λ is a scaling coefficient and x, y, z are any numbers [28, 29]. For zH /1−=λ , the rela-
tionship (5) is transformed as follows: 

  ( )1,// φ= −− zxzx HfBH , (6) 
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and finally the scaled form of (4) is obtained 

  ( )HH FB φ= , (8) 

where: BH and φH are magnetic induction and a cutting angle scaled with respect to H, ψ and ϕ 
are scaling exponents and F(φH) = f(φH, 1) denotes a so-called scaling function. In the previous 
studies, a scaling function was usually represented by Maclaurin series [30-37].  

In the considered study, the scaling function F(φH) is supposed to be represented by the 
following series: 

  ...6cos4cos2cos 3210 +φ+φ+φ+= HHHH BBBBB , (9) 

which results from the angular dependence of the magnetic properties anisotropy. Referring to 
the ODFs methods (2), only the three first coefficients of (9) may be taken into account. Thus, 
in further computations the reduced expression describing scaled magnetic induction will be 
examined 

   HHH BBBB φ+φ+= 4cos2cos 210 . (10) 

 
 

4. Results and discussion  
 

4.1. Scaling of magnetic anisotropy 
The measured dependencies of magnetic induction B versus the cutting angle φ were 

scaled in respect to magnetic field strength H according to (10). The scaling coefficients ψ, ϕ 
and B0-2 were estimated using the least square method in such a way that allowed collapsing of 
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measurement data onto a single dependency. Only in the case of data collapse, the coefficient 
values may be considered as universal. The scaling of magnetic induction measurements for 
the examined study is presented in Fig. 2. It can be observed that data points for H = 100 A/m 
are not collapsed and diverge significantly from the data collapse curve. It suggests that the 
measurements at low magnetic field strength (about 100 A/m) belong to one universality class, 
while the other measurements – to another universality class. The existence of different uni-
versality classes were reported previously in analysis of power loss in La-containing alloys 
[33] and minor hysteresis loops in Finmet type cores [45].  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2. Scaling and data collapse of the magnetic anisotropy for the 111-35S5 steel 

 
Referring to the scaling theory, each class of universality should be characterized by the 

specific set of coefficients. Thus, values of the coefficients ψ, ϕ and B0-2 can be considered as 
universal in the measurement range H = 200 ÷ 5000 A/m. Concluding, the presented results 
confirm the validity of scaling procedures in the analysis of magnetic anisotropy. 

 
4.2. Prediction of magnetic anisotropy 

The proposed scaling should allow one to prediction the anisotropy of magnetic properties, 
including such levels of magnetic field strength H or cutting angles φ, which haven’t been 
used in estimation of the scaling coefficients. This assumption was verified in two case stu-
dies, concerning the prediction of: 
  1) Angular dependencies of magnetic induction at various levels of magnetic field strength, 
  2) Magnetization curves at various cutting angles. 

In the first case study, scaling coefficients were estimated from the angular dependencies 
of magnetic induction, measured for all cutting angles and selected levels of magnetic field 
strength, i.e. Hmin = 200 A/m and Hmax = 5000 A/m. The angular dependencies of magnetic 
induction were then predicted for intermediate levels of magnetic field strength using (10), 
transformed to the following form:  
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The prediction results for H = 500, 1000 and 2000 A/m are depicted in Fig. 3. The relative 
errors between the measured and predicted values of magnetic induction did not exceed 5%. 
The error values are presented in Table 1. 

 

 
Fig. 3. Prediction of magnetic induction versus the cutting angle for the 111-35S5 steel 

 
Table 1. Prediction errors for the case study 1 

Cutting angle φ (degree) 0 15 30 45 60 75 90 

Errors (%) at H = 500 A/m 0.77 0.49 0.24 0.50 1.41 1.35 4.26 

Errors (%) at H = 1000 A/m 2.25 1.83 0.09 0.77 1.99 0.27 2.29 

Errors (%) at H = 2000 A/m 1.61 1.00 1.23 0.06 0.22 1.86 2.91 

 

 
Fig. 4. Prediction of magnetization curves for the 111-35S5 steel 



Vol.  66 (2017)              Scaling-based prediction of magnetic anisotropy in grain-oriented steels 429 

In the second case study, the scaling coefficients were estimated according to the ODFs 
method, i.e. from measurements for cutting angles φ = 0°, 60° and 90°. The cutting angle 
φ = 60° was chosen instead of φ = 45° (the ODFs method), because it represented the direction 
of worst magnetic properties. The magnetization curves, predicted for chosen cutting angles, 
are depicted in Fig. 4, while corresponding relative errors are presented in Table 2. The pre-
diction errors in this case study did not exceed 6%.  

 
Table 2. Prediction errors for the case study 2 

Magnetic field H (A/m) 200 500 1000 2000 5000 

Errors (%) at φ = 15° 5.70 3.53 2.15 2.86 0.61 

Errors (%) at φ = 60° 3.24 0.05 0.99 0.78 0.01 

Errors (%) at φ = 75° 2.79 1.48 0.59 0.01 0.03 

 
Values of the scaling coefficients, estimated from different measurement ranges, are pre-

sented in Table 3. These are comparable in all considered studies except the scaling expo-
nent ϕ, whose value depends on the measurement range. This issue will be the subject of fur-
ther research. 

 
Table 3. Estimated values of scaling coefficients 

Measurements B0 B1 B2 ϕ ψ 
Full range 0.90 0.11 0.08 0.015 0.071 
Reduced range (case study 1) 0.90 0.13 0.07 0.004 0.071 
Reduced range (case study 2) 0.86 0.10 0.09 !0.010 0.074 

 
The results presented in this section confirm that the scaling-based method allows one to 

predict the magnetic anisotropy in a wide range of magnetic field strength or cutting angles, 
with relatively low errors. Moreover, the proposed method generates universal values of the 
coefficients B0-2, whereas in the case of the ODFs method – the coefficients A0-2 should be 
estimated separately for each level of magnetic field strength.  

 
 

5. Conclusions 
 
In the paper, the use of scaling analysis in description of magnetic anisotropy in electrical 

steels has been proposed. This approach was examined for the grain-oriented steel 111-35S5. 
The angular dependencies of magnetic induction for H = 200 ÷ 5000 A/m were collapsed onto 
a single curve, while a significant divergence of measurements for H = 100 A/m was observed. 
For this reason, the existence of two universality classes was postulated. Estimated values of 
the scaling coefficients could be considered as universal only in the limited range of magnetic 
field strength H = 200 ÷ 5000 A/m. Nevertheless, the presented results confirmed the validity 
of scaling procedures in the analysis of magnetic anisotropy. 
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The hybrid method for magnetic anisotropy prediction, combining the scaling analysis 
with the ODFs method, was proposed. This approach was verified in two case studies, con-
cerning prediction of angular dependencies of magnetic induction as well as magnetization 
curves for various cutting angles. It was shown that it is possible to predict anisotropy of 
magnetic properties based on measurements for three arbitrary angles φ = 0°, 90° and 60°, 
corresponding to rolling, transverse and worst magnetic properties direction, respectively. The 
relatively small errors of the scaling-based prediction of magnetic anisotropy were obtained. 
The proposed method generates coefficients, which have universal values for a wide range of 
magnetic field strength. In contrast, the coefficients in the ODFs method should be estimated 
separately for each level of magnetic field strength. For this reason, the scaling-based predic-
tion of magnetic anisotropy should be considered as a simpler and more universal method, 
compared to the ODFs one.  

In future research, the proposed method will be examined in the analysis of magnetic ani-
sotropy in the range of low magnetic field strength (H < 200 A/m) in order to investigate its 
scaling behavior.  
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Abstract: The paper presents a method for solving electromagnetic field problems by 
applying impedance boundary conditions for systems including conducting bodies of 
nonlinear magnetic properties in an excited harmonic field. Three types of impedance 
boundary conditions were derived. A procedure for computing surface impedance based 
on the transfer matrix is proposed. This procedure has been tested by comparing com-
putational results to calculations where time function distortions were considered, and to 
the experimental data. 
Key words: nonlinear electrodynamics, Surface Impedance Boundary Conditions, har-
monic fields, quasi-stationary fields, skin effect 

 
 
 

1. Introduction 
 
 Surface Impedance Boundary Conditions (SIBC) have been successfully applied to solving 
electrodynamic problems for complex geometry systems (see e.g. [1-7], more extensive refe-
rences on this subject can be found in [3]). SIBC are to be applied to systems where skin effect 
occurs. It is related to tangential components of the electric E and magnetic field H on the 
conducting surface being mutually normal, and their ratio, so called surface impedance, to be 
constant. Such dependencies allow to split electromagnetic field distribution calculations into 
separate, unrelated problems that can be formulated separately for each specific area of the 
system under consideration. 
 The basic requirements for effective SIBC application include electromagnetic penetration 
depth to be small in comparison to the curvature radius of the interface, and the field function to 
be only slightly variable along the tangents to these surfaces. Such conditions are easily satisfied 
in electromagnetic systems of high frequencies (e.g. radio frequencies). The skin effect is 
strongly pronounced there. Low frequency systems (e.g. power-line frequencies) may prove 
fairly compliant and eligible for SIBC application [4-7] – as well. 
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 Commonly SIBC are developed for systems of linear and homogenous medium that is of 
constant electromagnetic parameters. Nevertheless, such an assumption does not provide pre-
requisites for developing SIBC [1]. Wherever analysed systems cover either inhomogeneous, or 
non-linear areas, it is still necessary to modify SIBC and the methodology for computing specific 
parameters, as presented in chapter 3 of this paper.  
 A general method for solving nonlinear, quasi-stationary problems of 3D electrodynamics 
with SIBC was proposed [8, 9, 11]. It is based on Fundamental Solutions Method (FSM). 
Magnetic field distribution is found iteratively as self-consistent distribution of the magnetic 
field at magnetically active surfaces (i.e. ferromagnetic) of magnetic permeability determined 
from the given magnetisation curve μ = μ (H). Introductory numerical experiments performed 
for model problems confirmed the method to be correct and fairly convergent. However, only a 
simplified determination of SIBC parameters was assumed, specifically, while developing the 
formulas an assumption on linearity was made, and only a properly modified, local value for 
magnetic permeability based on the magnetisation curve were substituted into. Obviously, such 
an approach disregards e.g. the magnetic permeability dependence on the distance from the 
conductor surface, which may significantly contribute to errors. Therefore, the next step was to 
develop a more precise procedure for determining local surface impedance values [11].  
 The procedure made use of the transfer matrix concept and applied it to compute electro-
magnetic field distribution in the layer structures [10]. The skin area beneath the conductor 
surface divided into discreet elements, within which a constant (invariant in time) value, as of the 
magnetisation curve, for the magnetic permeability is assumed. It means that under a harmonic 
excitation field, the induced field functions are harmonic as well. Under such an assumption, the 
analysis of electrodynamic systems is much facilitated. It allows to disregard time dependence 
by introducing Maxwell equations in their complex form. Still, the problem arises how to 
determine a substitute magnetic permeability for particular elements of the skin layer. In this 
paper, the procedure reported elsewhere [11] has been completed by adding two methods for 
averaging the value of magnetic permeability. 
 Moreover, a way of considering an approximated magnetic hysteresis by applying a complex 
value for the magnetic permeability has been proposed [13, 14]. A series of numerical tests have 
been performed. Results have been compared both to the simulation results where field function 
distortions due to time dependences were included, and to the experimental results presented 
elsewhere [14]. 
 
 

2. Surface Impedance Boundary Conditions  

2.1. A linear approach 
 As it was stated in the Introduction, SIBC are applicable where skin effect occurs, i.e. where 
the electromagnetic field penetrates not too deeply into the areas located under the conductive 
surface. It can be assumed that, for cases where such areas are significantly greater in size than 
the substitute field penetration depth (massive conductor cases), their internal electromagnetic 
field is limited to a thin layer under the surface, which is called a skin layer. The basic dif-
ferential operations in such areas are presented in the Appendix. 
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 By applying these formulas and as long as the assumption that all s1, s2 derivatives of the 
electromagnetic field components are negligible in comparison with their respective s3 deri-
vatives holds, a general relationship between the intensities of the electric and magnetic field at 
the conductor-dielectric boundary surface can be expressed as [1-3]: 

  ( )HnnEn ××=× cZ , (1) 

where Zc denotes surface impedance, n – stands for the unit vector perpendicular to the interface. 
 This relationship is called a surface impedance boundary condition (SIBC) and it means that 
both the electric Et and magnetic Ht field components tangent to the boundary surface are 
mutually normal, and the ratio of their magnitudes: 

  
t

t
cZ

H
E

=  (2) 

depends solely on the local properties of the adjacent areas, i.e. their electromagnetic parameters, 
and on the field frequency.  
 In the homogenous media of linear properties the surface impedance can be expressed by the 
formula [1-3]: 

  
εωjγ

μωj
+

=cZ , (3) 

where: μ, ε, γ and ω stand for magnetic permeability, permittivity, electric conductivity, and 
pulsation, respectively. 
 It shall be underlined here that neither homogeneity, nor linearity of the electromagnetic 
parameters of the areas, provides the necessary assumption while applying the condition (1) [3]. 
Nonetheless, dependence (3) does not hold for nonlinear media and the local Zc magnitude 
should be then determined numerically. In chapter 3 a numerical procedure for determining Zc 
for magnetically nonlinear media is provided. It is based on the transfer matrix approach.  
 Practical arrangements for applying SIBC numerically in a form (1) may prove troublesome, 
as all the components for E and H fields must be computed simultaneously. Fortunately, other 
more convenient SIBC formulation can be found, where parameters related to material properties 
and field frequency other than Zc occur.  
 Below, three other SIBC representations for which fields need to be harmonic and quasi-
stationary (i.e. for which the Maxwell displacement current is negligible) and conductive areas 
linear are presented [2-4, 8, 11]: 

  HnJ ×=  α , (4) 

  n
n H

n
H

β−=
∂

∂
, (5) 

  
n

VV m
m ∂

∂
= βΔ , (6) 
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where: J stands for current density at the interface, Vm is the magnetic potential (H = – gradVm), 
Hn – normal component of magnetic field, Δ  – surface Laplacian (see (A10)), 

  μγωjα = , (7) 

  
μ
γωjμβ 0= . (8) 

 Though the above relationships result from condition (1), stable material parameters are 
assumed for their derivation. In the chapter that follows analogous dependencies are derived for 
SIBC in the nonlinear (applicable also to non-homogenous) systems. 

2.2. Condition (4) for nonlinear systems 
 Due to Et and Ht components being mutually normal, and from (2) it can be concluded that 
(1) can be rewritten in the form:  

  HnE ×= ct Z . (9) 

 Additionally, as the condition on the continuity for the tangent components of both electric 
and magnetic fields holds, clearly this dependence is correct on both sides of the interface, i.e. on 
the dielectric and conductor side alike. On the conductor side, i.e. within the skin layer, the 
normal component of the electric field does not occur [1], hence 

  tEE = . (10) 

 With the differential Ohm’s law taken into consideration  

  EJ  γ=  (11) 

and (20) (9) we arrive at  

  HnJ ×= cZ γ . (12) 

 By comparing (23) (12) to (15) (4) it may be concluded that the condition has taken on the 
form which is identical to the one for the linear case, as long as  

  cZ γα = . (13) 

2.3. Condition (5) for nonlinear systems 
 Let us assumed that all the field components are sinusoidal functions of time. Though such 
an assumption does not hold for systems including media of nonlinear properties, the error due to 
such a simplification can be acceptable in electrodynamics. Comparisons of the computational 
data performed under such an assumption with computations where time dependent distortions 
in the time field function were taken into account confirmed this supposition. The conclusion 
was also supported with comparison of the experimental data [12] presented in chapter 4.  
 To obtain the sought relationships let us consider a certain neighbourhood of any point P 
within the thin layer area including the dielectric - conductor boundary surface (Fig. A1). The 
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thickness of this sector is assumed to be equal to 2η and to be large enough to include entire skin 
layer of the conducting area; it means that for s3 > η the field is negligible. Within the coordinate 
system s1, s2, s3 introduced in the Appendix we have [ ]1,0,0=n . By denoting  

  [ ] [ ]321321 ,,    ,,, HHHEEE == HE  (14) 

and making use of (9)  

  1221        , HZEHZE cc −== . (15) 

 Within the dielectric sector of the concerned area, as based on Faraday’s law  

  HE 0μωj−=rot . (16) 

 By decomposing from (A8) the third component rot E  

  ( ) ( ) 3011
2

22
121

1 HjEh
s

Eh
shh

ωμ−=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂−

∂
∂ . (17) 

 By substituting the dependence (15) to (17), with a few simple operations and applying (A9) 
and (A11)  

  30μωjdiv HZZ cc =⋅+ gradHH . (18) 

 According to (A7) and (A11) 

  
3

3divdiv
s
H

∂
∂

−= HH  (19) 

and as 0div =H for the dielectric area, so 

  c
cc

Z
Z

H
Zs

H  1ωj
3

3

3 grad⋅+−=
∂
∂ H . (20) 

 As s3 represents the component normal to the boundary surface, finally  

  cZ
Z

H
n

H

c
n

n  1 β grad⋅+−=
∂

∂ H , (21) 

where  

  
cZ

0μjωβ = . (22) 

 Relation (21) is a generalised SIBC (5) under the simplified assumptions for the electro-
magnetic field to be harmonic and quasi-stationary. 
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2.4. Condition (6) within a nonlinear approach 
 For quasi-stationary fields, within the dielectric part of the considered system a scalar mag-
netic potential can be introduced:  

  mVgrad−=H , (23) 

that satisfies Laplace’s equation  

  0Δ =mV . (24) 

 By substituting (23) to (20)  

  cm
c

mm ZV
Zs

V
s
V

gradgrad ⋅−
∂

∂
−=

∂

∂
− 1β

3
2
3

2
 (25) 

and on the base of (A6), (A10) and (24) observing that  

  m
m V

s
V

Δ2
3

2
−=

∂

∂ , (26) 

we arrive at the sought generalisation of SIBC for the scalar magnetic potential, namely 

  cm
m

m ZV
Zn

V
V gradgrad ⋅−

∂
∂

β−=
c

1Δ , (27) 

with β derived as in formula (22) (33). 

 
3. Procedure for computing surface impedance  

 Applying SIBC formulas (1), (12), (21), and (27) to solving electromagnetic field problems 
in systems including conducting areas of nonlinear magnetic properties the surface impedance Zc 
distribution at the boundary surfaces for these areas is required to be known. However, local 
magnitude of Zc is known to depend on the magnetic permeability, which in turn depends on the 
magnetic field intensity. Therefore, the procedures for determining Zc and computing field distri-
bution need to be interrelated. A transfer matrix method based concept for numerical procedure 
to compute surface impedance was presented elsewhere [10, 11]. Further in this chapter a brief 
summary of it, completed with some significant supplements is provided. 
 Accordingly to the assumptions made earlier, within the conducting sector of the system 
under consideration the area where electromagnetic field occurs is limited to the skin layer 
beneath the boundary surface (see Fig. 1). The relation μ = μ(H) for this area is assumed to be 
known. The relationship is assumed to be unique, though μ can be also a complex value, which 
allows to incorporate an approximated magnetic hysteresis effect [12, 13].  
 The first step of the proposed procedure is discretization by dividing of the skin layer on the 
surfaces being parallel and perpendicular to the interface, into small volume elements kji ,,Ω , as 
shown in Fig. 1. Magnetic permeability within the element is assumed to be constant (the 
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distribution of magnetic permeability is approximated by the step function). It shall be noticed 
here that under the assumption made earlier, the field is variable, and consequently also magnetic 
permeability variations are much more pronounced along the normal direction than along the 
directions tangent to the surface, and thus the elements width dk, (compare Fig. 1) shall be 
respectively smaller than their dimensions along the directions s1, s2.  
 

Fig. 1. Skin layer area – illustrated method for 
computing surface impedance; i, j, k means 
numbering   indices  in  directions  s1,  s2,  s3 

(respectively) 

 
 With no limitations to the generality of the considerations it can be assumed that within the 
selected element axis s1 is parallel to the vector E, thus  

  [ ]0,0,1E=E ,                 [ ]32 ,,0 HH=H . (28) 

 With such assumptions, the electromagnetic field components in the element kji ,,Ω  (see 
Fig. 1) can be approximated with the functions listed below (to further simplify the notation, 
indexes i, j are ignored). 

  ( ) ( )kkkk ss
k

ss
kk essEessEE ,33,33 ),(),( 21,121,1,1

−α−−α−+ += , (29) 

  ( ) ( )kkkk ss
k

ss
kk essHessHH ,33,33 ),(),( 21,221,2,2

−α−−α−+ += , (30) 

  ( ) ( )kkkk ss
k
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kk essHessHH ,33,33 ),(),( 21,321,3,3

−α−−α−+ += , (31) 

where s3, k denotes the initial coordinate of the k 
th sector (compare Fig. 1), 

   kjik ,,μγωjα = ,  μ k  

is substitute magnetic permeability of kΩ  element. To further simplify the notation, indexes i, j 
are ignored. 
 According to Faraday’s law the following relations are obtained  
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 Due to continuity conditions for the tangent components of the electric and magnetic fields, 
E and H, respectively at the boundary between the sectors k and k + 1, it can be shown that 
[10, 11] 
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where 
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 The relation between the electric field amplitude in the first layer and beyond the last one, i.e. 
within the area k = n + 1 – (see Fig. 1) can be written as:  
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where 
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is the transfer matrix for the entire skin layer. By neglecting within the n + 1 area the wave 
incident onto the coordinate s3, then with (32) and (39) it is obtained [11]: 
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 According to the description provided above the procedure for computing Zc comes down to 
computing the P matrix, which is a simple product of 2nd rank matrices (see formula (39)). Still, 
for nonlinear cases Mk matrix elements cannot be directly computed, as it is necessary to know 
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local magnetic permeability μk values, which are dependent on the magnetic field distribution to 
be computed. Therefore, the concerned procedure has to be linked with another procedure (e.g. 
FEM, BEM, FSM – see [8, 9, 11]) for computing the electromagnetic field distribution within 
the dielectric area under the SIBC condition set at the boundary surfaces. Such a concept as well 
as the results of introductory numerical tests were reported elsewhere [8, 9, 11]. It consists in 
iterative finding electromagnetic field distribution that is self-consistent with the surface 
impedance distribution at the conducting sectors surfaces of the considered system. At each 
iteration step a linear problem is solved. That allows to compute approximately the field dis-
tribution, and based on that, to determine Zc distribution required for the next step of compu-
tations.  
 The very procedure for computing local Zc magnitudes is also of iterative nature. At each 
iteration matrices Mk are computed according to formula (36) for μk values computed in the 
preceding iteration. Then the field distribution within the skin layer is computed from formulas 
(29) – (31), and in turn μk magnitudes for the next iteration are computed from μ = μ(H) relation. 
The process is repeated until the magnetic field distribution within the skin layer is consistent 
with the magnetic permeability distribution (i.e. in each element kΩ  the dependence between μk 
and H follows the magnetisation curve with the acceptable accuracy). The iteration starts with 
constant values for μk.  
 It is crucial to find the values for μk in the skin layer elements. As instantaneous magnitude 
for absolute value of magnetic field intensity varies in time, instantaneous values for magnetic 
permeability can be also significantly variable, though to simplify the problem μk is treated as 
invariable in time. Thus, a problem arises how to set the appropriate value for μk. Three ap-
proaches to determine μk seem most natural, namely 
  – directly from the magnetisation curve based on the magnetic field amplitude  

  )( mk Hμ=μ , (41) 

where Hm corresponds to the magnetic field amplitude in the central point of the kth element of 
the skin layer, 
  – by averaging the μ = μ(H) function 

  ∫μ=μ
mH

m
k HH

H
0

d)(1 , (42) 

  – by averaging over time  

  ∫∫ ϕϕμ=ωμ=μ
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2
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d)sin(
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m

T

mk HttH
T

. (43) 

 The next chapter deals with numerical experiments where all the above approaches to deter-
mine μk values were taken into consideration. 
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4. Verification of the method 
 
 Introductory numerical test results for the provided method for determining surface impe-
dance were presented elsewhere [11]. The procedure was found to converge effectively. After a 
few iterations the magnetic field distribution was found convergent with the magnetic per-
meability distribution within the skin layer. However, due to assumed simplification, as well as 
with regard to the options applicable while determining μk values, a comparison of the results to 
computations where distortions from the time dependencies had been considered, as well as to 
experimental measurements would prove essential. Such results were reported in another 
paper [12] where the problem of finding electromagnetic field distribution within the conductive 
half-space of nonlinear magnetic properties was considered. Though the magnetic hysteresis 
effect had not been taken into account there, the distortions from the time dependencies were 
considered. The finite difference method computations allowed to determine such relations as 
active power losses as a function of magnetic field intensity on the boundary surface. The results 
were also set against experimental measurements. It shall be highlighted that unit power loss can 
be directly related to the surface impedance with 

  ( ) 2
0Re

2
1 HZP c= , (44) 

where H0 stands for the magnetic field strength at the boundary surface. In Fig. 2 curves denoted 
as 1, 2, 3 are reproduced from [12]. Discrepancies between the experimental curve no 1 and the 
computed one (no 3) were attributed to hysteresis losses not considered in the computations.  
 

Fig. 2. Unit power losses in the conductive half-
space; 1 is a curve where constant magnetic per-
meability was assumed (as reported by [12]), 2 
is a computation curve where time function dis-
tortion were considered (as reported by [12]), 3 
is the measurement curve (as reported by [12]), 
4, 5, 6 are computation curves where time func-
tion distortion were disregarded and obtained for 
formulas (41), (42), (43), respectively, 7 is the 
curve for applied formula (42) with a complex 
magnetic permeability for ψ  = 14 degrees (com- 

pare (45)) 

 
 The remaining curves in Fig. 2 represent the results obtained with the computation procedure 
for determining surface impedance provided hereby with the formula (44). Curves no 4, 5, and 6 
represent various approaches to selecting the substitute magnetic permeability (formulas 
(41)-(43)). A computation curve reported in [12] was closely followed by our curve for which 
average magnetic permeability was applied according to the formula (42) (curve no 5).  
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 The hysteresis losses can be incorporated by applying a complex magnetic permeability 
[13, 14], i.e. the hysteresis curve approximated with an elliptical curve as follows:  

  ψjμμ e= . (45) 

 As the paper [12] does not provide the hysteresis loop for the material for which experi-
mental measurements had been performed, it was not possible to fully verify our method ap-
plicability to this case. Nevertheless, we managed to test compatibility of the measurement curve 
no 1 with our results, and prove it to be the highest for the approach where averaging magnetic 
permeability followed formula (42) with ψ = 14 degrees (curve no 7). 
 
 
 

5. Summary 
 
 A method for solving electromagnetic field problems by applying impedance boundary 
conditions is presented in the paper for systems including conducting bodies of nonlinear mag-
netic properties in an excited harmonic field. Nonlinear properties of the conducting areas cause 
the real field time functions to depart from their clear sinusoidal patterns, which increases 
difficulty of solving. We have proposed a method where a simplified assumption is made for the 
distortions from proper time functions to be disregarded. The resulting error could fall within the 
range acceptable for typical technical systems in electrodynamics. An obvious advantage such an 
assumption brings is applicability of time independent Maxwell equations for complex fields.  
 With the assumption made valid, three types of impedance boundary conditions were derived 
(see formulas (12), (21), (27)) which provided generalised SIBC in linear systems. To apply 
them surface impedance distribution is to be known at the conductor – dielectric boundary 
surfaces of the system under consideration. Therefore, a procedure for computing this quantity 
based on the transfer matrix is proposed. The proposed procedure has been tested by comparing 
computational results to computations where time function distortions were considered, and to 
the measurements data reported elsewhere [12].  
 Based on the performed comparison the following conclusions were drawn: 
  – Accuracy of the presented procedure is highly dependent on the option for determining sub-
stitute magnetic permeability for the skin layer elements of the system (see the differences 
between the curves 4, 5, and 6 in Fig. 2). 
  – By applying averaged magnetic permeability according to formula (42) high compatibility 
with the results with distortions from time dependencies considered was reached. 
  – By applying a complex magnetic permeability, high compatibility with the measurements 
was achieved. 
 Nevertheless, it should be noted here that scarcity of the comparative material prevents us 
from announcing conclusions as final. Comparison of results obtained for the provided method 
with detailed experimental results for various types of magnetic materials would prove par-
ticularly useful.  
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Appendix. Differential operations within thin-layer areas 
 
 In this chapter formulas for basic differential operations within thin-layer areas are presented. 
The thin-layer area of a width of 2η  contains all the points whose distance to the specific surface 
S is either equal to η, or smaller (Fig. A1). It is assumed, that η  is significantly smaller than the 
curvature radius of the surface S at each of its points.  
 Then, at the surface S an orthogonal coordinate system s1, s2 is introduced. Any P point of the 
thin layer area can be defined with s1, s2 coordinates of its orthogonal projection to the surface S 
and s3 coordinate, which is the distance from point P to the considered surface (see Fig. A1). 
 

Fig. A1. A thin-layer area 

 
 Lamé coefficients for any curvilinear coordinate system s1, s2, s3 can be expressed with the 
formula [15] 

  3 ,2 ,1    , 
3

1
=⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛

∂
∂

= ∑
=

i
s
x

h
j i

j
i , (A1) 

where 

  ( )321 ,, sssxx ii =  (A2) 

are the interrelations between coordinate si and any Cartesian coordinate system x1, x2, x3. The 
magnitudes hi, as the lengths of certain vectors, namely the ones tangent to the appropriate 
coordinate lines, are not dependent on any selected Cartesian system. 
 To determine Lamé coefficients for the coordinate system defined above let us consider a 
small thin layer sector within the neighbourhood of any point P. The Cartesian coordinate system 
xi is selected to make x1 and x2 axes tangent to the surface S, and x3 axes to cross the P point (see 
Fig. A1). It can be then safely assumed that within the concerned sector coordinates x1 and x2 are 
practically independent of the coordinate s3, i.e. the depth at which point P is located, hence  

  ,              , ),(           , ),( 3321222111 sxssxxssxx ===  (A3) 
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which when substituted with (1) allows to arrive at 

  .           , ),(           , ),( 3321222111 shsshhsshh ===  (A4) 

 By considering general relations determining basic differential operations for any scalar 
field ϕ and a vector field V in the orthogonal curvilinear coordinate system [15], and by ap-
plying (A4): 
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 As point P has been freely selected, the relations [A5-A8] for the coordinate system under 
consideration are correct within the entire thin layer sector. 
 The following surface differential operators are used in the paper: 
  – surface gradient  
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  – surface Laplacian  
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  – surface divergence  
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Dean’s foreword 
 
This paper presents a short story of 70 years of existence of the Faculty of Electrical Engi-

neering in Szczecin. Starting from 1947 as one of 3 faculties founded at the Engineering 
School in Szczecin, it became, as a result of the school transformation in 1955, one of six 
Faculties of Technical University of Szczecin. Since 2009, after merging with Agricultural 
University, our Faculty is one of 10 faculties of the West Pomeranian University of Techno-
logy, Szczecin.  

At present, we teach students in three fields of study: Electrical Engineering, Automatic 
Control and Robotics as well as the Information and Communication Technology (ICT) with 
the 1st (engineering) and the 2nd (master) degrees for all three fields of study. Quality of edu-
cation has been confirmed by the institutional evaluation of the Polish Accreditation Commis-
sion which has distinguished two categories: development strategy as well as material and 
human resources. Close relationships with industrial partners allow flexible adaptation of our 
study programs to the needs of industry and dynamic progress of technology. One of the me-
thods used to achieve this goal is the Industry-Program Council of the Faculty founded in 
2009 as one of the first such structures in our region. 

We have educated over 8500 graduates so far, employed by various companies and public 
administration, not only in our region. Currently the Faculty employs over 80 members of 
academic staff, including 11 professors, 8 associate professors and 6 assistant professors with 
habilitation degree and has over 1000 students. A high level of scientific research has been 
confirmed by the Committee for the Evaluation of Scientific Units awarding the Faculty with 
the “A” category in 2013. Our Faculty has the full academic rights in two scientific disci-
plines, with doctoral studies as well, and is authorized to confer Ph.D. and habilitation (D.Sc.) 
degrees in Electrical Engineering as well as in Automatic Control and Robotics.  

In 2017 we are celebrating the 70th Anniversary of our Faculty. Apart from the main cele-
brations on May 20th together with a picnic and alumni meeting, there are some accompanying 
events organized as well, such as conferences and special scientific sessions. 

   Ph.D., D.Sc. Eng. Krzysztof Okarma, Assoc. Prof. – Faculty Dean 
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1. The origins of the Faculty of Electrical Engineering 
 
Immediately after World War II, the society and the authorities of Szczecin realized that in 

the face of the lack of cadres with higher education, preparations should be made as soon as 
possible to set up a higher school in this city, which should educate the highly needed spe-
cialists. In Szczecin before World War II there was no university providing higher education. 
There was, however, State Technical University of Ship Builders and Ship Engineers (Vere-
inigte Technische Staatslehranstalten für Schiffsingenieure und Seemaschinisten zu Stettin) 
currently located in the building at Sikorskiego 37 Street. 

The Faculty of Electrical Engineering was established on the basis of an official act of the 
Minister of Education on January 20th, 1947, formally establishing the University on Decem-
ber 1st, 1946. At that time, the School consisted of three faculties: Electrical, Mechanical and 
Civil Engineering, and M.Sc. Ryszard Bagiński was appointed its Director. Shortly after-
wards, the two further faculties were set up: Chemical and Architecture. 

The rise, formation and development of the Faculty was strongly connected with the orga-
nization of electricians in the Szczecin Branch of the Association of Polish Electricians (SEP) 
– the activities of its first three presidents – Jan Słomiński, Zygmunt Paryski and Witold 
Gładysz left an indelible mark on the history pages of the Faculty. 

After a short period of dynamic development, the central authorities (regulation of Mini-
ster of Higher Education dated 31.12.1952) established the organizational structure of the 
faculty comprising four departments and decided to liquidate the telecommunication as a field 
of study and additionally limit the number of specialties in the energy field. This caused 
already recognized specialists to leave the Department. 

 
 

2. Faculty of Electrical Engineering  
at the Technical University of Szczecin 

 
On September 1st, 1955, the Council of Ministers upgraded the Engineering School to 

Technical University of Szczecin. Unfortunately, 15 years later, due to the ongoing personnel 
crisis, the Ministry of Education and Higher Education reorganized the University trans-
forming the Faculty into the Electrotechnical Institute with the rights of a faculty. Never-
theless, in a short time, due to the tremendous efforts of the community, this situation was 
changed and the Institute obtained the rights to confer the doctorate degrees starting from 
December 1971. 

The Institute of Automation started functioning on 23.01.1973 and thus the Faculty of 
Electrical Engineering, composed of two institutes, was reactivated. The third one – Institute 
of Electronics and Computer Science was established on September 1st, 1989 and another 
independent unit – Department of Theoretical Electrical Engineering and Computer Science – 
was established on November 12th, 1990. At the beginning of 2000 the Department of Signal 
Processing and Multimedia Engineering separated from the Institute of Electronics, Telecom-
munications and Computer Science. Both these Departments continue to operate to this day.  
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In June 2002, the Faculty of Electrical Engineering obtained full academic rights in the 
discipline of electrical engineering. This enabled the Faculty to launch a doctoral program, 
transferred from the Faculty of Mechanical Engineering in February 2003, which allowed 
Ph.D. students to defend their dissertations in electrical engineering. The first graduate from 
this group of people defended his doctoral dissertation on April 3rd, 2003. 

The dynamic scientific development of the staff during this period resulted also in the 
rights to confer the degree of doctorate in the discipline of automatic control and robotics 
(since 2004). 

 

(a) 
 

(b) 

Fig. 1. The two buildings of the Faculty of Electrical Engineeging: at 37 Sikorskiego Street – before the 
Second World War (a) and at number 10 on 26 Kwietnia Street in the 1980’s (b) 

 

3. Faculty at the West Pomeranian University of Technology, Szczecin 

Under the Act of 5 September 2008 on the establishment of the West Pomeranian Univer-
sity of Technology, Szczecin (ZUT), our Faculty became one of the ten faculties of the new 
university, created by merging Szczecin University of Technology and the University of Agri-
culture in Szczecin, and starting its activity on January 1st, 2009. 

On January 25th, 2010, our Faculty has obtained the rights to confer doctoral degree in 
automatic control and robotics. This achievement, having regard to the number of teaching 
and research staff, has led to the inclusion of the Faculty among a small number of units of 
this size having full academic rights in two disciplines. It contributed both to the development 
of academic staff in this discipline as well as to the further extension of the didactic offer for 
second degree studies in the aforementioned field of ICT, whose graduates acquire know-
ledge, skills and competencies covering selected topics from three disciplines: computer 
science, telecommunications as well as automation and robotics. 

Literally a few days after obtaining these rights, on January 31st, 2010, the organizational 
structure of the Faculty has also changed. The institutes of Industrial Automation, Electronics 
and Telecommunications and Electrical Engineering were abolished and a department based 
structure consisting of 6 new departments (chairs) has been created in addition to the two 
existing ones. The youngest unit in the Faculty is the Department of Applied Computer 
Science established on 1.11.2012. 
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Changing the organizational structure and gaining habilitation rights in the second dis-
cipline coincided in time with scientific advancements, in particular of young workers who 
have obtained habilitation degrees. During that period, this degree was awarded to 11 faculty 
members. Three grades have been obtained in accordance with a pre-existing procedure, 
including habilitation colloquium, whereas one of the doctors was habilitated at Częstochowa 
University of Technology. Among the habilitations conferred by our Faculty the employees 
have obtained 5 degrees in the discipline of Electrical Engineering and 5 in Automatic Control 
and Robotics. This allowed to significantly rebuild the scientific staff, drained in the last few 
years by retirements and unfortunately deaths of some professors. 

At present, the Faculty of Electrical Engineering employs about 80 academic teachers, 
including 11 with a professor title and 14 with a habilitation degree. As one of four out of 10 
faculties of the West Pomeranian University of Technology, Szczecin, it holds the “A” cate-
gory in the evaluation of the Committee for Evaluation of Scientific Units. In 2013, the Fa-
culty received a positive institutional assessment of the Polish Accreditation Commission 
(PKA), with distinctions in two areas (for the development strategy as well as material, 
financial and human resources). 

The priority areas of research conducted at the Faculty of Electrical Engineering, adopted 
by a resolution of the Faculty Council, include: 

– non-destructive testing using electromagnetic methods, 
– innovative technologies for the processing, transmission and use of energy, 
– high-voltage engineering and diagnostics, 
– modeling and management of technical and biological systems, 
– real-time diagnostics and control systems, 
– photonics and optoelectronics in technology, biomedicine and telecommunications, 
– exploration, processing and transmission of signals and data, 
– processing and analysis of images in technology and biomedicine. 
 

(a) 
 

(b) 

Fig. 2. The two buildings of Faculty of Electrical Engineeging at present: at 37 Sikorskiego Street (a) and 
at number 10 on 26 Kwietnia Street (b) 

 
Since 1994 our Faculty is also the organizer of one of the largest regional scientific events 

in Europe related to automatic control and robotics, namely International Conference on Auto-
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mation and Robotics (MMAR) held each year, usually in the Międzyzdroje resort, under the 
patronage of IEEE Robotics & Automation Society, IEEE Control Systems Society, Internatio-
nal Federation of Automatic Control (IFAC) and Committee on Automatic Control and Robo-
tics of the Polish Academy of Sciences. MMAR conference proceedings appear on the IEEE 
Xplore platform and are indexed in major global databases: Web of Science (CPCI), Scopus or 
dblp. 

Recent years also include the development of the Faculty's didactic and laboratory base. 
The most visible part of it is putting into use in 2014 a new part of the building on 26 
Kwietnia Street with modern science and didactic laboratories and the Auditorium named after 
Prof. Stanisław Skoczowski. It is a modern conference and training facility consisting of 3 
rooms, together with 533 places, being the largest of its kind in Szczecin universities, with  
a spacious foyer with a unique gallery of the Szczecin branch of the Union of Artist Photo-
graphers of Poland (ZPAF). 

 

 

Fig. 3. Auditorium named after Prof. Stanisław Skoczowski inside 
 
 

4. Study offer and cooperation with industry partners 
 
Currently, the Faculty of Electrical Engineering conducts three-cycle studies in the fields 

of Automatic Control and Robotics and Electrical Engineering and two-cycle in the field of 
ICT. The Electrical Engineering studies have been conducted since the beginning of the 
Faculty, the field of Automatic Control and Robotics since 1994, and the youngest ICT from 
2011, currently also as second cycle studies, with its first graduates in 2017.  

In 2009 the Council of the Faculty of Electrical Engineering established the Industry-
Program Council of the Faculty and approved its statute. As the first such collegiate structure 
at the University and in the region, it consists of representatives of leading companies and 
enterprises in the region from industry sectors related to automation, electronics, electrical 
engineering, information technology and telecommunications, as well as representatives of the 
Department and the local authorities. It is also worth emphasizing that the activities of the 
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Council contributed to the development and improvement of the didactic offer of the Faculty, 
mentioned above, including the new field of study – ICT (Teleinformatics), established as the 
third in the country after the Wrocław University of Technology and the UTP University of 
Science and Technology in Bydgoszcz. Currently, the ICT studies gain popularity also in other 
technical universities e.g. AGH University of Science and Technology in Cracow, Silesian 
University of Technology or Poznan University of Technology. 

Parallel to the operation of the Industry-Program Council, the Faculty cooperates closely 
with industrial partners, being also active in international cooperation. The results can be 
observed as the increasing number of international students within the Erasmus + programme 
as well as increasing number of international scientific projects conducted in cooperation with 
industrial partners.  

Current cooperation with industry allows us to make the study programs more attractive, 
including the possibility to gain the industrial certificates by our students e.g. under the 
Samsung Labo course, Siemens Academy or National Instruments LabVIEW Academy. Some 
other certificates can also be obtained after chosen classes e.g. issued by ASTOR Infel and 
Bernecker&Rainer companies. The Faculty closely cooperates also with partners from the ICT 
industry such as Tieto (founded by one of our professors as RTS Networks company), 
brightONE, GlobalLogic, Apptimia or AVID Technology Poland. Automatic control and 
robotics is supported additionally by DGS Company, HIAB Cargotec Poland, and recently 
also AMPER, Kongsberg Maritime and Sonion. Examples of typically electrical companies 
cooperating with our Faculty are ENEA, TWN or Schneider Electric Energy Poland with 
a strong support from the Association of Polish Electricians (SEP). 

Most of the companies mentioned above support the organization of the 70th Anniversary 
of the Faculty of Electrical Engineering taking place on May 20th, 2017. The whole event, 
apart from its official part, consists of alumni meeting and an open air family picnic with the 
possibility of visiting the older and newer fragments of both our buildings as well as to par-
ticipate in school reunions, games and competitions for youth and discussions with our indu-
strial partners illustrated by music, i.e. performed by our unique student's music band.  

 
 

5. Conclusions 
 
The Faculty of Electrical Engineering in Szczecin after 70 years is one of the most relevant 

faculties of the West Pomeranian University of Technology, Szczecin. Despite its average 
size, both in terms of number of students and staff, it can be considered as scientifically ef-
ficient and effective. Facing new challenges posed by changing external conditions, observing 
the great involvement of the vast majority of Faculty members, we can look with optimism to 
the future development of our Faculty. 
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