Wrong transition and measurement models in power system state estimation
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Abstract: The influence of wrong information about transition and measurement models on estimation quality has been presented in the paper. Two methods of a particle filter, with and without the Population Monte Carlo modification, and also the extended and unscented Kalman filters methods have been compared. A small 5-bus power system has been used in simulations, which have been performed based on one data set, and this data set has been chosen from among 100 different – to draw the most general conclusions. Based on the obtained results it has been found that for the particle filter methods the implementation of the slightly higher standard deviation than the true value, usually increases the estimation quality. For the Kalman filters methods it has been concluded that optimal values of variances are equal to the true values.
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1. Introduction

Each measurement is associated with a measurement error. In many cases, it is assumed that the density distributions of measurement noises and internal (also called system or transition) noises are known. E.g. in the article [1] the extended Kalman filter method has been used to the power system dynamic state estimation (PSDSE) task. In this specific case estimation relates to the dynamics of power network, i.e. the state vector is composed of phase angles and angular velocities of generator rotors. The authors assumed that variances of both, the internal (transition) and measurement noises, are known.

In other papers related to PSDSE, such as [2-3], the knowledge about these distributions also has been assumed, however simultaneously it has been assumed that values of parameters
in state equations (in functions of state variables depending on the state variables from previous time step) are unknown.

But there are also articles, where noise densities are estimated together with the state variables. E.g. in [4] the author estimates not only the angle and velocity of Permanent Magnet Synchronous Motor (PMSM), but also the variances of measured currents.

In this article it has been decided to focus on cases with preset measurement and transition models, but with assumption that these models are incorrect. It has been checked how too small or too large variance impacts on the estimation quality.

A few different methods have been compared, i.e. a basic particle filter (Bootstrap Filter), the particle filter with the Population Monte Carlo modification, the extended Kalman filter (EKF) and the unscented Kalman filter (UKF). The description of the two latter methods can be found in [1, 3].

In the next Section the particle filter has been described. The Population Monte Carlo modification has been presented in the third Section. In the fourth Section an object, i.e. the power system has been presented. The next Section contains the methodology and the results obtained in simulations, which have been concluded in the last Section.

This paper is the extended version of the article presented during the national conference PES-10 (Postepy w Elektrotechnice Stosowanej), which will be printed in the Prace Instytutu Elektrotechniki journal.

2. Particle filter

The particle filter (PF) principle of the operation is based on the recursive Bayesian filter [5]

\[
p\left( x^{(k)} | Z^{(k)} \right) = \frac{p \left( z^{(k)} | x^{(k)} \right) p \left( x^{(k)} | Z^{(k-1)} \right)}{p \left( z^{(k)} | Z^{(k-1)} \right)},
\]

where \( x^{(k)} \) is the state vector at the \( k \)-th time step, \( z^{(k)} \) is a vector of measurements, and \( Z^{(k)} \) is the set of the measurement vectors from the beginning to the \( k \)-th time step

\[
Z^{(k)} = \left\{ z^{(1)} , z^{(2)} , \ldots , z^{(k)} \right\}.
\]

Additionally both vectors, \( x^{(k)} \) and \( z^{(k)} \), should be considered as a realization of random variables \( X \) and \( Z \) with specified probability density functions (PDFs) [6]

\[
x^{(k)} \sim p \left( x^{(k)} | x^{(k-1)} \right),
\]

\[
z^{(k)} \sim p \left( z^{(k)} | x^{(k)} \right).
\]
where conditional PDF in (3) is the transition model, and the measurement model is presented in (4).

PF is a one of possible implementations of the Bayes filter, in which continuous posterior PDF has been replaced by a set of particles. It is assumed that each \(i\)-th particle in the \(k\)-th time step has some value \(x^{i,(k)}\) (state vector) and weight \(q^{i,(k)}\). For particles with a higher weight there is a higher probability that value \(x^{i,(k)}\) is closer to the true state vector. Hence, the posterior PDF in PF is represented by

\[
\hat{p}(x^{(k)} \mid Z^{(k)}) = \sum_{i=1}^{N} q^{i,(k)} \delta_{i,k}(x^{(k)} - x^{i,(k)}),
\]

where \(N\) is the number of particles, and \(\delta_{i,k}\) is the Dirac delta.

If the number of particles \(N\) is high enough, the information contained in the set of particles is almost the same as in the continuous posterior PDF

\[
p(x^{(k)} \mid Z^{(k)}) \xrightarrow{\text{as } N \to \infty} \hat{p}(x^{(k)} \mid Z^{(k)}).\]

The first PF was proposed by Gordon, Salmond and Smith [7] in 1993, and was called Bootstrap Filter. Its operation principle has been presented in Algorithm 1.

**Algorithm 1: Bootstrap filter**

1) Initialization. Draw \(N\) particles from the initial PDF \(x^{(0)} \sim p(x^{(0)})\), set the initial time step \(k = 1\).

2) Prediction. Draw \(N\) new particles from the transition model \(x^{i,(k)} \sim p(x^{(k)} \mid x^{i,(k-1)})\).

3) Update. Calculate particle weights based on the measurement model \(q^{i,(k)} \propto p(z^{(k)} \mid x^{i,(k)})\).

4) Normalization. Normalize weights so that their sum is equal to 1.

5) Resampling. Draw \(N\) new particles based on the posterior PDF, obtained in previous steps.

6) Calculate the estimated value, increase the time step \(k = k + 1\), go to the 2nd step.

The presented algorithm is easy to implement, but the estimated values are not optimal.

In a more general form the importance density (in 2nd step of the algorithm) may be any function dependent on both, the state vector from the previous time step \(x^{(k-1)}\) and measurement vector \(z^{(k)}\) (see Algorithm 2).

**Algorithm 2: Generic particle filter**

1) Initialization. Draw \(N\) particles from the initial PDF \(x^{(0)} \sim p(x^{(0)})\), set initial values of particle weights \(q^{(0)} = 1/N\), set the initial time step \(k = 1\).

2) Prediction. Draw \(N\) new particles from the importance density \(x^{i,(k)} \sim g(x^{i,(k)} \mid x^{(k-1)}, y^{(k)})\).

3) Update. Calculate particle weights based on the measurement model, the transition model and the importance density

\[
q^{i,(k)} \propto q^{i,(k-1)} \frac{p(z^{(k)} \mid x^{i,(k)}) p(x^{i,(k)} \mid x^{i,(k-1)})}{g(x^{i,(k)} \mid x^{i,(k-1)}, z^{(k)})}.
\]

4) Normalization. Normalize weights so that their sum is equal to 1.

5) Check condition for resampling. If not met, go to the 7th step.
6) Resampling. Draw \( N \) new particles based on the posterior PDF, obtained in the previous steps; set new particle weights values (usually \( q_i(k) = 1/N \)).

7) Calculate the estimated value, increase the time step \( k = k + 1 \), go to the 2nd step.

In the presented above algorithm, the optimal choice of the importance density is [8]

\[
g(x^{(k)} | x^{(i)}, z^{(i)}) \approx \frac{p(x^{(k)} | x^{(i)}) p(x^{(i)} | x^{(i-1)})}{p(x^{(k)} | x^{(i)}) p(x^{(i)} | x^{(i-1)})},
\]

(8)

(see example in Fig. 1), however the analytical calculation is possible only for specific cases, and generally some other methods must be used (see the next Section).

![Fig. 1. The upper graph – exemplary transition and measurement models; the lower graph – multiplication of these two models and simultaneously optimal importance density for this case](image)

The resampling step, which one can see in the both algorithms (second to the last step), can be compared to the survival of the fittest from the theory of natural selection [9]. In this step particles with low weights are deleted, and particles with high weights are copied (reproduced). There are many different kinds of resamplings, but the systematic resampling, which is one of the most used, has been chosen in this paper.

The operation principle of the systematic resampling is based on the assumption that all \( N \) particles are “drawn” using only one random number. This is possible because only the first value is drawn (uniformly distributed value from 0 to \( 1/N \)), and all others are increased by a multiple of \( 1/N \). If the particle’s weight is high enough (higher than \( 2/N \)), it is certain that it will be drawn to reproduce (the algorithm is more stable than multinomial resampling, in which every particle is selected from the whole range). In the Algorithm 3 one can find the pseudocode of the systematic resampling.

**Algorithm 3: Systematic resampling**

1) Initialization. Set value \( j = 1 \) and sum of weights \( S = q^{(j)} \), generate one random value \( u \sim U(0, 1/N) \).

2) For \( i = 1 \ldots N \) perform steps 3-5.

3) While \( S < u \) do: \( j = j + 1 \) and \( S = S + q^{(j)} \).

4) Choose particle \( x^{(j)} \) for replication.
5) Calculate \( u = u + \frac{1}{N} \).
6) Set chosen particles as current set.
7) Set new particle weights \( q^{(k)} = \frac{1}{N} \).

Description and comparison of many other resampling algorithms one can find in the article [10].

It should be also noted that the anti-zero bias (AZB) modification has been used. The first time it was proposed in [11]. AZB provides robustness to bad measurements data, but also the increase of the stability of the algorithm in specific cases.

Normally, the probability from measurement model \( p(z^{(k)} | x^{(k)}) \) is calculated as a product of all measurement probabilities

\[
p(z^{(k)} | x^{(k)}) = p(z^{(k)}_{i(1)} | x^{(k)}) \cdot p(z^{(k)}_{i(2)} | x^{(k)}) \cdots p(z^{(k)}_{i(m)} | x^{(k)}),
\]

where \( m \) is the measurements number. It has been proposed to add small value \( b_0 \), i.e. AZB, to each component of the product (9), which can be written as

\[
p(z^{(k)} | x^{(k)}) = \left( p(z^{(k)}_{i(1)} | x^{(k)}) + b_0 \right) \left( p(z^{(k)}_{i(2)} | x^{(k)}) + b_0 \right) \cdots \left( p(z^{(k)}_{i(m)} | x^{(k)}) + b_0 \right).
\]

Thanks to this modification cases when all particle weights are equal to zero (and the algorithm must be terminated – division by zero – can not be performed) do not occur. The usage of AZB does not decrease the quality of estimation (even if the whole transition and measurement models are known), and additionally does not negatively affect the computation time. Deepened research on AZB has been already performed and the second version of the paper has been accepted (in International Journal of Robust and Nonlinear Control).

Readers interested in the particle filtering are referred to the literature [12-15].

### 3. Population Monte Carlo

As it has been written in the previous Section, the selection of the importance density to obtain drawn particles from an appropriate range is problematic. One of the solutions is the so-called Population Monte Carlo (PMC) approach, which assumes that particles are drawn in parts (populations). But each subsequent population can use information from the previous one (even in the same time step).

The description of the PMC presented in [16] is so general that based on this a lot of different modifications can be created. The importance density may be different for any particle and can depend on the time step \( k \) and the particle number \( i \). The specific algorithm proposed in this paper consists in dividing the set of particles into \( P_N \) parts (populations), and the particles in each part are drawn based on the different importance density (the Gaussian distribution with parameters calculated based on the previous population).

The PMC algorithm has been described below, however one should remember that this algorithm corresponds to the second step of Algorithm 2.
Algorithm 4: Population Monte Carlo
1) For $p = 1..P_N$ perform steps 2-11
2) If $p = 1$ then (step 3)
3) $\mu_0 = x^{(k-1)}$, $\sigma_0 = \left[ \sigma_U^T \sigma_d^T \right]^T$ – initial values of means and standard deviations.
4) Else (steps 5-7)
5) $\mu_{[p-1]} = \frac{1}{N_{[p-1]}} \sum_{i=1}^{N_{[p-1]}} q_{[p-1]}^{(i)} \cdot x_{[p-1]}^{(i)}$ – the calculation of the mean values, based on the particles from the previous population,
6) $\Sigma_{[p-1]} = \frac{1}{N_{[p-1]}} \sum_{i=1}^{N_{[p-1]}} (x_{[p-1]}^{(i)} - \mu_{[p-1]})^2$ – the calculation of the variance values, based on the particles from the previous population,
7) $\sigma_{[p-1]} = \sqrt{\Sigma_{[p-1]}}$ – the calculation of the standard deviation values.
8) For $i=1..N_{[p]}$ perform steps 9-11
9) $x_{[p]}^{(i)} \sim g(x_{[p]}^{(i)} | \mu_{[p-1]}, \sigma_{[p-1]}^2) = N(\mu_{[p-1]}, \sigma_{[p-1]}^2)$ – drawing of the particle,
10) $q_{[p]}^{(i)} = \frac{p(x_{[p]}^{(i)} | x_{[p]}^{(i-1)}) \cdot p(x_{[p]}^{(i)} | x_{[p]}^{(i-1)})}{g(x_{[p]}^{(i)} | \mu_{[p-1]}, \sigma_{[p-1]}^2)}$ – the calculation of the particle weight.
11) Remember a particle for the further calculations in the PF algorithm

In the presented algorithm one can find the second power and the square root of vectors – this should be referred to the each vector element separately. Such notation has been used for the readability of the description. The exemplary result of Algorithm 4 (for the number of populations $P_N = 5$ and the number of all particles $N = 100$) has been presented in the Fig. 2. As one can see, using PMC the particles are drawn from the importance density, which is close to the optimal one.

In the performed simulations a one feature has been added to the Algorithm 4, after sixth step – the decrease of the variance has been limited in relation to the previous value (specifically, the value may be reduced 1.2 times in each subsequent population; the limitation has been added, because without this the variance decreases too much and the PMC gives the worse drawn particles).

It should be noted that computation time of the PF-PMC simulation is about two times longer than for the simple BF algorithm. Moreover calculations for every population must be performed sequentially and hence there are fewer opportunities to parallelization. One should also keep in mind that if the particles in the first population are drawn badly, probably all the remaining particles will not correspond to the optimal importance density.

The script (m-file) to draw graphs presented in the Fig. 2 one can find on the website sites.google.com/site/piotrkozierski in the “Additional data”.
4. Power system

The power system is composed of $B$ buses (nodes) and $L$ branches (lines), and two buses can be connected by a branch. A $\pi$ quadripole has been selected as a branch model (see Fig. 3), where $y_{ij}'/2$ is a half total line charging susceptance, and $y_{ij}$ is a line admittance

$$ y_{ij} = \frac{1}{R_{ij} + sX_{ij}}, $$

where $R_{ij}$ and $X_{ij}$ are a resistance and a reactance respectively.
The elements of the admittance matrix $\mathbf{Y}$ are calculated based on the expressions

$$ Y_{ij} = \sum_{j \neq i} \frac{y'_{ij} + y_{ij}}{2}, \quad (12) $$

$$ Y_{ii} = -y_{ii}, \quad i \neq j, \quad (13) $$

In exponential notation, the elements of admittance matrix can be written as

$$ Y_{ij} = Y_{ij} e^{j \mu_{ij}}, \quad (14) $$

where $Y_{ij}$ and $\mu_{ij}$ are used in equations (16-19).

A state of power system can be described as a set of voltage magnitudes $U_i$ and phase angles $\delta_i$ in all buses. However only a difference between two angles can be calculated. Therefore one bus must be reference (slack node) and the angle in such bus must be constant (usually equal to zero). Hence number of state variables is equal to $2B-1$

$$ \mathbf{x} = [x_1 \cdots x_{2B-1}]^T = [U_1 \cdots U_B \delta_1 \cdots \delta_B]^T. \quad (15) $$

It has been assumed that there are 5 different measurement types in the power system:

- active $(P)$ and reactive $(Q)$ power injections

$$ P_i(\mathbf{U}, \delta) = \sum_{j=1}^{B} U_i U_j Y_{ij} \cos(\delta_i - \delta_j - \mu_{ij}), \quad (16) $$

$$ Q_i(\mathbf{U}, \delta) = \sum_{j=1}^{B} U_i U_j Y_{ij} \sin(\delta_i - \delta_j - \mu_{ij}), \quad (17) $$

- active and reactive power flows

$$ P_y(\mathbf{U}, \delta) = U_i^2 Y_{ij} \cos(-\mu_{ij}) - U_i U_j Y_{ij} \cos(\delta_i - \delta_j - \mu_{ij}), \quad (18) $$

$$ Q_y(\mathbf{U}, \delta) = U_i^2 Y_{ij} \sin(-\mu_{ij}) - U_i U_j Y_{ij} \sin(\delta_i - \delta_j - \mu_{ij}) + U_i^2 \frac{y'_{ij}}{2}, \quad (19) $$

- nodal voltage magnitude $U_i$
\[ U_j(U, \delta) = U_j. \]  

(20)

In the simulations the power system proposed in [17] has been used, which is composed of 5 buses and 6 branches (see Fig. 4). The designations have been explained in Fig. 5.

\[ U_i(U, \delta) = U_i. \]

(20)

The assumption has been made, that the power system is the first order Markov Model. Hence, it can be written that

\[ x^{(k+1)} = f_{MM}(x^{(k)}, y^{(k)}), \]  

(21)

\[ y^{(k)} = g_{MM}(x^{(k)}, n^{(k)}), \]  

(22)

and more accurately

\[ x^{(k+1)} = x^{(k)} + v^{(k)}, \]  

(23)

\[ y^{(k)} = h(x^{(k)}) + n^{(k)}, \]  

(24)

where \( h \) is a vector of measurement functions (16-20) with length equal to \( m \) (number of measurements).

For more information about the power systems, books [17-20] are recommended.
5. Methodology and simulation results

Simulations have been performed using the power system presented in the Fig. 4. The estimation quality has been defined as an average value of the Root Mean Square Errors (RMSEs) of all state variables, which can be written as

\[ aRMSE = \frac{1}{2B-1} \sum_{i=1}^{2B-1} \text{RMSE}_i, \] (25)

\[ \text{RMSE}_i = \sqrt{\text{MSE}_i}, \] (26)

\[ \text{MSE}_i = \frac{1}{M} \sum_{k=1}^{M} (\hat{x}_i^{(k)} - x_i^{(k)})^2, \] (27)

where \( M \) is the simulation length (\( M = 100 \) in this case), the state variables \( x \) with plus and with hat are the true value and the estimated value respectively, and \( 2B-1 \) is the number of the state variables (in considered case – 9).

The results presented on the charts are mean values of \( aRMSE \) – simulations have been repeated from 100 times (for the number of the particles \( N = 100 \, 000 \)) to 1000 and more times (for \( N \leq 1000 \)).

All simulations have been performed using the same signals and noises. The data set has been chosen from among 100 different in such a way that some initial simulations have been performed. Afterwards, the mean values (for the different models (transition and measurement) and the various values of \( m_{\text{init}} \)) have been calculated, and the case, for which the obtained results were the most similar, has been chosen for all next simulations. The \( m_{\text{init}} \) value explains, how many times the modelled standard deviations of the models (transition and measurement) were greater than the true standard deviations.

The choice of good data set (a specific seed value of the random number generator) is very important, because in the paper prepared for the MMAR 2015 (Methods and Models in Automation and Robotics) conference, it has been observed that different seed value may completely change conclusions. Studies on the appropriate choice of data for calculations are currently being carried out.

4 methods have been used in calculations: Bootstrap filter, PF with PMC, EKF and UKF. The simulations have been performed for too high (10, 6, 3, 2, 1.5, 1.2 and 1.1 times), too small (also 10, 6, 3, 2, 1.5, 1.2 and 1.1 times) and correct values of the standard deviations, separately for the transition model and the measurement model.

The results have been presented in the Figs. 6-15. The values of \( aRMSE \), which have been obtained for the object with an incorrect transition model, have been presented in the Figs. 6-9, whereas in the Figs. 10-13 one can see the results for a wrong measurement model. BF abbreviation means that Bootstrap filter method has been used, while PMC means that the Population Monte Carlo has been additionally used. The \( m_{\text{init}} \) values have been added in the graphs as subscripts of the method abbreviations. Figs. 14-15 contain the results of the EKF and UKF methods, which have been compared only to the BF\(_1\) and PMC\(_1\) (for the readability). Additionally, the results of the EKF and UKF methods have been summarized in the Table 1.
Wrong transition and measurement models in power system state estimation

Fig. 6. Results of Bootstrap Filter method with an incorrect transition model, \( m_{\text{ini}} \leq 1 \) (the standard deviation in the algorithm was \( m_{\text{ini}} \) times greater than the true value)

Fig. 7. Results of Bootstrap Filter method with an incorrect transition model, \( m_{\text{ini}} \geq 1 \) (the standard deviation in the algorithm was \( m_{\text{ini}} \) times greater than the true value)

Fig. 8. Results of the PF-PMC method with an incorrect transition model, \( m_{\text{ini}} \leq 1 \) (the standard deviation in the algorithm was \( m_{\text{ini}} \) times greater than the true value)
Fig. 9. Results of the PF-PMC method with an incorrect transition model, \( m_{\text{true}} \geq 1 \) (the standard deviation in the algorithm was \( m_{\text{true}} \) times greater than the true value)

Fig. 10. Results of Bootstrap Filter method with an incorrect measurement model, \( m_{\text{true}} \leq 1 \) (the standard deviation in the algorithm was \( m_{\text{true}} \) times greater than the true value)

Fig. 11. Results of Bootstrap Filter method with an incorrect measurement model, \( m_{\text{true}} \geq 1 \) (the standard deviation in the algorithm was \( m_{\text{true}} \) times greater than the true value)
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Fig. 12. Results of the PF-PMC method with an incorrect measurement model, $m_{alt} \leq 1$
(the standard deviation in the algorithm was $m_{alt}$ times greater than the true value)

Fig. 13. Results of the PF-PMC method with an incorrect measurement model, $m_{alt} \geq 1$
(the standard deviation in the algorithm was $m_{alt}$ times greater than the true value)

Fig. 14. Results of the EKF and UKF methods with an incorrect transition model
Based on the results presented in the previous Section, one can say that using the incorrect transition and measurement model of the PF methods can provide a slightly better estimation quality than the correct models.
In the BF algorithm the variance of the transition model can be slightly greater than the real one. Similar conclusions can be drawn for the PF with PMC. For the \( m_{ult} \) equal to 0.17 a quite good estimation has also been obtained (see Fig. 8), however after comparison with other results one can conclude that this is rather a particular case. For a smaller number of particles (in results of BF method) a better estimation has been obtained for variances (and standard deviations) smaller than the true value. It is because the changes of the state variables in the data set were consistent with the Gaussian distribution. Hence, it was better “not to move” than “to move too much”.

In the BF method, a wrong measurement model with a higher standard deviation than the real one provides the better estimation quality. It is especially visible for \( N < 10000 \) (see Fig. 11). The different conclusion has been drawn only for PF-PMC with incorrect measurement model – better estimation quality can be obtained if the standard deviation in the algorithm is 1-2 times smaller than the true values.

Comparing the BF and PF-PMC methods, one can say that the better results can be obtained with the use of the BF method. It is because the PF-PMC method has a higher level of results saturation than the BF method, which has been presented in [21]. Moreover in has been confirmed that in high-dimensional plants the PF-PMC method provides better estimation quality for a small number of particles (in this case \( N < 10000 \)). Based on this, one can say that PMC allows for a significant reduction of needed particles. One should keep in mind that simulations of PF-PMC are about 2 times longer than in the BF method, however the significant profit of using PMC is a much higher number of visible particles (about 1000).

Based on the results of EKF and UKF methods a few conclusions can be drawn. Firstly, the particle filter methods are very inefficient for a high-dimensional object. It is possible to obtain a better estimation quality than for Kalman filter methods, however a very large number of particles it would be needed.

Secondly, the obtained results are very symmetric (see Figs. 14-15) and in each case the best estimation quality is obtained for \( m_{ult} = 1 \) (which is not typical). Hence one can say that the data set, which has been chosen, ensure to obtain the results, which reflect the reality. Therefore, there is a possibility that the best data set for the research can be chosen based on the Kalman filters results (the research on the choice of the simulation data set is currently performed).

Thirdly, the results of the extended and unscented Kalman filters are very similar, but in fact, UKF should operate better. It may be caused by too strong linearity in the used power grid – difference between phase angles are very small and \( \mu_{ij} \) values also (see Eq. (14)), hence nonlinear functions sine and cosine are not noticeable. Therefore in the future studies it is planned to change parameters of the power system proposed in [17].

Fourthly, it is intriguing that results of the EKF method are the same for incorrect transition and measurement models – results for one model and \( m_{ult} \) value are equal to the second model and \( 1/m_{ult} \) value. Perhaps readers interested in the Kalman filters will want to explore this property.
The research on the comparison of the methods for the case in which standard deviations are estimated together with state variables is planned in the future. Another methods for the optimal choice of importance density $g(\cdot)$ will also be considered.
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