Application of electrical capacitance tomography and artificial neural networks to rapid estimation of cylindrical shape parameters of industrial flow structure
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Abstract: A new approach to solve the inverse problem in electrical capacitance tomography is presented. The proposed method is based on an artificial neural network to estimate three different parameters of a circular object present inside a pipeline, i.e. radius and 2D position coordinates. This information allows the estimation of the distribution of material inside a pipe and determination of the characteristic parameters of a range of flows, which are characterised by a circular objects emerging within a cross section such as funnel flow in a silo gravitational discharging process. The main advantages of the proposed approach are explicitly: the desired characteristic flow parameters are estimated directly from the measured capacitances and rapidity, which in turn is crucial for online flow monitoring. In a classic approach in order to obtain these parameters in the first step the image is reconstructed and then the parameters are estimated with the use of image processing methods. The obtained results showed significant reduction of computations time in comparison to the iterative LBP or Levenberg-Marquard algorithms.
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1. Introduction

Process monitoring consists in resolving the internal state of the system and ensuring that the process remains under the appropriate conditions and proceeds in a correct manner. Espe-
cially online monitoring, which allows the process control in real time, is demanded in various industrial processes. For example online monitoring of the gravitational solids flow parameters prevents possible unwanted phenomena and dangerous breakdowns as well as ensures a good quality of industrial products [1, 19]. The researchers are still working on the development of new technologies for acquiring more valuable information about the process states during production. Such a situation requires robust technologies, which are able to provide information about the changes of the characteristic parameters of an industrial process in real time. For the online industrial process monitoring, high speed techniques are demanded, which allow to visualize the process in real time, providing a lot of information about the process state in spatial-temporal changes context [21]. One of technologies, which can meet with these challenges, is process tomography. The process tomography is a useful technique, which provides a cross sectional 2D or 3D visualization of the material distribution inside a vessel by sensing, analysing and interpreting specific measurements. The procedure, which allows the visualisation of the material distribution inside sensor’s space in a form of an image, is called the image reconstruction procedure. From a mathematical point of view it is so called the inverse problem solving, which solution gives information about the material distribution inside a vessel in a form of an image [9] or in a form of a set of process parameters [9, 24, 20], on the basis of the measurement records.

From the practical point of view the tomography measurement unit works on different physical rules. Authors in [9] reviewed non-invasive process tomography techniques used to monitor chemical mixture: X-ray computed tomography, ultrasonic tomography, optical tomography, electrical capacitance tomography and electrical resistance tomography. Each of tomography modalities is characterized by different speed of an acquisition module and spatial resolution of reconstructed images. The proper choice of tomography type at first is conditioned by dynamics of process monitoring, and then by cost and robustness of the system. According to the dependency of the sensitivity of the distribution inside the vessel on measurements, tomography techniques are classified into hard- or soft-field non-invasive techniques [20]. This division comes from the influence on measured signal strength by material present within the measurement space. In the case of hard field tomography systems material distribution attenuates a measurement signal however does not modify the path it is travelling along. In the case of the soft-field tomography the material distribution inside the sensor space may alter the path of the measurement signal on its way between the source and the detector. It can be said, that sensitivity of measurements is dependent on the material distribution in sensor space, which is significant during image reconstruction procedure for electrical tomography. Additional difficulties of soft field types of tomography (especially electrical tomography), from a practical point of view, concern underdetermined and ill-conditioned properties of the inverse problem. Real time applications enforce a smaller number of measurements, which cause the under determination of the problem, when the number of pixels in the reconstructed image is much higher than the records. The other aspect, i.e. ill-conditioned nature means big changes in the distribution of material inside the sensor may cause small changes in measurements.
The methodology presented in this paper, solving an inverse problem, was proposed for Electrical Capacitance Tomography (ECT). This type of tomography is often used for visualisation of multiphase flow [14]. ECT has been especially widely applied to process monitoring and measuring particulate distribution, to identify flow regime and to detect chemical mixtures [2, 6, 7]. It is also considered the most highly performing technique for visualizing fluidised bed granulation and drying processes [19] and also for the silo flow and bulk solid pulsation detection [1]. The main advantages of ECT systems are high speed data acquisition and robustness.

The ECT is sensitive to changes in the electrical permittivity distribution (related to material density), which allows tracking of phenomena taken place during the process, providing realistic information about the process state [20]. In most modalities, especially in ECT, the speed of an acquisition system fulfills with excess the industrial requirements. In this case the main problem is data analysis in real time to receive important information about the process states and a quality level of the obtained information. In the case of a reconstructed image it concerns the spatial resolution. Current state of art, concerning ECT application, shows that the most important aspect in developing of ECT tomography is the improvement of the quality level of the obtained information about the process in real time. In order to meet this challenge, new artificial intelligence techniques e.g. fuzzy logic [16] and Artificial Neural Network (ANN) [18, 23].

Authors are developing a new method of rapid estimation of important parameters of the process, characterised by the cylindrical flow structure, using electrical capacitance tomography and artificial neural networks. ANNs are universal approximators and an effective tool for solving a complex non-linear problem [22]. ANNs were successfully applied to similar shape inverse problem solving and image reconstruction using electrical impedance tomography [3, 15, 17]. Coupled with principal component analysis, the ANN method provided a real time solution of the Electrical Impedance Tomography (EIT) inverse problem [15]. In the proposed approach ANN is trained to determinate the radius and position of a circular object present inside a pipeline using ECT. The network training is a laborious and time-consuming process, but once trained ANN can be used many times for rapid and direct estimation of the desired flow parameters directly from the measured capacitances. The proposed technique can be applied for example for online monitoring of gravitational flow of solids. In this case, the radius and the position of a funnel are crucial process parameters.

2. Electrical capacitance tomography

Electrical capacitance tomography is a technique enabling the visualisation of the distribution of materials with different dielectric properties (permittivity) flowing inside a pipe or a vessel [4]. ECT relies on measuring the capacitances between pairs of electrodes placed around the targeted vessel. The acquired measurements are then processed to reconstruct a tomographic image by the use of an appropriate image reconstruction algorithm, which is the so called inverse problem solving. The spatial distribution of the materials present
inside the isolated vessel is determined. This technique has the advantages to be a non-invasive and non-destructive tool to measure and monitor processes in hazardous or unreachable areas (high temperature, high pressure). Comparing to other tomography modalities, ECT is low cost and fast. Disadvantage of this technique lies in the poor resolution of the provided image. Researchers are still investigating how to improve the performance of this technique and agree on the complexity of the task due to the difficulties with the inverse problem solution. Two major characteristic obstacles of the inverse problem are: its ill-posed and non-linear properties. The first refers to the limited number of measured capacitances compared to the number of pixels to be reconstructed while the non-linear relationship between capacitance and permittivity distribution is modelled by the Gauss Law, [8, 9], (Eq. 1):

\[ C = \frac{Q}{V} = -\frac{1}{V} \int \int_{\Gamma} \varepsilon(x,y)\varphi(x,y) \cdot d\Gamma, \]  

(1)

where: \( Q \) is the electric charge, \( V \) is the potential difference between two electrodes, \( \varepsilon(x,y) \) denotes the permittivity distribution and \( \varphi(x,y) \) represents the electrical potential distribution. \( \Gamma \) is the electrode surface and \( d\Gamma \) an element orthogonal to this surface.

A discrete linear approximation of the previous equation is formulated as following (Eq. 2):

\[ C = Se, \]  

(2)

where: \( C \) is a vector of measured capacitances, \( S \) is the linearized sensitivity matrix and \( e \) is a vector of permittivity distribution. The problem of image reconstruction is then reduced to solving the linear discrete form (3):

\[ e = S^{-1}C, \]  

(3)

The challenge in solving Eq. 3 can be described as: The inverse of \( S \) does not exist; because \( S \) is not a square matrix (number of measurements is not equal to the number of pixels in an image). Instead of having its inverse \( S^{-1} \), the pseudo-inverse \( S^* \) can be calculated. The other important problem in image reconstruction procedure is the dependence of the sensitivity matrix on the permittivity distribution, which causes that the inverse problem is non-linear. Different kinds of methods for the inverse problem solving (linear, non-linear, direct methods and iterative methods) are presented in the literature [10]. Depending on a computational method, the algorithm generates images with different levels of quality. In the case of iterative and non-linear methods high image quality requires a long computational time. However progress in parallel computing with aid of GPU units in recent years allows the reduction of the computation time of the inverse problem solutions [11]. The artificial neural network constitutes a competitive optimisation based method applied in the same research era [10, 23].

For control purposes, only a determination of important process parameters is demanded. With a parameterization the process interpretation is simplified and the inverse problem is better posed. Such an approach can be found e.g. in [5] where four fundamental process parameters were measured to online assess the quality of a given product.

In this paper, a new approach using artificial neural networks is proposed to solve the inverse problem and estimate three characteristic shape parameters: radius \( r \) and position co-
ordinates \((x, y)\) of a cylindrical structure present inside a vessel. Such a structure is observed during a gravitational silo discharging process or gas-liquid flow, where material in some part of the vessel cross-section characterises lower concentration and geometry of this area takes a cylindrical shape.

3. Gravitational flow of granular

Gravitational silo discharging is a commonly used method applied at the storage granular material (corns, cements, etc.) and after unloading to other elements of flow installation or to the receiving terminal equipment. The behaviour of material during the silo discharging process depends on granular properties and also silo construction [13, 24]. Two main types of flow are distinguished: mass flow, where material is moving with the same velocity in the whole cross-section of a silo, and funnel flow, where material is moving only in the central part of the cross-section [13]. In both situations unwanted phenomena can happen. In this paper, the presented approach concerns the funnel flow. For this silo discharging type the most unwanted phenomena are arching (blocked funnel – stopping discharging process), rat holing (empty funnel – stopping discharging process). To avoid these situations the funnel area should be monitored. The movement of material in the central part of the cross-section container is distinguished by a lower packing of the material than in its other areas (Fig. 1). This area is called funnel flow and is characterized by changes in shape and size during silo discharging.

![Fig. 1. Geometrical model of the silo, a) a simplified diagram of emptying the silo-funnel flow, b) the cross sectional area of the silo (\(\xi_1, \varepsilon_1\) – parameters of funnel; size, material concentration) [24]](image_url)

The next figure presents reconstructed images for funnel flow for a partial blockage of the silo. The blockage was prepared before filling the silo. Such set-up of silo construction enforced shift of the funnel area from the centre position as for normal flow, without the blockage (Fig. 2a). Based on these results it was concluded, that tracking of the funnel position is very useful to monitor a proper flow.
4. Artificial neural network and inverse problem solving

Artificial neural networks have been used for solving both forward and inverse ECT problems since they represent a powerful and effective tool to deal with complex and non-linear computations [22]. The type of the applied neural network differs depending on the purpose of investigations. A multilayer feed-forward neural networks was used in [12] to directly estimate the component fractions of material in multicomponent flows from ECT data.

An MLP (Multi-Layer Perceptron) was applied in [22] to identify the size and position of hidden objects in medical images and allowed real time image reconstruction.

In the current work, an MLP with one hidden layer and a sigmoidal transfer function was trained applying the back propagation algorithm performed the estimation of three shape parameters \((r, x, y)\) of the flow from ECT data simulated using the ECTSim Matlab toolbox [26]. The ANN-based inverse model has been built on the basis of relations between the network input and output vectors. The knowledge about the inverse mapping is stored within the network structure and the network connection weights [3]. ANN needs to have an appropriate structure to deal with the complexity of the handled problem. A vector of sixty six values of capacitances \(C = [C_1,\ldots,C_{66}]\) constitute the network inputs. The approximated values of the corresponding radius and coordinates are calculated at the outputs. The number of hidden neurons has been determined experimentally. The back propagation learning algorithm was applied in order to adjust the synaptic weights of the network and generate the model that maps the input to the output using historical data called learning samples. The generalization properties of the ANN based model were checked by the cross validation method.

5. Proposed approach

The idea of flow parameters determination from ECT data is shown in Figure 3. In a traditional approach an appropriate image is at first reconstructed from the measurement data and then a processing algorithm is needed to interpret the provided image and extract the useful
information, e.g. flow parameters (Fig. 3a). An evaluation of existing reconstruction algorithms for different shapes and sizes of industrial flows is provided in [20].

The proposed ANN-based approach solves the ECT inverse problem with no image processing step and allows obtaining the target information in a direct manner as shown in the scheme in Fig. 3b. The capacitance data is fed to the multi-layer perceptron at the input layer and the radius and position of the object are obtained at the output layer.

In the case of continuous changes of the size of the object inside a pipe, the precision of this parameter changes estimation is directly related to the quality of the reconstructed image, implemented image processing algorithm and time of computations. The proposed ANN based method of shape flow parameters determination provides a significant reduction of the time of computations.

In the previous work [18], MLP was trained to estimate the radius of a circular object placed in the centre of the silo. Efficient results were obtained. Computational time was reduced about 120 times comparing to the existing Landweber iterative algorithm. In the present paper, in addition to the size of the circular object inside the pipe, its position is also determined. Different structures of ANNs of the MLP type are tested for three parameters estimation: position \((x, y)\) and radius \((r)\) of the object.

6. Experimental part

Simulations described in this section were performed in MATLAB programming environment. Tomographic data used to train and test MLP was simulated via the ECTsim Matlab toolbox [26]. MATLAB functions were developed and implemented for ANN design and training. Different positions and radii of phantoms considered in the simulation are shown in the Fig. 4.

A sensor with 12 electrodes \((N = 12)\) placed inside the pipe (inner insulator thickness = 0), background permittivity = 1 and elements’ permittivity = 3 were considered. The field of view diameter was set to 84 mm. The sensor field of the view was then divided into \(96 \times 96\) square...
meshes. For each phantom the simulated capacitances were calculated using the discrete linear approximation of Gauss Law (Eq. 2). A set of ANN training data was generated using ECTsim Matlab toolbox for 990 different phantoms and then divided to 750 learning samples and 240 testing samples. The obtained data (a set of vectors of 66 capacitances) were provided to the ANN input layer. The network was trained to estimate the corresponding radius and position of a given phantom. A sum squared error cost function and backpropagation learning algorithm [22] was applied for the considered problem. These ensure that the convergence condition for the learning algorithm is true. In the present approach, the stop condition corresponds to a set value of the training error (TE).

The first aim of the research was to determine the appropriate MLP structure for different radii and centres’ positions estimation. Different MLP structures (66-m-3), with 66 inputs, various numbers of neurones (m = 10, 14, 20 and 66) in the hidden layer and three neurones in the output layer were trained and tested (see the Table 1). The neurones in the hidden layer have a sigmoidal activation function, and these in the output layer have a linear activation function. More than 200 different MLPs were trained.

The main criterion for choosing the best MLP structure was the minimum of mean square error (MSE) for the testing data:

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} \| \mathbf{e}_i \|^2,$$

(4)
where: $||\cdot||_2$ means Euclidean norm, $e_i(p) = p_i - \tilde{p}_i$, and $p_i$ corresponds to the desired set of parameters for $i$-th sample $(x_i, y_i, r_i)$. $\tilde{p}_i$ denotes the corresponding estimated set of parameters at the MLP output and $n$ is the number of testing samples.

In the selection of the appropriate MLP structure two other testing errors defined for each single shape parameter were also taken into consideration in addition to the MSE:

Root Mean Square Error (RMSE):

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} e_i(p)^2}.$$  \hspace{1cm} (5)

Mean absolute error (ME):

$$ME = \frac{1}{n} \sum_{i=1}^{n} |e_i(p)|.$$  \hspace{1cm} (6)

where: $e_i(p) = p_i - \tilde{p}_i$, and $p_i$ corresponds to the desired single parameter $(x_i, y_i$ or $r_i)$ for $i$-th sample, $\tilde{p}_i$ denotes the estimated parameter at MLP output and $n$ the number of the testing samples.

The provided testing errors for a training error $TE = 0.12$ are gathered in Table 1. A structure (66-14-3) provided the most satisfactory testing errors and the smallest number of iterations in the learning process. This structure was maintained to further experiments.

Table 1. Testing errors and number of iterations with different MLP structures (training error $TE = 0.12$ corresponding to MSE = 0.0003)

<table>
<thead>
<tr>
<th>Network structure</th>
<th>Testing error</th>
<th>Number of iterations (learning)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
<td>RMSE</td>
</tr>
<tr>
<td>(66-10-3)</td>
<td>0.0541</td>
<td>0.032</td>
</tr>
<tr>
<td>(66-14-3)</td>
<td>0.0521</td>
<td>0.0286</td>
</tr>
<tr>
<td>(66-20-3)</td>
<td>0.0556</td>
<td>0.0314</td>
</tr>
<tr>
<td>(66-66-3)</td>
<td>0.0546</td>
<td>0.0310</td>
</tr>
</tbody>
</table>

The second challenge was to test the performances of the selected MLP structure to recognize different object positions and radii. The relative error for each parameter is shown in Fig. 5. The relative errors are quite small and do not exceed 0.6% which is satisfying result and confirms the performances of the maintained structure.
Further task was to test the performances of MLP in facing symmetric positions of cylindrical objects as shown in Fig. 6.

Central symmetric coordinates of the different possible positions of the centre of the objects are calculated and new data base for different radii values were simulated. The validated structure (66-14-3) of the MLP performed the estimation of the different parameters of symmetric objects with an error of 3% (mean error) and 1% (relative error) in average for each of parameters: radius $r$ and position $(x, y)$.

A second case of possible confusion when determining the coordinates of the centre of the circular shape was taken into account: Let’s consider an object $O_1$ with centre $(x_1, y_1)$ and $O_2$ with centre $(x_2, y_2)$ where $x_2 = y_1$ and $y_2 = x_1$ which leads to $O_2$ with centre $(y_1, x_1)$. The same structure was able to differentiate the objects and shown resistance to the mentioned case of possible confusion.

The next aim of the research was to compare a speed of the proposed and traditional approaches. The elapsed time to estimate parameters using the proposed ANN based method is about 0.0005 s, which was calculated as an average of 246 measurements in the MLP testing process. This time is compared to the time of the tomographic image reconstruction (vector of permittivity distribution) by the use of two iterative methods available in the ECTsim Matlab toolbox: Linear Back Projection (LBP) and Levenberg-Marquard (LM) [25]. Time of image reconstruction using LBP is about 0.1 s, and the reconstruction time using LM is about 0.3 s.
processing needed to flow parameters estimation and time of image visualisation are not taken into consideration. Elapsed times and gain in computational time $G$ for both methods and for a different number of iterations $N$ are shown in Table 2. Results demonstrate the rapidity of the proposed ANN-based method in different studied cases. The LBP provided the faster reconstruction result than the LM but suffers from accuracy with high final image error comparing to final image error reached with the LM method.

Table 2. Elapsed times and gain on time for different iterative image reconstruction methods compared to the ANN based approach ($t_{estimation} = 0.0005$ s)

<table>
<thead>
<tr>
<th>Linear back projection (LBP)</th>
<th>Levenberg-marquard (LM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{reconstruction}$ [s]</td>
<td>$G$ [-] $F_{image~error}$ [-]</td>
</tr>
<tr>
<td>0.07</td>
<td>140</td>
</tr>
<tr>
<td>650</td>
<td>34.72</td>
</tr>
</tbody>
</table>

7. Conclusions

The aim of the presented work was to determine the radius and 2D coordinates of a cylindrical structure of a flow inside a vessel using electrical capacitance tomography and artificial neural networks. ANN of MLP type with one hidden layer was applied. The proposed method has the advantages to be direct and fast. In comparison to the traditional approach applying a simple LBP algorithm the considered flow parameters are estimated by ANN 140 times faster and in comparison to the Levenberg-Marquard algorithm with 650 iterations over 70 thousand times faster (see Table 2). The relative error of parameters estimation in average is less than 1% for each of parameters: radius $r$ and position $(x, y)$.

The provided results highlight the performances of the ANN-based approach to direct and fast estimation of different flow parameters from the tomographic data and thus the possibility of online cylindrical flow monitoring.
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