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phone: +351253510765

e-mail: leonilde@dps.uminho.pt

Received: 11 September 2016 Abstract

Accepted: 31 May 2017 Scheduling is one of the most important decisions in production control. An approach is
proposed for supporting users to solve scheduling problems, by choosing the combination
of physical manufacturing system configuration and the material handling system settings.
The approach considers two alternative manufacturing scheduling configurations in a two
stage product oriented manufacturing system, exploring the hybrid flow shop (HFS) and
the parallel flow shop (PFS) environments. For illustrating the application of the proposed
approach an industrial case from the automotive components industry is studied. The main
aim of this research to compare results of study of production scheduling in the hybrid and
the parallel flow, taking into account the makespan minimization criterion. Thus the HFS
and the PFS performance is compared and analyzed, mainly in terms of the makespan,
as the transportation times vary. The study shows that the performance HFS is clearly
better when the work stations’ processing times are unbalanced, either in nature or as a
consequence of the addition of transport times just to one of the work station processing
time but loses advantage, becoming worse than the performance of the PFS configuration
when the work stations’ processing times are balanced, either in nature or as a consequence
of the addition of transport times added on the work stations’ processing times. This means
that physical layout configurations along with the way transport time are including the work
stations’ processing times should be carefully taken into consideration due to its influence
on the performance reached by both HFS and PFS configurations.
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Introduction

Scheduling production, which is assign to re-
sources that complete the work, is a very important
issue from a practical point of view. Proper schedul-
ing requires complex information of tasks. Due to the
diversity of scheduling problems, problem definition
and characterization can benefit from a scheduling
problem specification nomenclature or ontology [1].
We may address scheduling problems by recog-

nizing two main classes of manufacturing environ-

ments, namely Product Oriented Manufacturing Sys-
tems (POMS) and Function Oriented Manufacturing
Systems (FOMS) [2]. Product Oriented Manufactur-
ing Systems are manufacturing systems designed for
the manufacture of a single type of product or a fam-
ily of similar products. Function Oriented Manufac-
turing Systems are manufacturing systems, capable
of manufacturing the whole or a large spectrum of
products of a company, characterized by the exis-
tence of functional work centres or departments, each
one capable of carrying out a single type of process or
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manufacturing function. Families of products manu-
factured in POMS do not always match with mar-
ket demand families. They are groups of different
items that can and should be manufactured togeth-
er, because they can share the same dedicated set
of production resources and processes and, frequent-
ly, the same manufacturing operations’ sequence. In
this case, the manufacturing system may be config-
ured as a flow shop. POMS advantage, in contrast to
FOMS, is better product delivery times, productiv-
ity and product quality, what follows from the fact
that POMS its high system dedication to the manu-
facturing of products.

As a result of capacity requirements, in real man-
ufacturing systems more than a single processor or
machine per processing stage are requisitived. Hence,
flow shop like POMS may have at each stage a set of
replicated or parallel machines, i.e. equivalent ma-
chines, which frequently can be considered identi-
cal. By replicating machines at different processing
stages it is possible to increase throughput, to bal-
ance production capacity across the shop floor and,
therefore, eliminate or reduce negative effects of bot-
tlenecks on the overall shop efficiency.

In this paper an approach is proposed for sup-
porting scheduling decision making regarding prob-
lems that may occur in two different manufactur-
ing environments, which are the Hybrid Flow Shop
(HFS) and the Parallel Flow Shop (PFS). Moreover,
different kind of transportation mechanisms can al-
so be considered, which will affect the correspond-
ing transportation time and, consequently, turn one
type of manufacturing environment to be better suit-
ed for a given manufacturing scenario that the other
one. Moreover, this paper analyses an industrial case
study of the automotive industry as reported by Cos-
ta and Varela [3]. Manufacturing system, described
in this paper, to consist of thermoforming and press-
ing operations on a set of car parts, which may either
be considered in the context of different manufactur-
ing environments.

The case is studied as two different manufactur-
ing system configurations which may be considered
extensions of the classical flow shop system [4, 5].
Thus, two production scheduling problems were iden-
tified, according to the underlying manufacturing
system’s configurations: a PFS problem, which con-
sists on a replication of two or more simple flow shops
in parallel [6] and a HFS problem, which includes two
or more machines on one or more of its stages [7–9].

The paper is organized as follows: Sec. 2 presents
a short overview of manufacturing systems and
scheduling methods. Section 3 briefly reviews the lit-
erature on hybrid and parallel flow shops. Section 4

describes the proposed manufacturing scheduling de-
cision support approach. Section 5 analyses the in-
dustrial case study carried out. Section 6 presents
and discusses results obtained. Section 7 shows an ex-
tended study for further comparing the performance
of the HFS and the PFS problems, considering trans-
portation time requirements. Finally, Sec. 8 summa-
rizes the main conclusions and proposes future work.

Manufacturing scheduling

A. Manufacturing systems

In a HFS there are two or more identical or equiv-
alent machines or processors in one or more of the
processing stages [4, 5]. If a single processor or ma-
chine exists per stage, in a flow shop with two stages,
the problem of finding an ordered scheduled of a
number of tasks, for minimizing makespan, is solv-
able to optimality in polynomial time [4]. If the num-
ber of machines is larger than two, then the prob-
lem becomes increasingly more complex and strong-
ly NP-hard [5, 10]. It is known that most real world
flow shop problems are NP-hard [6].
The HFS differs from a classical flow shop in that

at least one stage has two or more identical ma-
chines, while in the classical one only one machine
exists per stage. The jobs’ flow in both cases is di-
rect or in sequence [7, 8, 11–18]. Thus, all jobs have
multiple operations and are processed without pre-
emption, following the same linear path through the
system. Some authors refer the HFS as a flexible flow
shop or flexible flow line [17].
The PFS environment may be defined as a repli-

cation of several classical flow shops, i.e., instead of
having just one classical flow shop we may have sev-
eral of them, in parallel, and all of them integrating
an unique manufacturing system [6].
The scheduling problem in a HFS environment

may also be seen as a generalization of the parallel-
machine shop scheduling problem with a single stage,
which has been proved to be a NP-hard scheduling
problem [18].
A HFS is a manufacturing system that offers

much flexibility but puts high demand on jobs han-
dling [16–18].
Alternative manufacturing systems with a quite

simple production flow include several variants of
flow shop based systems, varying from simple flow
shops, up to no-wait flow shops or lines and parallel
flow shops [19–21].
The manufacturing system considered by Vairak-

tarakis and Elhafsi [21] consists of a parallel flow
line design, studied for the two stage case, with
F1, . . . , Fm, flow shops, each consisting of a series of
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two machines M1i and M2i (i = 1, . . . , m). Vairak-
tarakis and Elhafsi were also address the Parallel Hy-
brid Flow Line problem with two stages where m

parallel hybrid flow lines are defined with an iden-
tical machine in the stage one for each line and the
sharing of the whole set of identical m machines in
the second stage.

B. Scheduling methods

In the literature we can find a wide variety of
scheduling methods, varying from discrete program-
ming [22] to meta-heuristics [23] and artificial intel-
ligence based methods [24–28].

Unfortunately, practical implementations were
made only for certain constraints, for example for
one or two machines, for cyclic production [29–31],
and additional assumptions (e.g. infinite storage ca-
pacity) meant that these solutions are in most cases
difficult to be directly and appropriately used in in-
dustrial practice.

Frequently occurring disturbances cause the need
to update the schedule and adapt it to current pro-
duction conditions. Production scheduling in terms
of dynamically changing factors influencing the man-
ufacturing system predictive-reactive scheduling are
applicable [32–37]. Many strategies for production
planning and control under disturbances have been
presented in the literature dedicated to flexible man-
ufacturing cells and systems [38–42]. The literature
also indicates the availability of such strategies for
other manufacturing systems, such as: the single ma-
chine systems [43–45], the parallel machine systems
[46, 47], the flow shops [48] and the job shops [49,
50].

For NP-hard scheduling problems heuristics are
the major way to solve these problems in acceptable
time. En example of simple heuristics are dispatching
rules. Heuristic methods are methods that have been
largely applied to solve scheduling problems. This is
because frequently they are intuitive and easy to im-
plement [51–57].

Important generic procedures referred to as meta-
heuristics, many involving biologically inspired com-
puting and other natural phenomena, have been used
to develop highly effective and efficient heuristics for
complex scheduling problems [51–75].

Many authors [23–29] have contributed with sev-
eral methods, i.e., algorithms and heuristics for solv-
ing problems in the manufacturing environment ad-
dressed in this paper and other environments.

Described methods are available through inte-
grated scheduling systems, for example LEKIN [23],
which is available free of charge, Lisa [24], and among
many others described in [58–75].

For solving the HFS, described in this paper, we
were used LEKIN scheduling system, which includes
several kinds of methods for a variety of manufac-
turing environments, such as, single machine, paral-
lel machines, flow shop, job shop, flexible or hybrid
flow shop, and flexible job shop environments. This
system uses dispatching rules, built-in heuristics and
user-defined heuristics to solve problems to meet sev-
eral criteria, including, Cmax, maximum tardiness,
total number of late jobs, total flow time, total tar-
diness, total weighted flow time and total weighted
tardiness [51].
The aim of this research to achieve satisfied result

for the makespan minimization criterion in automo-
tive industrial case modelled as hybrid flow shop and
the parallel flow shop.

State of art

In this section a brief literature review of HFS
and PFS manufacturing environments is presented
for a better contextualization of the study described
in this paper.

A. Hybrid flow shop

The HFS scheduling attracted many researchers
after Johnson’s seminal paper [4].
The first research papers about HFS schedul-

ing did appear in the 1970’s with Salvador [9]. Few
years later, Garey and Johnson [10] did show that
the HFS problem with makespan objective is NP-
complete. Due to this, a large number of heuris-
tics and approximation algorithms have been pro-
posed for different HFS configurations. During the
last decade, the research has focused on problems
as sequence-dependent setups on machines, machine
eligibility, time lags on operations, precedence con-
straints among jobs, etc. in order to bridge the gap
between theory and practice [11]. For machines with-
out setup times, the proposed dispatching rules are
a class of least slack policies that prioritize each job
by the difference between its due date or some sur-
rogated measure of it, and the expected amount of
time until the job is completed. For resources with
setup times, the proposed dispatching rules focus
on completing all waiting jobs of one type before
performing a setup and processing jobs of another
type [76].
Studies on HFS scheduling problems are relative-

ly more recent. Main results deal with makespan cri-
terion and are often limited to two stages. Neverthe-
less, some work has been done on lateness and tardi-
ness criteria, and important reviews on HFS schedul-
ing date from 1999 [12, 13].
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Among recent publications, Ruiz and Maroto [14]
made a comparison of 25 methods, ranging from the
classical Johnson’s algorithm and dispatching rules
to the most recent meta-heuristics. It was also de-
scribed advanced algorithms considering makespan
minimization on hybrid flexible flow shops prob-
lems [15]. Another study carried out by Nowicki and
Smutnicki [16] presented a fast and easily imple-
mentable approximation algorithm for the problem
of finding a minimum makespan in a HFS. Moreover,
Ribas et al. [11] made an overview about the state of
the art on HFS scheduling problems and Quadt and
Kuhn put forward a taxonomy of HFS scheduling
procedures [17].

B. Parallel flow shop

Makespan minimization is one of the most fre-
quently studied criteria in the scheduling literature.
Cheng et al. [18] put forward a shifting bottleneck
approach for a parallel flow shop (PFS) scheduling
problem. Also other authors developed an approx-
imation algorithm for two and three stage PFS to
minimize makespan [19]. Furthermore, Cao and Chen
[20] used tabu search algorithm to study parallel flow
shop scheduling and developed a mathematical pro-
gramming model for combined part assignment and
job scheduling.
Other relevant studies on the PFS problem have

been carried out by [6]. It was for example a multi-
simulation study to examine the effectiveness of a
heuristic algorithm for small and large problems to
minimize makespan in proportional PFS. Vairak-
tarakis and Elhafsi, also proposed the use of flow
lines to simplify routing complexity in two-stage flow
shops [21].

Proposed approach

The approach proposed supports the choice of the
combination setting of manufacturing system con-
figuration and material handling or transportation
equipment or means, as they can influence transport
times between work stations and, therefore, manu-
facturing system’s performance. The manufacturing
system configurations considered are, the HFS and
PFS with two manufacturing stages.
The approach steps are illustrated in Fig. 1.
It starts with the insertion of the data of the

manufacturing scheduling problem instance, for con-
figurations HFS or PFS, by the user, through the
Scheduling Decision Support System (SDSS) inter-
face. After, additional information about the trans-
portation means to be considered in the schedul-
ing problem is defined. This information takes the

form of transport times between workstations. Next
a search process is carried out on the SDSS’s Knowl-
edge Base (KB) about appropriate methods for solv-
ing the considered scheduling problem. A selected
method is run on a server and the results obtained
presented to the user. This allows the user to judge
about the quality of the solutions and compare them
for each system configuration combined with ad-
ditional features related to the transportation re-
quirements between workstations in the considered
scheduling problem to be solved.

Fig. 1. Proposed approach to support the selection of
appropriate scheduling methods for a specified manufac-
turing system’s configuration and transportation means.

The conceptual arrangement of the manufactur-
ing system configuration, which can be run either as
a HFP or PFS, is shown in Fig. 2. These alternative
configurations are based on a physical setting that is
unchanged. So, it is the management logic that con-
figures the system as either an HFS or a PFS. To be
more specific it is the routing of the jobs’ operation
to the second stage of manufacturing, provided with
a set of identical machines that configures the system
as either a PFS or a HFS configuration.

Fig. 2. General configuration.
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Assumptions regarding the alternative manufac-
turing system configurations and the underlying pro-
duction flow and transportation means and corre-
sponding times are as follows:

• The conceptual physical arrangement considered
is the one illustrated in the Fig. 2. This is a fun-
damental assumption to the case dealt with in this
paper.

• The minimum transportation time occurs between
adjacent machines in the parallel flow-shop system
(PFS) configuration, which is t and denoted by tij
for all i = j with i and j = 1, . . ., m, as illustrated
in Fig. 2.

• Transport time to other stations are proportional
to t and dependent on the distance measure by
the absolute value of the difference between the
number of the station that processes the 1st op-
eration and the one that processes 2nd operation,
plus one, i.e.:

tij = t(|i − f | + 1),

where i stands for the index of the machine for the
1st operation and j for the 2nd one.

• The transportation times can vary according to
the type of transportation means used. Transport
may be manual or can be performed by some de-
vices or vehicles, e.g. automated guided vehicles.

We decided to assume that distances between ad-
jacent machines are identical. This allows specifying
transport times as a function of the relative layout
position of the machines that are visited next. Thus,
we can test the two manufacturing systems configu-
rations on the basis of identical relative positions of
the machines used for processing jobs and therefore
be on equal comparative basis as far transport times
between stations are concerned.

This is, in the opinion of the authors, a way of be-
ing able to compare the two configurations, i.e. PFS
and HFS, without introducing complexity that could
make it difficult to evaluate performance behavior of
the configurations when transport times between sta-
tions change due to either the use of different han-
dling devices or distance between workstations, or
both.

This gives some degree of generality to results
that could not be obtained if we consider different
distances between workstations. In this case results
could be due to these differences and not to the man-
agement logic, i.e. based on PFS or HFS as intended.

Problem description

The automotive industrial case scheduling prob-
lem described in this paper affects with a two-stage

manufacturing process [3], which consist of a ther-
moforming (requires heating a mould) and a press-
ing operation (consists of a press cutting operation)
is shown in Table 1. These operations are applied to
twelve types of jobs. Three mould heaters and three
presses are available to execute these jobs. Each job
requires a heating operation and a pressing opera-
tion. It is important that jobs must be processed
by a heater before they can be further processed by
a press. The 12 jobs’ processing times is shown in
Table 1. The jobs must be executed without pre-
emption.

Table 1

Processing times.

Task Heating time
(seconds)

Press time
(seconds)

Total time
(seconds)

1 320 600 920

2 320 210 530

3 320 400 720

4 230 200 430

5 280 267 547

6 320 167 487

7 230 267 497

8 280 147 427

9 280 150 430

10 300 200 500

11 230 300 530

12 230 147 377

Two POMS are configured: one as a PFS and
the other as a HFS as shown in Figs. 3 and 4. More-
over, additional information about transportation re-
quirements, including times and routings, is speci-
fied for each configuration. The resulting scheduling
problems are solved using some heuristics and meta-
heuristics.

Fig. 3. The PFS configuration.

Fig. 4. A two-stage hybrid flow shop.
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In the conducted research were handled various
approaches, rest on hybrid flow shop and parallel
flow shop manufacturing configurations, for schedul-
ing the two operations of the twelve tasks, along
with the specification of transportation means be-
tween workstations of stage 1 and stage 2, according
to the proposed approach described in Sec. 4.

In a previous study [77], referred here as Case 1,
which did not consider transportation times, it was
shown that the HFS had a clearly better performance
than the PFS on the makespan measure.

Here we make an extension of the study by con-
sidering transport times between workstations and
using the best performing scheduling algorithm from
the previous study, namely the shifting bottleneck
routine (SBR) available in the LEKIN scheduling
system. This was the algorithm with the best results
for both scenarios, HFS and PFS.

The PFS problem

The PFS problem involves three two stage paral-
lel flow shops, as illustrated in Fig. 3.

For solving the PFS scheduling problem in the
Case 1, three different scheduling methods were con-
sidered: a kind of total enumeration procedure, the
Kedia heuristic combined with the Johnson’s rule
and the General Shifting Bottleneck Routine (SBR)
available in LEKIN scheduling system [77].

The HFS problem

In this section hybrid flow shop was considered.
In Fig. 4 shown a two-stage hybrid flow shop. In this
configuration a set of jobs has to be processed on a
set of processing centers. Each machine centre con-
sists of a set of identical parallel machines, and the
non-pre-emptive processing of a job has to be done
on exactly one of the machines of each centre. The
LEKIN system was used for applying following dis-
patching rules:

• first come first served (FCFS),
• longest processing time (LPT),
• shortest processing time (SPT),

and a built-in heuristic, which was the shifting bot-
tleneck for the HFS [77].

Overall results and discussion

Considering the results obtained for both con-
figurations, namely PFS and HFS, the best average
Cmax per job, namely 1317 min, shown in Fig. 5, was
achieved for the HFS, through the application of the
General Shifting Bottleneck heuristic.

These results are awaited given the fact that hy-
brid flow shop is more flexible than the parallel flow

shop, enabling you to achieve higher resource utiliza-
tion. However, the degree of utilization of resources
positively affects the value of makespan.

Fig. 5. Comparision of different makespan results for PFS
and HFS configurations by using different scheduling ap-

proaches.

Case study extension

Now, we extend the analysis for evaluating the
impact of changing conditions related to transporta-
tion times, for the two configurations studied, name-
ly PFS and HFS, using the best performing schedul-
ing method referred, which was the General Shifting
Bottleneck heuristic.
Thirty problem instances, including 12 jobs (as

in the original industrial case – Case 1) were consid-
ered.
Therefore, we did repeat the execution of

the General Shifting Bottleneck method, available
through the Lekin scheduling system, first for two
additional situations (Case 2.1 and 2.2), as described
below:
Case 2.1: 30 problem instances with balanced

work load between both processing stages (opera-
tions) for the 12 jobs considered and a scenario 1,
with 1 minute of transport time, included just in the
processing time of the first operation/ stage.
Case 2.2: 30 problem instances with balanced

work load between both processing stages (opera-
tions) for the 12 jobs considered and a scenario 2,
with 2 minutes of transport time, but distributed
similarly through both operations/ stages.
Regarding each of the two scenarios of transport

times: scenario 1, with 1 minute, and scenario 2 with
2 minutes of transport time, between adjacent work-
stations, considered in the Cases 2.1 and 2.2, we must
refer that we converted the tasks’ processing times of
seconds in minutes to use coherent measures of time.
Using the best algorithm already referred, we cal-

culated the makespan for all the 30 problems in-
stances regarding the Cases (2.1, 2.2). For all prob-
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lem instances evaluated this differences did vary be-
tween 0 and 3 minutes. If differences are zero each
configuration counts one in the 0 distance to the best.
If it is one it counts one for the best (the other ac-
counts for zero in the total counting), as shown in
Figs. 6 and 7.

Fig. 6. Diference between both makespan for 1 min. of
transportantion time.

Fig. 7. Difference between both makespan values for 2
min. of transportation time.

T-Test between averages was considered for per-
forming the statistical analysis considering both con-
figurations PFS and HFS. Tables 2 and 3 show the

results obtained considering the two hypotheses, cor-
responding the two referred scenarios.
H0: µHFS = µPFS,
H1: µHFS 6= µPFS.

Table 2
T-Test results (transportation time 1 min.).

df Sig. (2-tailed)

Distance to the best of both 52.15 0.001

Table 3
T-Test results (transportation time 2 min.).

df Sig. (2-tailed)

Distance to the best of both 35.16 0.002

For both scenarios it is not possible to assume
equal means, as the null hypothesis H0, was rejected
with 95% of confidence level (p-value = X < α).
Using the statistical analysis for this Case 2.1

with scenario 1 the HFS configuration continues to
perform better than the PFS, as shown in Fig. 6.
The Fig. 6 shows that for 28 of the 30 problem in-
stances the best solutions were obtained for the HFS
configuration, while for the PFS only 17 times this
happens. Therefore the HFS outperforms the PFS
configuration 11 times, within this scenario 1.
For scenario 2 the PFS configuration did enable

to achieve better performance than the HFS one,
as the statistical analysis and Fig. 7 show. In fact
27 of the total 30 problem instances, best solutions
were obtained for the PFS configuration, while for
the HFS only 12 times this happens. Therefore the
PFS outperforms the HFS configuration 15 times,
within this scenario 2, i.e. 2 minutes of transport
time between adjacent workstations.
For being able to better clarify the performance of

both configurations (HFS and PFS) considered, two
other cases were analyzed (Case 3 and Case 4), each
one including 25 problem instances with 12 jobs, as
described next:
Case 3: 25 problem instances with unbalanced

work load between both processing stages (opera-
tions) for the 12 jobs considered, being the work load
around 10% greater in the first processing stage (1st
operation) than in the second one.
Case 4: 25 problem instances with unbalanced

work load between both processing stages (opera-
tions) for the 12 jobs considered, being the work load
around 10% greater in the second processing stage
(2nd operation) than in the first one.
Figure 8 presents the results obtained for these

additional Cases (3 and 4) considered. Through this
figure we can realize that the configuration HFS
clearly shows advantage by outperforming the PFS
configuration PFS in both cases, as in Case 3 the
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HFS did reach a better makespan 22 times and the
PFS configuration just 3 times, and in Case 4 the
HFS did reach a better makespan 21 times and the
PFS configuration just 2 times and in the remain-
ing 2 runs both configurations did reach a same
makespan value in this Case 4.

Fig. 8. Number of best solutions (makespan) obtained
by both configurations (HFS and PFS) in both cases

(3 and 4).

Through this extended study carried out it is pos-
sible to verify that the PFS is just advantageous
when the work load between stations is well bal-
anced and that the HFS configuration becomes more
advantageous when the work load between stations
becomes less homogeneous or unbalanced, as shown
through this study based on an industrial case study
from an automotive production scenario, which in-
cludes 2 work stations (operations) and on which
variations of around 10% were added to the first op-
eration in Case 3 and on the second operation in
Case 4.
Moreover, we may also realize that we have to be

aware that the distribution or inclusion of transport
times, in this case considered on both operations or
just in one of them will turn the work load among
stations unbalanced and, therefore, affect significant-
ly the results obtained in terms of the quality of the
makespan reached by both configurations considered
(HFS and PFS).

Conclusion

Scheduling is an important and necessary issue to
deal with in every production system. Good schedul-
ing ensures good use of resources and timely delivery
of orders to customers. Due to the large number of
criteria to be considered in scheduling problem, it is
recommended to used methods supporting decision-
making, which effectiveness is proven in numerous
publications [77–81].
Based on an industrial case in this paper we study

and compare the makespan performance of two alter-
native manufacturing systems configurations, name-
ly the Parallel Flow Shop (PFS) and the Hybrid Flow

Shop (HFS: The best performing evaluated efficient
scheduling algorithm for both was used, i.e. the Gen-
eral Shifting Bottleneck Routine (SBR), available in
the scheduling system LEKIN [23].
The study was based on a physical setting that is

unchanged, as it is the routing of the jobs’ operation
to the second stage of manufacturing, provided with
a set of identical machines that configures the system
to be operated as either a PFS or a HFS configura-
tion.

One important practical conclusion of this study
is that system’s configuration along with the speci-
fication of transportation means/time does influence
the overall manufacturing system performance, hav-
ing an influence on what operating scenario to chose
to run the manufacturing system. It means that this
factors should be carefully taken into consideration
due to its influence on the performance reached by
both HFS and PFS configurations.

In general, and also based on a previous study
[82] we are able to state, based on an analysis of 25
problem instances of problems of the same extend of
12 jobs, that the PFS performs better than the HFS
when the processing times among stages are well bal-
anced and transport times are homogenously distrib-
uted over the working stages’ processing times but
loses advantage, and becomes clearly worse than the
performance of the PFS configuration as the working
stages’ processing times, including or not transport
times become less homogeneous and unbalanced.

Therefore, we may state that practitioners must
be aware of the importance of transport times and
the way these times are considered or added over
the working stages’ processing times, when operating
production systems with direct flow either as Paral-
lel Flow Shops or Hybrid Flow Shops, as this can
determine which of this two configurations will be
best suited for each production scenario.

The authors intend to apply the approach pro-
posed for studying the performance of different oper-
ating systems configurations dependent on job rout-
ings and transport times, in a fixed layout of a man-
ufacturing system, to more complex systems, namely
for more than two processing stages.

This work was supported by National Funds
through FCT “Fundação para a Ciência e a Tec-
nologia” under the program: PEst2015-2020, ref.
UID/CEC/00319/2013.
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