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Abstract

This paper presents an empirical analysis of economic growth in respect of
its components, namely input change, technological progress and changes in
efficiency. In this work the Bayesian Stochastic Frontier method as well as the
output change decomposition procedure, are used in order to evaluate their
influence on economic growth. The use of panel data in the study allows for a
detailed analysis of economic growth in a given economy and enables the search
for general patterns that govern the process. The study is carried using a set of
sixteen countries over the period 1995 - 2005.
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1 Introduction

Beginning with Gregory King’s Natural and Political Observations and Conclusions
upon the State and Condition of England (1696), economists have used statistics to
research the sources and reasons for the economic growth of nations. The aim of this
paper is to make a small contribution to this 300-year long endeavour by exploring how
the stochastic frontier approach might elucidate some information on the complexity
of economic growth and to reveal some of the regularities that govern the process.
In order to facilitate this, a structural decomposition in a panel data framework is
employed in the analysis. This allows us to trace back each country’s output growth to
its components, namely input growth, technological progress and efficiency change.
The Bayesian stochastic frontier framework, developed by Koop, Osiewalski, Steel
(1999) is applied to model the output levels and growth rates in a panel of sixteen
countries over a period of eleven years. Such an approach has several features, which
make it more distinguishable among others. Firstly, it yields small-sample inferences
that are valid and which are very important, especially given the scarcity of good
quality macroeconomic data. Secondly, it makes it relatively easy to impose regularity
conditions in the translog production function as used in this study. Thirdly, not only
does it allow us to quantify a given country’s economic growth structure, but it also
allows us to evaluate precision of the decomposition.
The paper is structured as follows. Section 2 provides a brief introductory to related
literature on production frontier analysis of economic growth. Section 3 introduces
the Bayesian Frontier Model as well as the method for estimation and decomposition.
Section 4 of this work presents the panel dataset compiled for the research, while
section 5 contains the empirical study. Section 6 forms analytical conclusions of this
research together with a short discussion of the main results in respect to other studies
in the field.

2 Related literature

Production efficiency analysis can be traced back to Farrell’s (1957) pioneer work
on measuring productive efficiency of the US agriculture industry. Today two main
approaches can be distinguished (see, e.g., Fried, Lovell, Schmidt (2008) for a compre-
hensive survey of methods): deterministic, which is largely based on Data Envelop-
ment Analysis (DEA) first used by Charnes, Cooper, Rhodes (1978), and a stochastic,
also referred to as econometric (Greene (2008)), which was independently developed
by Aigner, Lovell, Schmidt (1977) and Meeusen and Van den Broeck (1977).
Färe, Grosskopf, Norris, Zang (1994) apply DEA to an inter-country panel data study.
By combining this estimation technique with output decomposition methodology they
are able to trace back changes in productivity to mutually exclusive components,
namely technical change and efficiency change.
Kumar and Russell (2002) further advance the use of DEA to trace the origin of pro-
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ductivity growth. They note that DEA in some cases "fails to identify the ’true’ but
unknown frontier especially at low capital labour ratios" (p. 532). Moreover, being
a deterministic method, DEA does not account for any measurement error. Feeling
that this shortcoming is intolerable in macroeconomic studies they use the bootstrap
technique to partially handle this problem.
However, Yamamura and Shin (2007) find fault with Kumar and Russell’s analysis.
They argue that Kumar and Russell ignore any country and time specific effects and
do not acknowledge that their estimators may suffer from an omission bias. More-
over, "if they attempt to reduce omission bias, such unobservable effects cannot be
captured by using cross section dataset they constructed" (p. 3).
Nonetheless, the work of Kumar and Russell (2002) remains the exemplar for most
studies. Henderson and Russell (2005) enrich the analysis by including a human
capital proxy in their study. Caselli and Coleman (2006) refocus the analysis on dif-
ferences in skilled-unskilled labour productivity, relaxing the assumption of perfect
substitutability.
However, for the purpose of their article Caselli and Coleman redefine the generally
agreed on concept of productivity and total factor of productivity (TFP). By sug-
gesting that each country has a separate technology, they "define the distance in a
particular country’s input-output set and the world frontier as a difference in tech-
nology"; see Badunenko, Henderson, Zelenyuk (2008), p. 484. In most cases, such as
the one in this paper, a particular country’s input-output set and the world frontier
define technical inefficiency. Hence, the difference appears to be purely in definition.
A more recent study by Badunenko, Henderson, Zelenyuk (2008) re-examines Kumar
and Russell’s findings. In some ways they confirm Kumar and Russell (2002). In oth-
ers ways they do not.
In contrast to Kumar and Russell who concluded capital accumulation to be the
most significant to output growth, Badunenko, Henderson and Zelenyuk (2008) find
that the technological change contribution is almost as important (nearly 80% of the
capital accumulation contribution). Thus they argue that that "either capital accu-
mulation or technological change can explain most of the positive shift" (p. 463).
Like Kumar and Russell, they find that strong technological advances are seen at high
capital to labour ratios. Additionally they find that such, relatively rich, economies
have become generally less efficient over time.
Badunenko, Henderson and Zelenyuk as well as Kumar and Russell have three notable
differences in their approach in comparison to this research.
Badunenko, Henderson and Zelenyuk’s decomposition methodology, similarly to Ku-
mar and Russell, requires assumption on Returns to Scale (RTS), constant in partic-
ular (CRS). Badunenko, Henderson and Zelenyuk also examine results’ sensitivity to
different RTS assumptions (non-increasing and variable returns to scale). Methodol-
ogy used in this paper does not require any prior assumption on Returns to Scale,
though relatively easy such can be imposed. Instead I use a statistical test to check
if the data support such an assumption.
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Both studies admit the problem of error measurement in DEA method. They pro-
pose (and partially implement) the bootstrap techniques for statistical testing. This
is common in many recent DEA studies. However, this issue is not a concern for the
methodology presented further in this study. By using a Bayesian approach, with a
moderate numerical effort, we can acquire full posterior distribution of any quantity
in question and make inference on that basis.
Methodology used in their studies requires no functional form specification of produc-
tion.
In contrast to Färe, Grosskopf, Norris, Zang (1994), Koop, Osiewalski, Steel (1999)
propose a stochastic, parametric approach to growth accounting and productivity
analysis. They use Bayesian inference, which they argue has several advantages that
allow us to: "i) Obtain exact small sample results in a way that is particularly appro-
priate for the treatment of this paper’s very small data set. ii) Focus on any quantity
of interest and derive its full posterior distribution; and in particular, the full pos-
terior distribution of any individual efficiency or any function of the parameters in
the data. iii) Easily integrate out any nuisance parameters since each is assigned a
probability distribution. Thus, we can take into account parameter uncertainty, a
characteristic which is bound to be important since the small sample size will tend
to prohibit precise estimation. iv) Easily impose (unlike classical methods) economic
regularity conditions on the production function"; Koop, Osiewalski, Steel (1999), p.
457.
Furthermore, a more recent econometric study by Kumbhakar and Wang (2005) also
uses a parametric approach to macroeconomic productivity analysis (Stochastic Fron-
tier Analysis). Similar to Koop, Osiewalski, Steel (1999) they use translog production
function and estimate, using Maximum Likelihood (ML) method, a Stochastic Fron-
tier (SFA) model also in a panel data framework. However, the ML approach to
inference has only asymptotic justifications, hardly relevant in small samples. Thus,
in this paper the methodology of Koop, Osiewalski, Steel (1999) is used.

3 Methodology

3.1 The Bayesian model

Let Yti, Kti and Lti be real output, capital and labour in country i (i = 1, . . . , N) at
time t ( t = 1, . . . , T ) respectively. The model takes the following form:

Yti = ft (Kti, Lti) exp (νti) τti, (1)

where τti is efficiency (0 < τti ≤ 1, where one implies full efficiency) and exp (νti)
formalises the stochastic nature of the frontier. Furthermore, production frontier is
assumed to change over time. Using the translog production frontier, a log linear
model based on 1 can be written as:
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yti = x′tiβt + νti − uti,
xti =

(
1, kti, k2

ti, lti, l
2
ti, kti · lti

)′
,

βt = (βt1, βt2, βt3, βt4, βt5, βt6)
′
,

(2)

where uti = − ln (τti), kti = ln (Kti), lti = ln (Lti) and yti = ln (Yti). In order to
ensure that capital and labour elasticities are nonnegative at each data point, the
following regularity restrictions need to be imposed for each t and i:

ElK(ti) = ∂yti
∂kti

= βt2 + 2βt3kti + βt6lti ≥ 0,
ElL(ti) = ∂yti

∂lti
= βt4 + 2βt5lti + βt6kti ≥ 0.

(3)

Based on Koop, Osiewalski, Steel (1999) and Koop, Osiewalski, Steel (2000a, b)
νtiis are treated as an independent Normal variables with zero mean and unknown
variance σ2. Moreover, utis are independent Exponential variables with mean ϕ−1;
they are also independent from the νtis. In order to allow the frontier to evolve over
time a linear trend is introduced into each parameter of βt vector (denoted by "LT"
hereafter):

βt = β̇ + tβ̈ (4)

Hence, the LT-translog model takes the following form

y = Ẋβ + ν − u (5)

where

y =

 y1
...
yT

, Ẋ =



X1 1X1

...
...

Xt tXt

...
...

XT TXT


, β =

[
β̇

β̈

]
, ν =

 ν1
...
νT

, u =

 u1

...
uT

,
with

yt =

 yt1
...
ytN

, Xt =

 xt1
...

xtN

, β̇ =

 β̇1

...
β̇k

, β̈ =

 β̈1

...
β̈k


and k denotes the number of parameters in the standard two-input translog model
(k = 6, see Equation 3).
Under such model structure elasticities of capital and labour take the following forms:

ElK(ti) = β̇2 + 2β̇3kti + β̇6lti + β̈2t+ 2β̈3tkti + β̈6tlti,

ElL(ti) = β̇4 + 2β̇5lti + β̇6kti + β̈4t+ 2β̈5tlti + β̈6tkti,
(6)
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whereas the measure of Returns to Scale in this LT-translog model is:

RTSti = ElK(ti) + ElL(ti) = β̇2 + β̇4 +
(
β̇6 + 2β̇3

)
kti +

(
β̇6 + 2β̇5

)
lti +

+
(
β̈2 + β̈4

)
t+

(
β̈6 + 2β̈3

)
tkti +

(
β̈6 + 2β̈5

)
tlti

and Constant Returns to Scale (CRS) for all countries at all time correspond to im-
posing the six restrictions: β̇2 + β̇4 = 1, β̇3 = β̇5, β̇6 = −2β̇5, β̈2 = −β̈4, β̈3 = β̈5,
β̈6 = −2β̈5. Moreover the specified model will reduce to: LT-Cobb-Douglas produc-
tion specification if β̇3, β̈3, β̇5, β̈5, β̇6 and β̈6 equal zero; Cobb-Douglas production
specification with a time trend variable (t) if β̇3, β̇5, β̇6 and β̈2 . . . β̈6 equal zero; time-
invariant Cobb-Douglas production specification if β̇3, β̇5, β̇6 and β̈1 . . . β̈6 equal zero;
translog production specification with a time trend variable (t) if β̈2 . . . β̈6 equal zero
and time-invariant translog production specification if β̈1 . . . β̈6 equal zero.
The joint distribution representing the full Bayesian model is:

fTNN

(
y|Ẋβ − u, σ2ITN

)
p(β)p(σ−2)p(ϕ)

T∏
t=1

N∏
i=1

fG (uti|1, ϕ) , (7)

where p(ϕ) = fG (ϕ|1,− ln r0), p
(
σ−2

)
= σ2 exp

(
− 10−6

2σ2

)
, and r0 is the prior effi-

ciency median. The literature suggests r0 should be set as a value from [0.5, 0.9]
interval; see Osiewalski (2001) or Marzec and Osiewalski (2008). Usually 0.75 or
0.875 is assumed in empirical studies such as this one; see Koop, Osiewalski, Steel
(1999), (2000a, b) or Greene (2008). Though it is not the aim of this research to
analyse sensitivity of the model to this prior, I considered values ranging from 0.6 to
0.8. Having found that the estimates are not sensitive to r0 value I set prior efficiency
median to 0.7 throughout the study, which is in the middle of the considered interval.
This specific value for r0 has also been used in other studies that use similar method-
ology; see Marzec and Osiewalski (2008). The prior on σ−2 is close to the "usual"
noninformative prior for small to moderate values of σ−2; see Koop, Osiewalski, Steel
(1999), (2000a, b).
The economic regularity conditions are imposed through p(β); if met, p(β) = 1, zero
otherwise. They are met if average elasticities of capital and labour (see Equation 3)
for every country and for every year adhere to economic restrictions (are nonnega-
tive).
The joint (2k + 2 + NT )-dimensional posterior density of all unobservables,
p
(
β, σ−2, ϕ, u|data

)
, is proportional to (7) and does not correspond to any standard

multivariate distribution. In order to summarise main properties of the posterior
distribution, this work uses Gibbs sampling. In short, this algorithm amounts to
repeated drawing from the full conditional posterior distributions provided by Koop,
Osiewalski, Steel (1999). Under certain mild assumptions these drawings converge
to realisations from the joint posterior distribution; see Tierney (1994). Given this,
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any posterior feature of interest can be calculated. I run 500 000 burn-in cycles and
120 000 final (accepted) draws in order to calculate characteristics of the posterior
distribution.

3.2 Output growth decomposition
Considering the world frontier as well as the inputs and inefficiencies of country i in
two corresponding periods, t and t + 1, the increase in the log of a country’s output
can be expressed by:

1
2

(βt+1 + βt)
′ (xt+1,i − xti) +

1
2

(xt+1,i + xti)
′ (βt+1 − βt) + (uti − ut+1,i) ; (8)

see Koop, Osiewalski, Steel (1999). Allowing the annual output change to be broken
down as

OCt+1,i = ICt+1,ixTCt+1,ixECt+1,i, (9)

where annual input change is given as

ICt+1,i = exp
(

1
2

(βt+1 + βt)
′ (xt+1,i − xti)

)
, (10)

annual technical change as

TCt+1,i = exp
(

1
2

(xt+1,i + xti)
′ (βt+1 − βt)

)
, (11)

and
ECt+1,i = exp (uti − ut+1,i) , (12)

accounts for annual efficiency change. Moreover, productivity change, which is the
joint impact of technical change and efficiency change on production change, is
given as

PCt+1,i = TCt+1,ixECt+1,i (13)

In order to easily interpret the results the following average annual percentage growth
rates are used in the analysis: AEGi = 100x(AECi − 1), ATGi = 100x(ATCi − 1),
APGi = 100x(APCi−1), AIGi = 100x(AICi−1), AOGi = 100x(AOCi−1); AECi,
ATCi, APCi, AICi and AOCi are the geometric averages of annual changes defined
in formulas from (8) to (13).

3.3 Methodology discussion
This study follows the methodology introduced by Koop, Osiewalski, Steel (1999),
and can be found similar to a more recent study by Kumbhakar and Wang (2005).
There are, however, some notable differences to Kumbhakar and Wang’s research.
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First, apart from inefficiency terms, Kumbhakar and Wang (2005) introduce country-
specific two-sided fixed effects; see Greene (2008). They argue that this allows them
to account for heterogeneity across their sample. In this study no additional variables
are included to account for such country specific (time-invariant) effects. I assume a
common technological frontier in a given year. Considering the nature of this particu-
lar sample I believe it is appropriate for a number of reasons. In paricular all of these
countries are capitalistic, open market economies; all of these countries are global
economies actively participating in international trade organisations like OECD or
APEC. Many of them are even more economically integrated as members of the Eu-
ropean Union; all of these countries have democratic systems; all of these countries
have well developed economies and are capable of annually producing good qual-
ity macroeconomic statistics allowing for a reliable international comparisons (e.g.,
members of OECD); also the purpose of this research is to compare all of the sampled
economies to the best practice frontier similarly to Badunenko, Henderson Zelenyuk
(2008).
Second, I use raw labour values whereas Kumbhakar and Wang (2005) use human
capital estimates. They obtain human capital estimates by taking into account years
of schooling. In this way data on years of schooling are used as correction factors
for labour to obtain the level of human capital for each country. Although this is a
common approach, it is being criticized by scholars of economic growth theory; see
Gylfason (1999). Thus, I decide to leave it out of the scope of this study.
Third, Kumbhakar and Wang (2005) model time effects through a time trend vari-
able (t). Although, this is a common approach, change in production function param-
eters, thus technology, over time may be an important factor explaining influence of
world technological progress on a given country’s productivity. That is why I follow
Koop, Osiewalski, Steel (1999) and allow production parameters to evolve in a linear
fashion over time.
Fourth, Kumbhakar and Wang’s model assumes a non-negative truncated distribution
of inefficiency (normal-half-normal model) while I assume exponential distribution
(normal-exponential model). This difference has been reported to have little effect on
the results; see Greene (2008).
Finally, Kumbhakar and Wang assume that the final time and country specific inef-
ficiency (uti) is a product of a stochastic, country-specific non-negative variable (ui)
and a deterministic function of time (Gt) common to all countries (ui ∼ N+

(
µi, σ

2
)
,

and Gt = exp [γ (t− t)], giving uit = Gtui, see Kumbhakar and Wang (2005) for
more information). Hence, though introducing extensive frontier heterogeneity across
countries, the model significantly constrains efficiency evolution over time to be com-
mon to all countries in the sample. In this study I allow for a fully country-specific
change in efficiency over time which may be essential to a country-specific inference
on technical efficiency change impact on economic growth.
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4 Macroeconomic data for growth study
Scarcity of good quality data for economic growth studies is an ongoing concern.
Such estimates are usually available only for well developed countries leaving out a
big portion of the world. Moreover, though methodologies of main macroeconomic
output indicators such as Gross Domestic Product, Net Domestic Product or Gross
Value Added are fairly well established, the same cannot be said about input factors.
Labour indicators are more and more often adjusted to acquire human capital esti-
mates although there is no theoretically sound and generally agreed on measurement
standard to do so. Usually education attainment is used as a proxy to assess human
capital level and the quality of education attained is not taken into account. Thus,
such measure of human capital may appear to be highly biased and far from its true
level; see Gylfason (1999). For this reason, this research does not consider human
capital as an input factor, focusing in more detailed on raw labour data. Also, the
countries considered in the empirical part can be considered similar as regards the
education level of the labour force.
Capital stock measurement techniques are very complex and subjects to ongoing
changes; see Schreyer (2003) and (2007). In particular, a major change to the method-
ology occurred when the System of National Accounts (SNA 1993) was introduced.
The new way of constructing National Accounts, based on SNA 1993, changed signif-
icantly and proved the capital assessment techniques based on former methodology
(SNA 1968) to be inconsistent; see Schreyer (2007). This study uses capital stock es-
timates based on SNA 1993 and other compatible standards (e.g., European System
of Accounts ESA 1995). Nonetheless it should be noted that once a new aggregation
methodology is introduced in time it may prove the present capital estimates to be
inconsistent as well.
Furthermore the variables in question may be subjects to numerous errors due to ag-
gregation process. This issue can be handled by introducing errors-in-variables (EIV)
models into a Stochastic Frontier framework; see Dhawan and Jochumzen (1999).
This, however, is beyond the scope of this research. Koop, Osiewalski, Steel (2000b)
also address this issue by introducing additional explanatory variables to account for
differences in the quality of raw input factors among countries. By doing so, they
estimate Effective-Factor Corrections which directly augment input factors. More-
over they introduce heterogeneity across the sample by allowing the world frontier
to shift between country groups rather than allowing each country to have its own
individual effect. Technical progress follows an autoregressive process which, in turn,
can facilitate a more endogenous-theory-driven interpretation for technical growth.
Koop, Osiewalski, Steel (2000b) find that, though complex and parameter rich, their
model is strongly supported by the data. This approach could be used in future
research. However, Koop, Osiewalski, Steel (2000b) analysed large and very heteroge-
neous group of countries, representing the whole world, so their approach may prove
unnecessarily general and complicated for our more homogenous data set.
This study is based on a sample of sixteen countries analysed over the period from
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Table 1: The list of countries and abbreviations

Label Description Code Country

avGVAgr real Average annual GVA growth (1995 - 2005) 1 AU Australia
AOG Posterior mean of Average Output Growth 2 AT Austria

D(AOG) Posterior standard deviation of AOG 3 CZ Czech Republic
AIG Posterior mean of Average Input Growth 4 DK Denmark

D(AIG) Posterior standard deviation of AIG 5 FI Finland
APG Posterior mean of Average Productivity Growth 6 DE Germany

D(APG) Posterior standard deviation of APG 7 IT Italy
ATG Posterior mean of Average Technical Growth 8 JP Japan

D(ATG) Posterior standard deviation of ATG 9 KR Korea
AEC Posterior mean of Average Efficiency Change 10 NL Netherlands

D(AEC) Posterior standard deviation of AEC 11 PL Poland
EL(K) Posterior mean of average Capital Elasticity 12 PT Portugal

D(EL(K)) Posterior standard deviation of EL(K) 13 SI Slovenia
EL(L) Posterior mean of average Labour Elasticity 14 SE Sweden

D(EL(L)) Posterior standard deviation of EL(L) 15 UK United Kingdom
RTS Posterior mean of average Returns to Scale (RTS) 16 US United States

D(RTS) Posterior standard deviation of RTS

1995 to 2005. The measures for production output, physical capital stock and labour
were acquired from the EU KLEMS Database (March, 2008 release), downloadable
from www.euklems.net. Purchasing Power Parities indices (PPP’s) were obtained
from Eurostat-OECD statistics. This work uses Gross Value Added (GVA) in current
international dollars as the production output indicator, fixed capital stock in current
international dollars as a measure of physical capital stock and total hours worked by
persons engaged (in millions) as labour.
For a comprehensive overview of the methodology, sources and definitions of the EU
KLEMS database see O’Mahony, and Timmer (2009), Timmer, O’Mahony, van Ark
(2007), and Van Ark, O’Mahony, Ypma (2007). For an introductory to Purchas-
ing Power Parities see Purchasing power parities - measurement and uses Schreyer,
Koechlin (2002). Moreover, a more detailed methodology overview on Purchasing
Power Parities can be found in Methodological Manual on Purchasing Power Parities
Eurostat-OECD (2006).

5 The empirical study

5.1 Model performance

In order to evaluate the quality of the chosen model I conduct a number of Lindley-
type tests, recently used by Marzec and Osiewalski (2008) in the context of stochastic
frontier models. Four different types of model simplifications were considered, two
of which represent a different production technology function specification: time-
invariant Cobb-Douglas specification, Cobb-Douglas specification with a time trend
variable (t), LT-Cobb-Douglas specification, time-invariant translog specification and
translog specification with a time trend variable (t).
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Let γ denote such a subvector of parameters of the full model that the zero restriction
(γ∗ = 0) leads to the model simplification under question. Since (for a large enough
number of observations) the marginal posterior distribution of γ is approximately
Normal with mean E (γ|y,X) and covariance matrix V (γ|y,X), the quadratic form
τ (γ; y,X) = [γ − E (γ|y,X)]′ V −1 (γ|y,X) [γ − E (γ|y,X)] has the posterior close to
the chi-square distribution with as many degrees of freedom as there are parameters in
γ. Table 2 presents the approximate values of the posterior probability that τ (γ; y,X)
exceeds τ (γ∗; y,X) (where γ∗ = 0). The results show that the tested value, labelled
γ∗, is far in the tail of the posterior distribution of τ (γ; y,X) for the first three
simplifications. The Bayesian counterpart of the chi-square test shows that only the
translog model with a time trend variable could be a valid simplification of the full
model. Furthermore we can test the Constant Returns to Scale (CRS) restrictions on
the model which were discussed earlier in the methodology section. The test results
suggest a rejection of the CRS hypothesis.

Table 2: Lindley-type testing of model simplifications

τ (γ∗)
p (τ (γ) > a|data) = α

p (τ (γ) > τ (γ∗) |data) df
a for α = 0.05 a for α = 0.01

Time-Invariant Cobb-Douglas 393.05 16.92 21.67 0 9
Time-trend Cobb-Douglas 159.37 15.51 20.01 0 8
LT-Cobb-Douglas 157.28 12.59 16.81 0 6
Time-invariant translog 95.32 12.59 16.81 0 6
Time-trend translog 5.89 11.07 15.09 0.31 5
LT-translog with global CRS 18.00 12.59 16.81 0.006 6

Note. γ∗ = 0 is the tested value for γ; LT-Cobb-Douglas model is a Cobb-Douglas production type model
with a linear trend in all regression parameters. Tested Time-trend models include time trend variable
(t) to account for time change whereas Time-invariant models take no account for time change; df
stands for degrees of freedom, CRS stands for Constant Returns to Scale

In section 4 I have provided an output growth decomposition framework. The results
will be thoroughly analysed in the next part of this paper. Since these estimates are
of great importance to the research, a good model should precisely estimate output
growth for all countries (very near to the actual GVA growth). In order to assess this
more formally, based on Koop, Osiewalski, Steel (2000), I define

FIT = 1−
∑N
i=1

∑T
t=2 (OGit −4yit)2∑N

i=1

∑T
t=2 (4yit −4yi)2

(14)

where OGit is an output growth estimate (posterior mean) in country i in period t
given as OGit = 100x(OCit− 1), 4yit is the real (observed in the data) GVA growth
rate and 4yi is the geometric average of GVA growth in country i.
FIT is similar to an R2. However, since the model has a compound error and one
part of it (inefficiency) is included in OGit estimate, FIT value not necessarily has
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Figure 1: Monitoring of convergence

Note. CUMSUM statistics for twelve LT-translog parameters; 500 000 burnt-in cycles

to increase in a more general model; see Koop, Osiewalski, Steel (2000). For the full
model used in this study FIT is 0.992.
Finally, application of Markov Chain Monte Carlo methods (MCMC), such as Gibbs
sampling, requires monitoring convergence of the chain to its limiting stationary dis-
tribution. In order to facilitate this I use CUMSUM statistics proposed by Yu and
Mykland (1994), and apply it to the first 500 000 burnt-in cycles. Figure 1 presents a
joint plot of CUMSUM statistics for the twelve LT-translog parameters (β̇1 . . . β̇6 and
β̈1 . . . β̈6). The graph shows that all series stabilize around zero long before the end of
the burn-in process. The [−0.1; 0.1] interval (denoted by B) is not exceeded after ap-
proximately 175 000 draws and CUMSUMs permanently stabilize within [−0.05; 0.05]
interval (denoted by A) before the algorithm reaches 250 000 burnt-in states. This
would provide an empirical evidence of the chain convergence to its limiting stationary
distribution.

5.2 Findings

Unless stated otherwise, all point estimates referred to in this section onwards are
posterior means. Dispersion measures provided in this paper are posterior standard
deviations. For additional information on abbreviations used in the research please
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Figure 2: Production frontier surface plots in two corresponding years: 1995 and 2005

 

Note. Projection based on model estimates (posterior means); axes in natural logarithms

refer to Table 1. Figures labelled from 2 to 7 present a graphical analysis of the main
results summarised in Table 3 and Table 4. It can be noticed that all countries expe-
rienced technological progress over time. Technical change, however, had an unequal
effect, favouring wealthy economies with high capital-labour ratios (see the last col-
umn in Table 4). Figure 2 indicates that the production frontier moderately shifted
up and the elasticity of substitution between capital and labour significantly changed
over time. This can be seen more explicitly in Figure 3 and Figure 4 which clearly
indicate that the elasticity of substitution generally becomes higher over time. Fur-
thermore, the two figures show countries’ production capabilities in the two periods,
1995 and 2005, respectively. This, however, should not be mistaken with countries’
real production levels at that time, as they were of course lower. The plots allow
for an intuitive graphical analysis of such discrepancies between the two conceptual
production levels.
The maximum attainable production, given a set of inputs, is indicated by a square
whereas a dot shows the measured level. The two figures also provide an overview of
the production frontier concept. Namely, the shorter is the arrow pointing from the
square to the dot, the closer is the country to its production frontier, or simply the
more efficiently it uses its inputs. This also corresponds to efficiency level estimates
in Table 4. As we can notice, there are significant differences between the countries’
levels of efficiency, which could lead to inconsistent results if the stochastic production
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Figure 3: Isoquant map, tear 1995: technical efficiency comparison.

Note. Projection based on model estimates (posterior means); axes in natural logarithms

frontier framework was not introduced in the study.

Figure 4: Isoquant map, year 2005: technical efficiency comparison

Note. Projection based on model estimates (posterior means); axes in natural logarithms
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The two plots can also be linked with a given country’s capital and labour elas-
ticity ratios. Although at first it may seem that most countries were close to having
on average Constant Returns to Scale (CRS) the data do not support global CRS
model restrictions (see Table 2) and the structure of Returns to Scale (RTS) esti-
mates differs significantly among the studied economies. Those countries that "lay"
more towards right-bottom side of the chart present relatively high posterior means of
labour elasticity and low capital elasticity (e.g., Denmark and Germany) whereas the
ones that are positioned more towards the top-left hand corner represent the opposite
situation (e.g., Slovenia and Portugal). Such regularity becomes even more intuitive
if analysed from a three-dimension perspective such as in Figure 2. The hump of
the stochastic frontier surface creates a fairly straight line. Countries lying within
its summit have capital and labour elasticity ratios (ElK/ELL) close to one (e.g.,
the United Kingdom). The bigger is the distance from the peak the higher becomes
the difference between the two elasticities. The countries with the greatest distance,
namely Slovenia and Denmark, are also the ones with the lowest and highest capital
to labour ratios respectively (see the last column in Table 4). Interestingly, these are
also economies with the lowest posterior means of average RTS in the sample.

5.3 Technical change versus input growth
According to the analysis, all countries in 2005 could have had higher production
even if their input levels from 1995 where maintained. Hence, technical progress had
a common positive influence on economic growth. Furthermore, it is worth mention-
ing that, though all countries increased their capital stock (accumulated capital), the
labour force did not always increase over time. Countries with a decreasing labour
force included the Czech Republic, Poland, Germany and Japan; these can be dis-
tinguished in Figure 5. The compound graph shows the influence of input change
and technical progress on countries’ production capabilities over that time. Techni-
cal progress is indicated by the isoquants’ shape change and shift (moderately up)
whereas a country’s movement arrow shows input change. This intuitive graph shows
a simple relationship. The larger the line movement, the larger was the influence of
input growth on a country’s production capabilities (e.g., Portugal and South Ko-
rea). Furthermore, the more the "input growth path" is parallel to the nearest 1995
isoquants, the more influence had technical progress on a country’s economic growth
(e.g., Denmark, Austria and the Netherlands).
The pattern is broken when an unusual, high input mix change occurs but does not
indicate a straightforward input growth itself. Such a situation occurs when one of
the input factors increases over time while the other decreases. Thus, since capital
and labour input shifts are not considered separately, the model finds it difficult in
such an extraordinary situation to properly distinguish between the influence of tech-
nological progress and input change on production output. This results in a high
posterior standard deviation of one of the two growth factors estimates. Germany,
Japan and Slovenia present such examples.
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German and Japanese physical capital stock rose significantly while labour force
moderately decreased leading to a considerable change in their input structure compo-
sition. The way the two moved their production capabilities along the 1995 isoquants
suggests a strong positive impact of technology progress on their output growth.
However, the role of their input change remains uncertain. This is indicated by high
posterior standard deviations of their average input growth estimates (AIG’s, see Ta-
ble 3). A further decomposition allowing us to separate the influence of capital and
labour input on output growth might elucidate some additional information on such
phenomenon. I leave it for further study.
Slovenia is another country which significantly increased its capital input with a slight
decrease of its labour input. Between 1995 and 2005, however, its input levels moved,
rapidly "cutting through" (instead of being parallel) the 1995 isoquants, indicating
a strong positive influence of input change on the economic growth. However, the
influence of technology, though most likely positive, remains uncertain in this case.
This is also indicated by Slovenia’s posterior mean of ATG being the smallest in the
sample (1.7946), with a high posterior standard deviation (1.1235).
Apart from the three above-mentioned countries, Poland and the Czech Republic have
also experienced an abnormal input mix change. However, the two countries’ input
change was moderate (their "input travel" lines are the shortest in the sample). This
allowed the model to properly gauge the input factors’ influence on economic growth.
This is confirmed by the accuracy of the AIG estimates; posterior mean is 0.7391
(±0.1321) for Poland and 1.8506 (±0.1998) for Czech Republic. Moreover, the two
countries stand out in their own ways since they both experienced the highest and
precisely estimated, increase in production efficiency.
Further analysis of the results shows an additional pattern concerning the influence
of technological progress on the elasticity of substitution between the factors of pro-
duction, namely physical capital stock and labour. As mentioned before technical
progress had the biggest influence on those countries in the sample with high capital
to labour ratios. This is most likely due to the fact that labour’s potential increase, in
the long run, is limited by the population size, its structure, social conduct, work cul-
ture and other demographic factors which are generally regarded as beyond the reach
of economic policy; see Gylfason (1999). In contrast, capital stock can be stimulated
by a country’s economic system. Hence, through technical progress, which increased
the elasticity of substitution between capital and labour, those countries were able
to achieve economic growth. The finding becomes even more interesting when we
point out those economies for which such technical change was vital to maintain out-
put growth, namely USA, Germany, the Netherlands, Denmark, Austria and Japan.
These countries represent the three wealthiest and the most industrialised areas of the
world, generally regarded as the main drivers of the world technical progress. Thus,
it is of no surprise that the world technical progress stimulates their output growths
when they accumulate more capital. This indicates a sound, logical pattern. It seems
that in rich, high-developed countries economic growth relies heavily on the introduc-
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tion of new physical capital. As technology progresses it allows for a better use of the
additional capital accumulated. The new, technologically advanced capital increases
the productivity of labour force, which uses it, or even allows for the substitution of
labour in the production process. Such new physical capital of course reports much
higher capital stock in terms of value than its "used up" predecessors, directing the
economy further towards higher capital to labour ratio. All the countries mentioned
above seem to undergo such a process. Unfortunately, the role of human capital here
remains a mystery. One might assume that since labour uses more and more physical
capital the rate of human knowledge in such economies must increase as well. Hence,
incorporating human capital into the study should compensate some of the effect of
augmenting the elasticity of substitution over time. However, to verify, one would
need to introduce a sound measure of human capital which itself is a very complex
task; see Gylfason (1999). This is not the aim of this research.

5.4 Efficiency analysis

Figure 6 and Figure 7 present average efficiency levels of countries and their changes
between 1995 and 2005. The analysis reveals that the most efficient country in the
sample is Sweden. Though at first it may seem a bit odd, the Swedish phenomenon
becomes clear when we look at it in more detail. The Swedish economy is modern
and highly industrialised. It has a modern distribution system, excellent internal and
external communications, and a skilled labour force. Moreover, the Swedish econ-
omy is mainly composed of two highly different types of entrepreneurship. The first
group are small, hence, efficient and flexible companies which remain small due to un-
favourable fiscal policy. They account for nearly 95% of Swedish output. The second
group are big successful international enterprises like Tetra Pak, Electrolux and Ikea.
Although efficiency level estimates are fairly precise, the same cannot be said about
the direction and pace of their change. For example, when considering the efficiency
plunge for Denmark over the studied period, one must take into account that the
posterior standard deviation is higher than the absolute value of the posterior mean
itself. Though most of the studied countries reported a decline in technical efficiency,
as Table 3 indicates, there are only two sets of economies for which estimates of av-
erage efficiency change are precise relatively to their posterior standard deviations,
allowing for a reliable analysis. Those countries are Poland, Czech Republic, Portugal
and Italy. Furthermore, though subject to considerable uncertainty, these results are
in line with other studies which also report on average technical efficiency decrease
over their analysed periods; see Badunenko, Henderson, Zelenyuk (2008).

5.4.1 Poland and Czech Republic

The study indicates that Poland and the Czech Republic were the least efficient
countries, but recorded the highest and precisely measured efficiency growth. Though
the model does not imply this, it is surely due to them being closely related, post-
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Figure 6: Average efficiency levels

Note. Point estimates based on posterior means. For dispersion measures see Table 4.

communist countries. Centrally planned communist economies were known to be
highly inefficient or simply different in terms of their productivity. When setting up
production goals there was little interest in an efficient economic outcome. Moreover
production was mainly based on big, state-owned inefficient companies with no room
for entrepreneurship. Hence, it is of no surprise that pursuing economic liberalisation
throughout the 1990s and 2000s, these two countries experienced economic growth,
which cannot be explained by input growth or by world technological progress.

5.4.2 Portugal and Italy

Portugal in 2007 was described as a "New sick man of Europe" (The Economist, April
2007). Throughout the studied period (1995 - 2005) it received tremendous financial
aid from the European Union to develop its economy by investing in infrastructure,
transport, telecommunication and, above all, human capital. The impact of UE policy
can be noticed through Portugal’s "long input travel line" which is nearly parallel to
the "Capital" axis (see Figure 5). This indicates high levels of input growth (mostly
capital accumulation driven) which, however, did not go in line with any progress
in productivity. Instead Portugal experienced an average decrease in productivity
of 1.1059% (±0.4794%) per year. Although being fairly high by world’s standards,
Portuguese GDP per capita in 2005 was among the lowest in the European Union.
In the 2000s, the Czech Republic, Greece, Malta, Slovakia and Slovenia had all over-
taken Portugal in terms of GDP per capita and Portuguese GDP per capita had fallen
from just over 80% of the EU 25 average in 1999 to just over 70% in 2005. Moreover,
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Figure 7: Average efficiency change (AEC)

Note. Point estimates based on posterior means. For dispersion measures see Table 3.

Portugal was the first country to be threatened with sanctions by the European Com-
mission for breaching the euro zone’s stability and growth pact, which sets ceilings for
euro members’ budget deficits. Hence, Portugal is a good example of a country which
decreased efficiency contributed to relatively little growth in terms of its potential.
Italy’s decreasing economic efficiency could be attributed mainly to what happened
after 2001. Around the year 1999 the Italian economy started a decline in productivity
and badly needed a dose of pro-market reforms, liberalisation, privatisation, deregu-
lation and a shake-up of the public administration system. All of this was promised
in 2001 by Silvio Berlusconi’s new government. However, in practice, very little was
done to aid the economy (The Economist, November 2005). This might have been
the result that from 2001 Italy’s productive capabilities were gradually decreasing,
even reaching recession in 2003. Nevertheless, the study reports that Italian economy
is still very efficient in terms of its level (posterior mean of average efficiency during
analysed period is 0.9453; posterior standard deviation is 0.0152).

5.5 Distinguishing between technical change and efficiency
change

An analysis of Table 3 reveals an interesting pattern. Though the model is very precise
in estimating the output growth and decomposing it into input and productivity’s
contribution to the process, further productivity decomposition is not that accurate.
When we look at the low precisions of average efficiency change estimates we can
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Table 5: Posterior correlation between average technical growth (ATG) and average
efficiency change (AEC)

Country Posterior correlation

Germany -0.8273
Denmark -0.9983
Netherlands -0.9788

Figure 8: Growth decomposition geometric plot

Note. Case "1": high technical growth induces negative efficiency change; case "2": low technical growth
induces positive efficiency change

see just how subtle the technical-efficiency breakdown is. Especially decomposition
results for Denmark, the Netherlands and Germany bring attention to the matter. The
posterior correlation analysis of ATG and AEC reveals a strong negative correlation
between the two variables.
Figure 8 shows a two-dimensional plot, which is a simplified geometric representation
of the decomposition structure. When viewing the graph it should be noted that the
output growth itself is an observable process (through GVA increase) and the role
of the model here is to assess the impact of input, technical and efficiency change
on it. Moreover, the input change is also observable, and all countries in a given
year are assumed to operate accordingly to the same technology, which is assumed
to progress in a linear fashion over time. So, given the world technological progress,
the observed input location and growth "path" determines the influence of technical
progress on the country’s economic growth. This, in turn, is highly dependent on the
structure of the model. Hence, in order to arrive at the proper estimate of output
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growth the plausible high or low estimate of technical growth is compensated by the
last ingredient of the decomposition that is the least bounded one by the structure,
namely efficiency change. In simple words, if one is set very high the other must
be accordingly low to balance the equation to estimated output growth (which is
close to observed output growth). Whether this is an artefact of the model or a real
relationship between the two variables remains a question. Nevertheless there are
some facts in favour of the latter. For example, on the one hand, if a new technology
is introduced, switching towards it will definitely produce some efficiency plunge since
it takes time to properly use its potential. On the other hand, if technological progress
is absent in the economy, it gives the time and opportunity to concentrate efforts on
efficiently utilising the available technology. Furthermore, this finding is in line with
the general purpose technology argument: it takes time before newly implemented
technology can be fully efficiently utilised; see Helpman and Rangel (1999).

5.6 Economic growth: close up on Poland
In its essence a frontier analysis involves determining a production frontier based on
sampled countries and then measuring distance from the frontier for each country.
Although it may be a bit risky to give an interpretation to the model estimates, one
may want to reach beyond the model and try to account for the results of output
decomposition as reflecting causality.
Since 1989, Poland has been transforming from a centrally-planned economy towards
a more efficient liberal one. The study indicates that between 1995 and 2005 Poland
has experienced tremendous progress in efficiency, no doubt due to the change in its
economic system (see Figure 7).
Throughout the 1990s new liberal Polish laws boosted entrepreneurship and ongoing
privatisation made state-owned companies become more efficient. It seems that
those factors were crucial to overall high Polish economic efficiency gains since the
business sector is now the main growth driver of the Polish economy. However, the
pace slowed after 1998.
Figure 9 points out that this was the result of an unemployment spike. Unem-
ployment’s influence on Polish economic growth can also be seen through a direct
input factor decrease on Polish production output in 2000 and 2001 (see Figure 10).
Figure 10 also points out the reliance of Polish economic growth on efficiency growth.
It seems that efficiency growth was the dominant component in Poland’s output
growth. Even though labour was on the decline throughout most of the studied
period and influence of world technical progress was moderate, Poland still managed
to achieve one of the highest posterior means of average growth rate in the sample.
As mentioned earlier, Poland experienced a moderate average annual technical
progress of 1.897% (ATG posterior mean of 1.8974% with a standard deviation of
0.361%). The model also indicates very moderate (if any) economies of scale of 1.006
(±0.0136) during the analysed period. This can be investigated thoroughly using
Highest Posterior Density (HPD) intervals which facilitate a more detail analysis.

Kamil Makieła
CEJEME 1: 333-369 (2009)

356



Economic Growth Decomposition. An Empirical Analysis Using Bayesian...

Figure 9: Production frontier growth path; Poland 1995 - 2005

 

Note. Isoquant maps for 1995 and 2005; dashed lines represent 1995 isoqunt map, solid lines represent
2005 isoquant map; projection based on model estimates (posterior means).

Figure 10: Output growth structure over time; Poland 1995 - 2005

Note. Point estimates based on posterior means
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The shortest HPD interval (based on the histogram of the posterior distribution of
average RTSPL in the analysed period) containing constant returns to scale (CRS)
value is [0.9997, 1.017] and has 53% of the posterior probability. Further details
of HPD interval analysis are provided in Figure 11. The results show that (using
Lindley-type tests) there is no reason to reject the CRS hypothesis for Poland.

5.7 Economic growth: the United States of America
The United States of America is the largest economy in the world and the main driver
of world technical progress. According to the research, the U.S. is one of the most
efficient countries in the sample and has the highest posterior mean of average RTS
of 1.082 (±0.03).

Unlike most countries in the study, the U.S. did report a slight increase in ef-
ficiency. Since the posterior standard deviation of average efficiency change is over
six times higher than the mean itself, it indicates that the accuracy of such point
estimate leaves much to be desired. Nevertheless even though we are uncertain of the
direction (if any) in the change of technical efficiency over time in the U.S., we can
be quite certain of its average level over the analysed period. The posterior mean of
average efficiency level is nearly forty (39.4) times higher than the posterior standard
deviation indicating an accurate result which places the United States of America as
the second most efficient economy in the study (see Table 4). Further analysis of the
results shows that the U.S. posterior distribution of average RTSUSA has the highest
posterior mean in the sample over the analysed period. Moreover when looking at
the histogram of RTSUSA posterior distribution we can notice that virtually all of the
probability mass lies above one. A detailed analysis of average RTSUSA using Highest
Posterior Density intervals can be viewed in Figure 12.
Finally apart from that, Figure 13 and Figure 14 may provide some more insight
into how, considering the results, American economy could have maintained its eco-
nomic growth and what could have been the role of technical progress. By looking
at Figure 13 one can notice that the input growth of American economy was mainly
the result of capital accumulation (production frontier growth path nearly parallel
to the "Capital" axis). One way to account for this would be to argue that since
the world technical progress induced an overall increase in elasticity of substitution
between capital and labour, it allowed the U.S. economy for a more productive use of
the newly accumulated capital.

5.8 Economic growth: South Korea
The study indicates that South Korean posterior mean of average output growth rate
was one of the highest even though the country was among the least efficient ones in
the study. In order to investigate this phenomenon, once again one needs to reach
beyond the model and examine economic factors that would account for such results.
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Figure 11: Average returns to scale analysis; Poland 1995 - 2005

Histogram of the posterior distribution of average Returns to Scale

Highest Posterior Density intervals
Definition HPD interval Posterior

probability Formal definition

The shortest HPD in-
terval containing CRS [0.9997, 1.017] 53% P

(
0.9997 ≤ RTSPL ≤ 1.017

)
= 0.53

HPD interval containing
90% of posterior probability [0.9884, 1.0308] 90% P

(
0.9884 ≤ RTSPL ≤ 1.0308

)
= 0.9

HPD interval containing
95% of posterior probability [0.9848, 1.0323] 95% P

(
0.9848 ≤ RTSPL ≤ 1.0323

)
= 0.95

Lindley-type test for average Constant Returns to Scale in Poland

τ
(
γ∗

) p (τ (γ) > a|data) = α
p

(
τ (γ) > τ

(
γ∗

)
|data

)
df

a for α = 0.05 a for α = 0.01

0.19 3.81 6.63 0.662917 1

Note. γ∗ = 1 is the tested value for γ (CRS). Since γ is a scalar, in this case of Lindley-type test the
square root of τ (γ; y,X) has the posterior close to Normal distribution, and thus a simple "t" test could
be used instead. Posterior skewness and kurtosis are calculated as third and fourth standardised moments
respectively.

Let us consider the way in which the Republic of South Korea achieved such rapid
economic success, prior to the IMF crisis. In order to reach high production outputs
new capital assets were either acquired through joint ventures or simply through
loans. This was funded by state-owned banks, which lent money to business on very
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Figure 12: Average returns to scale analysis; USA 1995 - 2005

Histogram of the posterior distribution of average Returns to Scale

 

Highest Posterior Density intervals
Definition HPD interval Posterior

probability Formal definition

HPD interval containing
90% of posterior probability [1.0482, 1.1278] 90% P

(
1.0482 ≤ RTSUSA ≤ 1.1278

)
= 0.9

HPD interval containing
95% of posterior probability [1.0423, 1.1364] 95% P

(
1.0423 ≤ RTSUSA ≤ 1.1364

)
= 0.95

Lindley-type test for average Constant Returns to Scale in USA

τ
(
γ∗

) p (τ (γ) > a|data) = α
p

(
τ (γ) > τ

(
γ∗

)
|data

)
df

a for α = 0.05 a for α = 0.01

7.53 3.81 6.63 0.006068 1

Note. γ∗ = 1 is the tested value for γ (CRS). Since γ is a scalar, in this case of Lindley-type test the
square root of τ (γ; y,X) has the posterior close to Normal distribution, and thus a simple "t" test could
be used instead. Posterior skewness and kurtosis are calculated as third and fourth standardised moments
respectively.

low or even negative real interest rates. Furthermore, labour force costs were kept
artificially low. This was achieved through complex and inefficient social conduct. On
the one hand, it was virtually impossible in South Korea to lay off an employee. On
the other hand it was impossible for an employee to get a raise and the work week was
much longer than in most countries in this study; see El-Kahal (2001). Even though
these actions provided the desired output growth results, they proved to be disruptive
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Figure 13: Production frontier growth path; USA 1995 - 2005

 

Note. Isoquant maps for 1995 and 2005; dashed lines represent 1995 isoquant map, solid lines represent
2005 isoquant map; projection based on posterior means.

Figure 14: Returns to scale, elasticities of capital and labour; USA 1995 - 2005

Note. Point estimates based on posterior means; std stands for posterior standard deviation.

in the long run, encouraging big conglomerates (known as chaebols) to accumulate
debt and discouraging them from improving their financial performances. This in
turn made South Korean market structure particularly susceptible to international
financial turmoil and brought economic ruin during the Asian financial crisis.
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Figure 15: Output growth structure over time; South Korea 1995 - 2005

Note. Point estimates based on posterior means.

Looking at the country’s growth decomposition figure, one can notice just how severe
was the crisis, bringing the production output estimate down from over 8% (±1.28%)
annual growth rate in 1996 to a level of over 4% (±1.11%) recession in 1998 (see
Figure 15). No doubt that the financial crisis that swept through South Korea in
those years is responsible for the biggest production efficiency drop in the panel study.
Korean companies were faced with declining demand and thus declining production
while being unable to adjust appropriately their inputs. This would account for the
fact that in 1998 technical efficiency of South Korean economy plunged by 7.88%
(±2.32%).
Thankfully with the help of International Monetary Fund South Korea got out of
the crisis relatively fast and continued its impressive growth performance; see The
Economist (November 2000). Furthermore, it is worth mentioning that due to the
crisis several changes were introduced. The most important was that South Korea
significantly liberalised the labour market and has been actively implementing the
policy of "The Economy Based on Knowledge" which could have been the reason
for a gradual increase in the labour force productivity at the same time diminishing
the role of capital accumulation in the macroeconomic production process (see, .e.g.,
Figure 16).

6 Conclusions

The aim of this study was to elucidate some information on the complexity of eco-
nomic growth in respect to its components, namely input growth, world technical
progress and efficiency change. The study allows us to draw several conclusions on
this matter.
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Figure 16: Returns to scale, elasticity of capital and labour; South Korea 1995 - 2005

Note. Point estimates based on posterior means; std stands for posterior standard deviation.

First of all, there is no "golden rule" for economic growth. As the study indicates,
an increase in each of the factors of the production process has a different impact on
economic growth depending on the given economic situation. For example, whether
world technological progress matters more than input or efficiency increase on eco-
nomic growth is solely dependent on a given country’s current economic situation and
level of development. What can be noted, however, is that in most cases analysed,
input growth or technical progress are the main driving forces for output growth
whereas efficiency change tends to play a minor, and hard to asses accurately, role (in
many cases being more likely to contribute to output decline over time rather than
its increase).
Moreover, world technological progress has had a positive influence on all studied
economies. However, the biggest beneficiaries of this process are the wealthy, high-
developed countries, generally regarded as the world technological leaders. It is of
no surprise that technical progress favours these economies and allows them to grow
more. Considering this, it should be noted that these countries become more and
more dependent on increases in capital (capital accumulation) and the accompany-
ing technological progress. Hence, any ruptures in the process might result in their
economic stagnation or probably even recession. This becomes even more disturbing
when we consider that the economies discussed here like the USA, Germany, and
Japan amount to the world’s economic foundations and their problems would quickly
transfer to other, dependent economies.
Furthermore, when a significant input change takes place which does not straight-
forwardly imply a joint capital and labour input growth, it is difficult to assess the
impact of input and world technical progress on the given country’s economic per-
formance. Such an unusual situation occurred in the case of Germany, Japan and
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Slovenia and led to a high posterior standard deviation in one of the two estimates.
Nevertheless, the two-way distinction between input growth and productivity growth
is relatively precise and generally applicable.
Further productivity decomposition into efficiency and technical change influence,
however, is much more subtle and prone to high standard deviations of efficiency
change estimates in particular. No doubt, this is due to reported strong negative
posterior correlation between the two unobserved variables. The study indicates that
the precise efficiency change estimates can be obtained only for those countries which
economic performance really stands out, and neither can it be contributed to the
world technical progress nor to the change in their input factors.
Nevertheless, efficiency change is an important element, often accounting for an ex-
traordinary economic performance, both in terms of its high output growth rate or
lack of it. Thus efficiency change should not be left out in macroeconomic produc-
tivity studies such as this one. Especially for countries like Poland and Portugal, it
plays an important explanatory role, positive for Poland and negative for Portugal.
Therefore in order to reach proper conclusions it is important not only to obtain
efficiency growth or decline estimates but also to assess their accuracy (through dis-
persion measures). Thankfully, by applying Bayesian inference in the research, it is
easy to accomplish.
There are significant differences in efficiency levels among analysed countries. The
least efficient ones are post-communistic countries (Poland and the Czech Republic)
and South Korea, which underwent a huge economic crisis during the analysed period.
The most efficient ones are relatively rich and industrialised world economies.
Finally, I have to highlight the fact that studies such as this one will always lack in
definite accuracy and confidence of the results. Firstly, due to the fact that macroe-
conomic datasets are subjects to approximations, errors and omissions. Secondly,
because of the methodology used to produce them. The first issue was partly taken
into account by introducing stochastic frontier framework in a Bayesian approach.
This allowed for assessing the accuracy of estimates and making inference on that ba-
sis. The second issue however is much more complex since there are ongoing changes
in calculation standards, especially for capital stock.
Interestingly my results place themselves between the two studies of Kumar and Rus-
sell (2002) and Badunenko, Henderson, Zelenyuk (2008). In contrast to Kumar and
Russell who find that capital accumulation is the principal driving force in the mean
growth of worldwide productivity, Badunenko, Henderson and Zelenyuk conclude that
technical change is nearly as important. I find that technical change is mostly con-
cerned with the change in isoquants’ shape (more than "shift up") over time allowing
for a better substitution between capital and labour. Thus, how technological progress
influences a given economy depends on (1) its current capital-labour ratio, (2) the rate
with which the new input is being accumulated and (3) change in its input structure
and thus change in capital-labour ratio over time (whether input growth is labour or
capital driven, or both). Therefore to some extend, I concur with Badunenko, Hen-
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derson and Zelenyuk’s findings since the decomposition results show that either input
growth or world technical progress was the main driving force of output growth to
many economies in this study. Moreover, considering countries’ input growth paths,
capital accumulation seems to play key role in input increase. However this should not
be treated as a general rule, since how these changes contribute to output growth is
dependent on a given country’s current economic status. As I presented in the paper,
influences of these two factors are dependent on country’s placement and "movement"
on the (evolving over time) isoquant map which determines the impact the two have
on output growth.
Badunenko, Henderson and Zelenyuk also find that "rich countries benefited more
from technological change than the poor ones" (p. 463). Again, I find correspond-
ing results since, though all countries in my study benefit from the world technical
progress, highly capitalised, rich countries are those for which technical progress is
essential to maintain economic growth.
Though the results for technical and efficiency change are in line with Badunenko,
Henderson and Zelenyuk as well as Kumar and Russell’s research conclusions they
should be treated with caution. I find that many point estimates of efficiency change
seem to be statistically insignificant (high posterior standard deviations in respect to
their posterior means) so it would be unwise to draw firm conclusions only on that
basis. Further analysis, however, revealed a strong negative posterior correlation be-
tween technical and efficiency change in the wealthy economies strongly influenced
by the world technical progress. This would prove Badunenko, Henderson and Ze-
lenyuk’s notion about a trade off between high technological progress and technical
efficiency.
Moreover Badunenko, Henderson and Zelenyuk argue that poorer countries (with rel-
atively little capital stock to labour) benefit much more from capital accumulation
than the rich ones and that most efficiency improvements are reported among poorer
countries. I find corresponding results for a number of countries in my study (input
driven economic growth of Slovenia and Portugal or efficiency driven growth of Poland
and Czech Republic). In contrast to my findings, Kumbhakar and Wang (2005) re-
port a world technical regress. This does not prove wrong any of the two approaches
to modelling technical change. As I showed with a Lindley-type test, using a time
trend variable to model impact of technical change over time could be a statistically
valid simplification. That is why the difference in the estimation results for technical
progress should be contributed more to the fact that both models were estimated
using different datasets with different timeframes, rather than to the modelling pro-
cedure itself. Nevertheless, I find that changing elasticity of substitution (expressed
by isoquants’ shape change over time) plays an important role in explaining technical
progress impact on countries’ economic performances.
To conclude this short discussion, like Koop, Osiewalski, Steel (1999), I also must em-
phasise that, though input growth and technical growth tend to be dominant factors
of output growth, all three components play an important role in explaining output
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change, and thus there seems to be no general pattern that could currently become
the basis of universal conclusion for economic growth policy.

Acknowledgements

I would like to express my deepest gratitude to Jacek Osiewalski for the inspiration and
time devoted to me during my studies at the Cracow University of Economics and after
graduation. This research started when I became a member of Growth Research Unit
at the Cracow University of Economics (www.gru.uek.krakow.pl). I am also thankful
to Mark Hoffman from Grand Valley State University for his valuable insights and
critique. This work has greatly benefited from the comments and suggestions provided
by an anonymous Referee. I am deeply grateful for the time he spent on reviewing
this article. All errors and omissions are mine.

References

[1] Aigner D., Lovell C. K., Schmidt P. (1977), Formulation and Estimation of
Stochastic Frontier Production Function Models, Journal of Econometrics 6,
21-37

[2] Baltagi B. H. (2005), Econometric Analysis of Panel Data, Hoboken: Wiley.

[3] Barro R. J., Sala-i-Martin X. (1999), Economic Growth, Cambridge: MIT Press

[4] Badunenko O., Henderson D. J., Zelenyuk V. (2008), Techological Change and
Transition: Relative Contributions to Worldwide Growth During the 1990s, Ox-
ford Bulletin of Economics and Statistics 70, 461-492

[5] Caselli F., Coleman II W. J. (2006), The World Technology Frontier, American
Economic Review 96, 499-522

[6] Charnes A., Coopers W. W., Rhodes E. (1978), Measuring the Efficiency of
Decision Making Units, European Journal of Operational Research 3, 429-444

[7] Cobb S., Douglas P. (1928), A Theory of Production, American Economic Review
18, 139-165

[8] Dhawan R., Jochumzen P. (1999), Stochastic Frontier Production Function With
Errors-In-Variables, Working Paper, 1-32

[9] El-Kahal S. (2001), Business In Asia Pacific, Oxford: Oxford University Press

[10] EU KLEMS project (2008), EU KLEMS Productivity Database, Retrieved May
11, 2009, from EU KLEMS website: http://www.euklems.net/

Kamil Makieła
CEJEME 1: 333-369 (2009)

366



Economic Growth Decomposition. An Empirical Analysis Using Bayesian...

[11] Eurostat-OECD, (2006), Methodological Manual on Purchas-
ing Power Parities, Retrieved May 12, 2009, from OECD:
http://www.oecd.org/dataoecd/59/10/37984252.pdf

[12] Färe R., Grosskopf S., Norris M., Zhang Z. (1994), Productivity Growth, Techni-
cal Progress, and Efficiency Change in Industrialized Countries, American Eco-
nomic Review 84, 66-83

[13] Farrell M. J. (1957), The Measurement of Productive Efficiency, Journal of the
Royal Statistical Society (Series A) 120, 253-290

[14] Fried H. O., Lovell C. A. K., Schmidt S. S. (2008), The Measurement of Produc-
tive Efficiency and Productivity Growth, New York: Oxford University Press.

[15] Greene W. H. (2002), Econometric Analysis (5th edition), Upper Saddle River:
Prentice Hall.

[16] Greene W. H. (2008), The Econometric Approach to Efficiency Analysis. [in:]
H. O. Fried, C. A. K. Lovell, S. S. Schmidt, The Measurement of Productive
Efficiency and Productivity Growth, New York: Oxford University Press, 92-159

[17] Gylfason T. (1999), Principles of Economic Growth, Oxford: Oxford University
Press

[18] Helpman E., Rangel A. (1999), Adjusting to a new techology: experience and
training, Journal of Economic Growth 4, 359-383

[19] Henderson D. J., Russell R. R. (2005), Human Capital and Convergence: A
production Frontier Approach, International Economic Review 46, 1167-1205

[20] Jondrow J., Lovell K. C., Materov I., Schmidt P. (1982), On the Estimation
of Technical Inefficiency in the Stochastic Frontier Production Function Model,
Journal of Econometrics 19, 233-238

[21] Judson R. A., Owen A. L. (1997), Estimating Dynamic Panel Data
Models: A practical guide for macroeconomists, Retrieved June
10, 2009, from Finance and Economics Discussion Series no. 97-3:
http://www.federalreserve.gov/pubs/feds/1997/199703/199703abs.html

[22] Kim Y., Schmidt P. (2000), A Review and Empirical Comparison of Bayesian
and Classical Approaches to Inference on Efficiency Levels in Stochastic Frontier
Models with Panel Data, Journal of Productive Analysis 14, 91-98

[23] King G. (1696). Natural and Political Observations and Conclusions upon the
State and Condition of England, London.

367 Kamil Makieła
CEJEME 1: 333-369 (2009)



Kamil Makieła

[24] Koop G., Osiewalski J., Steel M. F. (1999), The Components of Output Growth:
A Stochastic Frontier Analysis, Oxford Bulletin of Economics and Statistics 61,
455-487

[25] Koop G., Osiewalski J., Steel M. F. (2000a), A Stochastic Frontier Analysis
of Output Level and Growth in Poland and Western Countries, Economics of
Planning 33, 185-202

[26] Koop G., Osiewalski J., Steel M. F. (2000b), Modelling the Sources of Output
Growth in a Panel of Countries, Journal of Business & Economic Statistics 18,
284-299

[27] Koop G., Steel M. F., Osiewalski J. (1995), Posterior Analysis of Stochastic
Frontier Models using Gibbs sampling, Computational Statistics 10, 353-373

[28] Kumar S., Russell R. R. (2002), Technological Change, Technological Catch-up,
and Capital Deepening: Relative Contributions to Growth and Convergence,
American Economic Review 92, 527-548

[29] Kumbhakar S. C., Wang H.-J. (2005), Estimation of growth convergence using a
stochastic production frontier approach, Economics Letters 88, 300-305

[30] Marzec J., Osiewalski J. (2008), Bayesian inference on technology and cost effi-
ciency of bank branches Bank i Kredyt [Bank and Credit] 39, 29-43

[31] Meeusen W., van den Broeck J. (1977), Efficiency estimation from Cobb-Douglas
Production Function with Composed Error, International Economic Review 8,
435-444

[32] O’Mahony M., Timmer M. P. (2009), Output, Input and Productivity Measures
at the Industry Level: the EU KLEMS Database, Economic Journal 119, F374-
F403

[33] OECD. (2003), OECD Measuring Productivity - OECD Manual; Measurement
of Aggregate and Industry-Level. Retrieved May 12, 2009, from OECD website:
http://www.oecd.org/dataoecd/59/29/2352458.pdf

[34] Osiewalski J. (2001), Ekonometria Bayesowska w Zastosowaniach [Bayesian
Econometrics in Applications; in Polish], Kraków: Cracow University of Eco-
nomics Press

[35] Schreyer P. (2003), Capital stocks, capital services and multi-factor productivity
measures, OECD Economic Studies 37, 163-184

[36] Schreyer P. (2007), Old and New Asset Boundaries: A Review Article on Measur-
ing Capital in the New Economy, International Productivity Monitor 15, 75-80

Kamil Makieła
CEJEME 1: 333-369 (2009)

368



Economic Growth Decomposition. An Empirical Analysis Using Bayesian...

[37] Schreyer P., Koechlin F. (2002), Purchasing power parities - measurement and
uses, Statistics Brief 3, 1-8.

[38] The Economist, (2000), South Korea dumps the past, at last, The Economist
print edition, Seoul

[39] The Economist, (2005), Addio, Dolce Vita, The Economist print edition, Rome

[40] The Economist, (2007), A new sick man of Europe, The Economist print editiom,
Lisbon

[41] Tierney L. (1994), Markov Chains for Exploring Posterior Distributions, Annals
of Statistics 22, 1701-1762

[42] Timmer M., O’Mahony M., van Ark B., (2007), The EU KLEMS Growth and
Productivity Accounts: An Overview. Groningen: EU KLEMS project

[43] Van Ark B., O’Mahony M., Ypma G., (2007), The EU KLEMS Productivity
Report, Groningen: EU KLEMS project

[44] Yamamura E., Shin I. (2007), Technological Change, Technological Catch-up,
and Capital Deepening: Relative Contributions to Growth and Convergence:
Comment, Economic Bulletin 15, 1-8

[45] Yu B., Mykland P., (1994), Looking at Markov samplers through CUMSUM path
plots: a simple diagnostic idea, Technical Report 413, Department of Statistics,
University of California, Berkeley

369 Kamil Makieła
CEJEME 1: 333-369 (2009)


	Introduction 
	Related literature
	Methodology
	The Bayesian model
	Output growth decomposition
	Methodology discussion

	Macroeconomic data for growth study
	The empirical study 
	Model performance
	Findings
	Technical change versus input growth
	Efficiency analysis
	Poland and Czech Republic
	Portugal and Italy

	Distinguishing between technical change and efficiency change
	Economic growth: close up on Poland
	Economic growth: the United States of America
	Economic growth: South Korea

	Conclusions

