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Abstract. This paper investigates an algorithm for finding steady-states in electromechanical systems for the cases of their periodic nature. The algorithm 
enables to specify the steady-state solution identified directly in time domain. The basis for such an algorithm is a discrete differential operator that 
specifies the values of the first derivative of the periodic function in the selected set of points on the basis of the values of that function in the same 
set of points. It creates algebraic equations describing the steady-state solution for the nonlinear differential equations describing electromechanical 
systems. In this paper, the direct time-domain approach is tested for the simple converter considering. The algorithm used in this paper is competitive 
with respect to the one known in literature an approach based on the harmonic balance method operated in frequency domain.
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as effects of the nonlinear co-energy function with respect to 
currents and rotary angle. Often, the electromagnetic and me-
chanical phenomena in the machine can be treated separately 
by assuming an angular velocity constant (ϕ = Ωt + ϕ0). For 
such cases, only equation (1a) should be considered, which is 
still nonlinear due to the magnetic saturation. In general, the 
steady-state solution can be predicted in form of a double Fou-
rier series with two independent periods. The first one is related 
to the period of the supply voltages, and the second refers to the 
rotor᾽s angular velocity that determines the period of inductance 
variations in time. However, in many cases, the problem of 
finding the steady-state solution can be facilitated by looking 
for a periodic time function.

There exist two groups of methods enabling a direct deter-
mination of periodic or double-periodic steady-state solutions 
for nonlinear dynamic systems. The first is the harmonic bal-
ance method which operates in the frequency domain using the 
Fourier series representation of all differential equation terms. 
The basic assumption is that solutions with known periods exist. 
The method leads to a set of algebraic equations that determine 
the Fourier series coefficients of the solutions. The approach is 
commonly used for linear and nonlinear electrical circuits [4‒8], 
electrical machines [3, 9‒13], and also is combined with finite 
element method for electromagnetic devices [14‒19]. In [20‒24] 
harmonic balance is used for steady-state analysis of devices 
with semiconductor switching elements. In cases of nonlinearity, 
the harmonic balance equations of the Fourier coefficients are 
nonlinear and can be solved iteratively. The method becomes 
complicated because it requires multiple calculations of non-
linear time functions that appear in the differential equations 
using the Fourier series of solutions and vice versa, calculations 
of the Fourier series coefficients of those new time functions. 
Hence, such iterative algorithms are rather complicated.

An alternate approach is to determine the steady-state curves 
directly in the time domain. This is the most commonly used 

1.	 Introduction

Steady-state analysis belongs to the basic methods used in elec-
trical engineering. The respective methods are essential tools 
for exploring the properties of electrical systems. Steady-states 
of electrical machines are of particular interest since they pro-
vide information on technical and economic parameters. Deter-
mining steady-state for AC machines is complicated because of 
the need to find stationary solutions for differential equations 
of the form:

	 d
dt

³
Ψ(i, ϕ)

´
 + Ri = u(t),� (1a)

	 J d2ϕ

dt2  + D dϕ
dt

 =  ∂Eco(i, ϕ)

∂ϕ
 + Tm(t, ϕ),� (1b)

where: i is the vector of independent currents, ϕ the rotary 
angle, Ψ(i, ϕ) the vector of linked fluxes, R the resistance ma-
trix, u(t) the vector of supply voltages, Eco(i, ϕ) the magnetic 
co-energy function, J the moment of inertia, D the damping co-
efficient, and Tm(t, ϕ) the mechanical load torque. Equation (1a) 
describes the electromagnetic relation in the machine, whereas 
(1b) covers the rotational motion [1‒3]. Together, they con-
stitute a set of nonlinear differential equations which cannot 
be solved directly analytically. There are two physical reasons 
for the nonlinearity: the saturation of the machine’s magnetic 
circuit, expressed in nonlinear relations of linked fluxes versus 
currents and rotary angle; the electromechanical interactions 
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approach in finite-difference methods, in which the derivatives 
are substituted by discrete finite-difference operators engaging 
the values at adjacent time points [25‒27]. The difference equa-
tions for periodic steady-states are obtained by assuming that 
the values at the beginning of the period are equal to the values 
at the end. This approach is strictly limited to periodic solutions. 
The creation of difference equations is especially simple for 
differential equations written in the normal form. The differ-
ence equations of nonlinear systems are also nonlinear and can 
be solved by applying iterative procedures. The latter are less 
complicated because they operate directly in the time domain. 
There exist other methods reducing the problem to linear one 
[28, 29] or combining the numerical integration with boundary 
value problems, like the waveform relaxation method [30‒33].

However, to identify the steady-states of nonlinear systems 
in engineering, the equations are solved numerically until the 
transient component vanishes and only the steady-state compo-
nent remains. It seems to be not very effective due to the cre-
ation of unnecessary data and the application of advanced hard-
ware and software. Therefore, specialized simple methods of 
steady-state analysis of nonlinear dynamic systems, analogous 
to such methods for linear systems, should be developed and 
the corresponding algorithms should be added to engineering 
software packages.

In [34‒37], an alternate approach to determine the periodic 
steady-state solution for nonlinear electrical circuits has been 
proposed and tested. The method presented in [35‒37] combines 
harmonic balance and direct time-domain methods. Based on 
harmonic balance relations between the periodic function and 
its first derivatives, the relation between the values of the func-
tion and its derivative for a set of time points is constituted in 
the form of a discrete differential operator. This operator deter-
mines the values of the first derivatives by engaging all values 
of the function for the same set of time points regarding one 
period. Using that operator, difference equations that determine 
steady-state solutions directly in the time domain for the elec-
trical machine equations (1a, b) can be derived. In [38], it has 
been shown how to extend that approach onto double-periodic 
solutions, which is impossible for other time domain methods.

In [35], the mentioned novel approach has been successfully 
tested for equation (1a) for a simple electromechanical con-
verter by assuming a periodic supply voltage, a linear magnetic 
circuit, and a constant angular velocity. In [37], the steady-state 
for the same converter has been studied assuming a nonlinear 
magnetic circuit. In this paper, the direct time-domain approach 
is tested for the same converter considering both equations (1a) 
and (1b), i.e. taking into account electromechanical interactions.

2.	 Formulation of difference equations  
of AC machines for periodic steady-states

The equations of AC machines can be obtained using the La-
grange formalism for electromechanical systems [1‒3]. Equa-
tions (1a, b) are just examples. In general, equations of elec-
tromechanical systems are Lagrange equations which have the 
following form for systems under holonomic constraints:

	 d
dt

∂L(x, v)

∂vn
 ¡ ∂L(x, v)

∂xn
 = fn ; for n = 1, …, N ,� (2.1)

where x is the vector of the generalized electromechanical co-
ordinates (x1, …, xN), v the vector of the generalized electro-
mechanical velocities (v1, …, vN), L(x, v) the Lagrange func-
tion, and fn the external electromechanical forces. The Lagrange 
equations are a set of ordinary second-order nonlinear differen-
tial equations which can be written for future consideration in 
the following general form:

	 d2

dt2(A2(x) ¢ x) +  d
dt

(A1(x) ¢ x) + A0 ¢ x = f(t),� (2.2)

where A0(x), A1(x), and A2(x) are matrices with nonlinear 
functions of the variables (x1, …, xN). If the steady-state 
solutions of these equations can be predicted as periodic time 
functions with a known period T, they can be directly quanti-
tatively determined using discrete difference equations created 
on the base of the novel discrete differential operator described 
in [35, 36]. This operator relates values of the first derivative 
of a periodic function to values of the function itself for a set 
of time instants{tr}, selected as follows:

tk = k ¢ ∆T for –K ∙ k ∙ K, where ∆T = T/(2K + 1).

Thus, time points are located in the interval –T/2 ∙ tk ∙ T/2 
at a distance∆T. The relation has the form:

	 x  = D ¢ x ,� (2.3)

where x  is a hyper-vector containing the vectors x k of the first 
derivative for the selected set of time instants:

x = [x’K  ¢¢¢  x’1  x’0  x’–1  ¢¢¢  x’– K]T,

and x is a hyper-vector containing the vectors xk of the function 
for the same set of time instants:

x = [x K  ¢¢¢  x 1  x 0  x –1  ¢¢¢  x – K]T,

The matrix D is a discrete differential operator for periodic 
functions:

D = 

	 0	 –b1	 –b2	 …	 …	 …	 –b2K

	 b1	 	 	 			 

	 	 	 0	 –b1	 –b2		

	bK	 …	 b1	 0	 –b1	 …	 –bK

	 		  b2	 b1	 0	 	

	 	 	 	 	 	 	 –b1

	b2K	 …	 …	 …	 b2	 b1	 0

.



647

Application of novel discrete differential operator of periodic function to study electromechanical interactions

Bull.  Pol.  Ac.:  Tech.  66(5)  2018

It is composed of the diagonal matrices bk with the dimension 
(N£N):

bk = diag[ bk  ¢¢¢  bk  ¢¢¢  bk ].

having the elements bk on the main diagonal:

	 bk =  Ω
2K + 1

 ¢ 
K

l = 1
∑ 2k ¢ sin k ¢ l ¢  2π

2K + 1
.� (2.4)

The difference equations for (2.2) can be very easily obtained 
using the discrete differential operator D:

	 D ¢ D ¢ A2(x) ¢ x + D ¢ A1(x) + A0(x) ¢ x = f ,� (2.5)

where f is a hyper vector containing the vectors fk of the forced 
functions for the selected set of time instants:

f  = [xK  ¢¢¢  x1  x0  x–1  ¢¢¢  x– K ]T.

It is a set of nonlinear algebraic equations which can be solved 
numerically. The simple iterative method leads to:

	
³
D2 ¢ A2(xi) + D ¢ A1(xi) + A1(xi)

´
 ¢ xi +1 = f ,� (2.6)

Equation (2.6) provides the basis for an iterative algorithm to 
determine the periodic steady-state solution directly in time 
domain.

3.	 Application example to study steady-state 
electromechanical interactions

A simple single-phase electromechanical reluctance converter 
has been chosen as a representative for the difficulties in finding 
the steady-state performance considering electromechanical in-
teractions. The converter is schematically shown in Fig. 1. The 
converter equations have the form:

	 dψ (i, ϕ)

dt
 + R ¢ i = u(t),� (3.1a)

	 J d2ϕ

dt2  + D dϕ
dt

 = Tem(i, ϕ) + Tm(t, ϕ),� (3.1b)

where i is the coil current, ϕ the rotary angle, ψ (i, ϕ) the linked 
coil flux, R the coil resistance, u(t) the supply voltage, J the mo-
ment of rotor inertia, D the mechanical damping factor, Tm(t, ϕ) 
the mechanical torque, and Tem(i, ϕ) the electromagnetic torque 
given by:

	 Tem(i, ϕ) =  ∂
∂ϕ

i

0
∫ψ (i , ϕ)di .� (3.2)

For exemplary computations, the equation for the coil linked 
flux is as follow:

	 ψ (i, ϕ) = L(i, ϕ) ¢ i ,� (3.3)

where

	 L(i, ϕ) = L0(i) + L2(i) ¢ cos2ϕ + L4(i) ¢ cos4ϕ ,� (3.4)

with
L0(i) = L0 + a02 ¢ i2 + a04 ¢ i4,
L2(i) = L2 + a22 ¢ i2 + a24 ¢ i4,
L4(i) = L4 + a42 ¢ i2 + a44 ¢ i4.

Equations (3.1a, b) take into account both the rotor reluctance 
and nonlinearity of the magnetic circuit.

By assuming:
–	 a mono-harmonic supply voltage

u(t) = Um ¢ cos(Ω ¢ t),

–	 a constant load torque Tm(t, ϕ) = Tm,
–	 a synchronously running motor with an angular velocity Ω but 

with an angle perturbation ∆ϕ(t), i.e. ϕ(t) = Ω ¢ t + ∆ϕ(t),
the steady-state solutions of the current i(t) and the rotary angle 
perturbation ∆ϕ(t) can be encountered as periodic time func-
tions:

	 i(t) = i(t + T) and ∆ϕ(t) = ∆ϕ(t + T),� (3.5)

where T = 2π/Ω. Therefore, with the modified equations of 
i(t) and ∆ϕ(t):

	 dψ (i, ∆ϕ)

dt
 + R ¢ i = Um ¢ cos(Ω ¢ t),� (3.6a)

	 J d2∆ϕ

dt2  + D d∆ϕ
dt

 = Tem(i, ∆ϕ) + Tm ¡ D ¢ Ω ,� (3.6b)

periodic steady-state solutions can be predicted. These equa-
tions should be written in the form of (2.2). However, in the 
nonlinear functions ψ (i, ∆ϕ) and Tem(i, ∆ϕ) appear the trigono-
metric terms cos(n ¢ (Ωt + ∆ϕ)) and sin(n ¢ (Ωt + ∆ϕ)) which 
should be presented in the form a(i, ∆ϕ, t) ¢ ∆ϕ . This can be 
done by defining two functions:Fig. 1. Single-coil reluctance converter
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It is composed of the diagonal matrices kb  with the 
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time domain. 
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Fig. 1.  Single-coil reluctance converter. 

 
mechanical interactions. The converter is schematically 
shown in Fig. 1.  The converter equations have the form: 
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where i is the coil current,   the rotary angle, ),(  i  the 
linked coil flux, R the coil resistance, )(tu the supply 
voltage, J the moment of rotor inertia, D the mechanical 
damping factor, ),(m tT  the mechanical torque, and 
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Equations (3.1a,b) take into account both the rotor 
reluctance and nonlinearity of the magnetic circuit.  
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fs(x) = 
	sin x

x
	 at x  6= 0

	 1	 at x = 0,

fc(x) = 
	1 ¡ cosx

x
	 at x  6= 0

	 0	 at x = 0.

� (3.7)

These functions are determined in the interval –π/2 < x < π/2 
and they allow to obtain the relations:

	 sinx =  fs(x) ¢ x ,    cosx = 1 ¡  fc(x) ¢ x .� (3.8)

Useful relations for equations (3.6a, b) can be obtained by in-
troducing x = n ¢ (Ωt + ∆ϕ):

cos(n ¢ (Ωt + ∆ϕ)) = cos(n ¢ Ωt) + –n ¢ (sin(n ¢ Ωt) ¢
¢ fs(n ¢ ∆ϕ) + cos(n ¢ Ωt) ¢ fc(n ¢ ∆ϕ)) ¢ ∆ϕ ,

� (3.9a)

sin(n ¢ (Ωt + ∆ϕ)) = sin(n ¢ Ωt) + n ¢ (cos(n ¢ Ωt) ¢
¢ fs(n ¢ ∆ϕ) + sin(n ¢ Ωt) ¢ fc(n ¢ ∆ϕ)) ¢ ∆ϕ .

� (3.9b)

The resulting equation, written in the form of (2.2), is as follow:

d2

dt2

0� 0
0� J

i
∆ϕ

 +  d
dt

	a1,11(i, ∆ϕ, t)	 a1,12(i, ∆ϕ, t)
	 0	 D

i
∆ϕ

 + 

+  	 R	 0
	a0,21(i, ∆ϕ, t)	 a0,22(i, ∆ϕ, t)

i
∆ϕ

 =� (3.10)

=  Um ¢ cos(Ω ¢ t)
Tm ¡ D ¢ Ω

.

Functions a1,11(i, ∆ϕ, t), a1,21(i, ∆ϕ, t), a0,21(i, ∆ϕ, t), and 
a0,11(i, ∆ϕ, t) can be determined in detail based on (3.2), (3.3), 
(3.7), (3.8), and (3.9a, b). Equation (3.10) uniquely identifies 
the vector of solution x, the matrices A0(x), A1(x), A2(x), and 
the forced function vector f of the difference equation (2.2). 
It allows writing difference equations (2.5) for that case. The 
periodic steady-state solutions for i(t) and ∆ϕ(t) can be found 
by solving the equation iteratively with respect to (2.6).

4.	 Results of numerical tests

The iterative algorithm described above has been implemented in 
the MATLAB package. In [37], the results of the above-described 
algorithms are presented for the case when equation (3.1a) of 
the converter is considered under the assumption that the ro-
tary movement is uniquely determined, i.e. ϕ(t) = Ω ¢ t + ϕ0. 
The results confirm correctness and efficiency of the algorithm 
for nonlinear coil characteristics in comparison to results of 
simulations. The currents obtained from the computations have 

been used as starting data for solving (2.6) with the algorithm, 
additionally assuming that angle perturbations do not appear 
and ∆ϕ(t) = ϕ0. In [37], it has been mentioned that the result 
differences of linear and nonlinear coil characteristics are rather 
small. Thus, during the first attempt to study electromechanical 
interactions, magnetic linearity has been assumed by expressing 
the coil inductance as L(ϕ) = L0 + L2 ¢ cos2ϕ + L4 ¢ cos4ϕ.  
Calculations have been performed for the same data as in [37] 
(with unit values): Um = 0.6, Ω = 1.0, L0 = 0.625, L2 = 0.375, 
L4 = 0.050, and R = 0.1, adding J = 10.0 and D = 0.01. To 
find the angle ϕ0, the mean value of the electromagnetic torque 
Tem, 0 versus ϕ0 has been determined (shown in Fig. 2). Calcula-
tions have been performed considering K = 100 and 201 time 
points over one period.

In Fig. 2, points are marked at which the load torque and the 
mean value of the electromechanical torque are balanced. For 
a load torque of Tem = ±0.03635 (app. 0.5 Tem, max), the corre-
sponding angles are: ϕ1 = 1.4875, ϕ2 = 0.498, ϕ3 = 0.0255, 
ϕ4 = 1.903, and ϕ5 = –1.683.

Fig. 2. Mean value of electromagnetic torque versus angle

It is commonly known that a stable static balance between 
the torques is possible when the first derivative of the curve in 
Fig. 2 is negative, i.e. the points ϕ1, ϕ4, and ϕ5 are stable and 
the points ϕ2 and ϕ3 are unstable. The current curves at these 
five points have been calculated using the algorithm presented 
in [37] and are shown in Fig. 3 with respect to the voltage (black 
curve). Together with the angles ϕ1, ϕ2, ϕ3, ϕ4, and ϕ5, they 
constitute the starting data for the algorithm considering equa-
tion (3.10). The numbers in Fig. 3 refer to the points in Fig. 2. 
The current curves for points ‘1’ and ‘5’ overlap. However, 
the algorithm finds only the solutions for the unstable part of 
the curve in Fig. 2, even if starting very closely to the stable 
points. The results of two exemplary tests are shown for ϕ1 
and ϕ2 hereafter.

In Figs. 4a, b, the curves of the angle perturbation ∆ϕ(t) 
and the current i(t) are shown as successive iterations starting 
at the unstable point ‘2’, i.e. at ϕ2 = 0.498. Fig. 4a shows how 

Te
m

0

φ0
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Fig. 5. Curves of current i(t) and angle perturbation ∆ϕ(t) for chosen 
iterations starting at ϕ1

Fig. 4a. Curves of angle perturbation ∆ϕ(t) as successive iterations 
starting at ϕ2

Fig. 4b. Current curves i(t) as successive iterations starting at ϕ2

Fig. 3. Current curves for different angles ϕ0

the angle perturbation is changed, whereas Fig. 4b presents the 
current. In Fig. 4b, the curves nearly overlap. The steady-state 
solution is readily found after six iterations.

In Fig. 5, the curves of the current i(t) and the angle pertur-
bation ∆ϕ(t) are shown for chosen iterations (0, 3, 4, 5, 10, and 
20) for starting at the stable point ϕ1 = 1.4875. After 20 itera-
tions, the algorithm reaches the same solution as in Figs. 4a, b 
at an unstable point close to ϕ2 = 0.498. The iteration process is 
very dynamic and curves change significantly during iterations, 
which is illustrated in the figures below.

Figure 6a presents the changes of the mean value of angle 
perturbation and Fig. 6b shows the changes of its magnitude 
during iterations. These are just exemplary results but such ten-
dencies have also been observed for different starting points. 

u,
 i

i
Δφ

t

t

t
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The algorithm always finds the solution in the unstable part of 
the characteristic curve.

In order to explain that phenomenon, the differential equa-
tions (3.1a, b) have been solved numerically using the classical 
ode45 solver offered by MATLAB. The same data as in the 
algorithm have been applied. The initial conditions have been 
determined based on the starting data for the algorithm.

In Figs. 7a, b, the simulation results are shown for starting 
at the unstable point ‘2’ of Fig. 2. The initial conditions for the 
numerical integration have been found based on the solutions, 
which are presented in Figs. 4a, b.

Evidently, the transient performance shows that the angle 
perturbation has added an exponential component to the peri-
odic curve shown in Fig. 4b. The current exhibits at the begin-
ning a periodic oscillation, as shown in Fig. 4a. This confirms 
that point ‘2’ is unstable for static balance between electrome-
chanical and mechanical torques. The algorithm finds a solu-

Fig. 6a. Mean value of angle perturbation ∆ϕ(t) as successive itera-
tions starting at ϕ1

Fig. 7a. Current i(t) in transient for starting at the unstable point ‘2’

Fig. 7b. Angle perturbation ∆ϕ(t) in transient for starting at the un-
stable point ‘2’

Fig. 6b. Magnitude of angle perturbation ∆ϕ(t) as successive iterations 
starting at ϕ1

tion at this point because the curves of the current and angle 
perturbation are periodic at steady-state.

Figures 8a, b present the simulation results for starting at 
the stable point ‘1’ of Fig. 2. For x case, the initial conditions 
have been determined based on the solutions obtained from the 
algorithm, assuming ϕ(t) = Ω ¢ t + ϕ0. The steady-state current 
curve is shown in Fig. 3. The transient performance shows that 
the angle perturbation is not periodic with the period of the 
supply voltage. However, it contains an additional periodic 
component with an unknown period at low frequencies. The 
current is also not periodic and it is modulated with a low fre-
quency due to the angle perturbation while mostly retaining the 
curve form depicted in Fig. 3. However, the solution is stable 
but not periodic as it has been assumed for the algorithm for 
a direct steady-state analysis. This explains why the solution 
cannot be found by the algorithm. Slow angle perturbations 
depend strongly on the parameters in the mechanical equation.

In Fig. 9, the steady-state angle perturbations at the stable 
condition (point ‘1’) are shown which are obtained by simula-
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tions for three different moments of inertia: J = 10, J = 50, and 
J = 100. The magnitudes of both components are related to the 
voltage frequency and the frequency of the angle perturbation 
decreases with an increasing moment of inertia (goes to zero 
for an infinite moment of inertia). However, the current keeps 
almost the same curve shape as for ϕ(t) = Ω ¢ t + ϕ0.

The above-described electromechanical phenomena do not 
change if a nonlinear converter’s magnetic circuit is taken into 
account. The algorithm finds only the unstable points. The non-
linear coil characteristic of (3.3) has been calculated for the 
data in [37]:

L0 = 0.625, a02 = – 0.075, a04 = 0.00550,
L2 = 0.375, a22 = – 0.075, a24 = 0.00550,
L4 = 0.050, a42 = – 0.010, a44 = 0.00052.

Such a characteristic is valid for currents in the interval ji(t)j < 2.0. 
The calculation results of the steady-state curves at the starting 
point ‘2’ of Fig. 2 are shown in Figs. 10a, b for the same rest 

Fig. 8a. Current i(t) in transient for starting at the stable point ‘1’

Fig. 10a. Influence of saturation on the current curve i(t) at starting 
point ‘2’

Fig. 8b. Angle perturbation ∆ϕ(t) in transient for starting at the stable 
point ‘1’ (simulation results)

Fig. 10b. Influence of saturation on the angle perturbation curve ∆ϕ(t) 
at starting point ‘2’

Fig. 9. Angle perturbation ∆ϕ(t) for different moments of inertia at the 
stable point ‘1’ (simulation results)
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data. Figure. 10a shows the current curves for a linear and non-
linear coil characteristic. Fig. 10b presents the corresponding 
angle perturbation curves. It is evident that the magnetic non-
linearity does not essentially change these curves.

The numerical test results show application difficulties re-
garding the study of electromechanical interactions. In fact, the 
algorithm finds a non-practical steady-state solution which is 
unstable. Further, the algorithm cannot find a stable solution. 
Nonetheless, the proposed algorithm has an important positive 
feature. It can find any existing periodic solution even if the 
algorithm starts very far from the solution.

5.	 Conclusions

This paper presents a new algorithm for the calculation of pe-
riodic steady-state solutions in the time domain for electrical 
machines. The algorithm comprises a nonlinear magnetic circuit 
and structural nonlinearity via the equation of motion. Further, 
the algorithm eliminates the necessity of Fourier series, which 
is necessary for the frequency domain approach. The key ele-
ment of the proposed algorithm is a novel discrete differential 
operator. Numerical tests show the algorithm᾽ disadvantages 
which can be achieved while determining steady-state electro-
mechanical interactions.
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