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Abstract: This paper provides analyses of the accuracy and convergence time of the PPP
method using GPS systems and different IGS products. The official IGS products: Final,
Rapid and Ultra Rapid as well as MGEX products calculated by the CODE analysis cen-
tres were used. In addition, calculations with weighting function of the observations were
carried out, depending on the elevation angle. The best results were obtained for CODE
products, with a 5-minute interval precision ephemeris and precise corrections to satellite
clocks with a 30-second interval. For these calculations the accuracy of position determina-
tion was at the level of 3 cm with a convergence time of 44 min. Final and Rapid products,
which were orbit with a 15-minute interval and clock with a 5 minute interval, gave very
similar results. The same level of accuracy was obtained for calculations with CODE prod-
ucts, for which both precise ephemeris and precise corrections to satellite clocks with the
interval of 5 minutes. For these calculations, the accuracy was 4 cm with the convergence
time of 70 min. The worst accuracy was obtained for calculations with Ultra-rapid prod-
ucts, with an interval of 15 minutes. For these calculations, the accuracy was 10 cm with
a convergence time of 120 min. The use of the weighting function improved the accuracy
of position determination in each case, except for calculations with Ultra-rapid products.
The use of this function slightly increased the convergence time, in addition to the CODE
calculation, which was reduced to 9 min.

Keywords: accuracy, PPP, convergence time, IGS products, stochastic modelling

1. Introduction

Surveying based on data from Global Navigation Satellite System (GNSS) systems in
most cases is associated with relative methods. Using phase observations from at least
two points, precise baseline ∆X , ∆Y , ∆Z could be determinated and depending on the
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accuracy requirements, this calculations could be process in real time – Real Time Kine-
matic (RTK) / RTK Network (RTN) (Paziewski and Wielgosz, 2017; Grejner-Brzezinska
et al., 2005; Prochniewicz et al., 2016) or in postprocessing – static method (Hofmann-
Wellenhof et al., 2008).

In the last 20 years a significant development of another method can be noticed:
Precise Point Positionig (PPP), which is characterized by a similar level of accuracy
and where calculations are based on data from only one receiver (Kouba, 2017). This
is possible due to significant technical development, such as the improvement of com-
putational algorithms or increase of the quality of products within the GNSS (Kouba,
2015; Kouba, 2017). However, the PPP method requires external data like precise
satellite location information and the characteristics of their on-board clocks (GNSS
products). Basically these products coming from data of global reference station net-
works, e.g. the International GNSS Service (IGS) network (Multi-GNSS Experiment
(MGEX); Real Time Service (RTS)). The lack of direct connection between the de-
termined receiver position and reference networks means that this method is not de-
pendent on the length of the vector so it does not transfer errors. Additionally any
connection with the reference station and the data center is require – what is partic-
ularly important in real time measurements, where interruptions in data transmission
can happened. From the other hands a big limitation of the PPP method is the time of
convergence. This factor significantly limits the possibilities of determination of the re-
ceiver position. This time is associated with a strong correlation between the receiver
clock, height receiver, tropospheric delay and ambiguities which is strongly associated
with hardware delays both satellite and the receiver (Witchayangkoon, 2002; Kalita,
2017). In addition, the accuracy of PPP depends on the number of satellites observed
and their distribution-geometry (Li et al., 2015; Cai et al., 2015; Kaźmierski et al.,
2018). The accuracy of PPP positioning also depends on the quality of GNSS prod-
ucts: the orbits and clock corrections, especially the latter have a significant impact (Guo
et al., 2010).

Generally the PPP method was first proposed by Zumberge in 1997, where its pri-
mary goal was only to increase the accuracy of the position of the receiver performing
the measurement in SPP mode. At present the PPP is applied in: precise determination
of the coordinates of the receiver, e.g. geodesy, navigation (Krzan and Stępniak, 2017;
Kostelecký et al., 2015); weather forecasting, e.g. data assimilation (Hadaś et al., 2013;
Dousa and Vaclavovic, 2014); estimation of orbits – mainly low elevation and real time
orbits (Li et al., 2015); determination of the tropospheric delay, e.g. water vapor content
in the atmosphere (Li et al 2014b; Ahmed et al., 2016; Gołaszewski et al., 2017; Bałdysz
et al., 2018); radio-occultation (Shi and Gao, 2009); estimation of satellite clocks correc-
tion (Lou et al., 2014); system monitoring in earthquakes areas (Li et al., 2014a; Geng et
al., 2013); tsunami warning systems (Hoechner, 2013); monitoring of time scales gen-
erated (Cerretto et al., 2012) or unmanned aerial vehicle photogrammetry (Tsai et al.,
2013). Presently the PPP method can achieve accuracy of around mm-cm for static mea-
surements and around cm-dm for kinematic survey in real-time mode. This causes the
increase of applicability of this method not only for static purpose but also in real-time
measurements.
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The basic PPP model uses un-differenced code and phase observations from two fre-
quencies which are transformed into a linear ionosphere-free combination, eliminating
the first-order ionospheric delay (Kouba and Heroux, 2001). The disadvantage of this
combination is non-integer character of ambiguities. The other PPP models developed
for reduction of convergence time and improve the accuracy of the obtained coordi-
nates are:

– one of the most effective PPP models use the differentiation between the satellites
– BSSD (Between-Satellite Single-Difference). It eliminates errors related to the
receiving system of the receiver, which reducing convergence time and increasing
the accuracy of the position, also facilitates the integration of multi-GNSS (Abd
Rabbou and El-Rabbany, 2015; Elsobeiey and El-Rabbany 2013 and 2014; Afifi
and El-Rabbany 2016; Nykiel and Figurski, 2016);

– another interesting model is the model proposed by Collins et al. (2010), which
separates the receiver clock correction for phase and code measurements;

– the PPP-RTK model uses un-differenced raw observations, in which integer ambi-
guities are determined with the use of network solutions (Li et al., 2014a; Khoda-
bandeh and Teunissen, 2015; Teunissen et al., 2010; Ge et al., 2008);

– models that use higher order ionosphere corrections can also increase the accuracy
(Banvile et al., 2017, Liu et al., 2016);

– another solution are models that integrate several GNSS systems – multi-GNSS.
Using multi-GNSS receivers causes that more satellites could be observed what ig-
nificantly improves the geometry of the solution. Thanks to this all measurements
are corrected, i.e. kinematic and static, both differential and non-differential in real
time or postprocessing (Yu and Gao, 2017; Abd Rabbou and El-Rabbany , 2015;
Rabbou Abd and El-Rabbany A, 2016; Cai et al., 2015; Li et al., 2015; Tegedor et
al., 2014; Ge et al., 2017, Liu et al., 2017; Wang et al., 2018).

For differential measurements, satellite orbit and satellite clocks errors are elimi-
nated by using double difference equations (Hofmann-Wellenhof et al., 2008). However,
due to the lack of differentiation of measurements with reference station in PPP method
the accuracy of GNSS products directly affects the final accuracy of the method (Lou
et al., 2014). For this purpose, it is recommended to use products designated from the
global network of the IGS reference stations (Kouba, 2015).

The accuracy of the PPP solution is closely related to the accuracy of data gener-
ated from observation of global networks. From the very beginning of the IGS service
(1994), the quality of this products continuously increase, both in orbits and satellite
clocks (Kouba, 2015). Initially the errors in the designation of products, both official –
combined and each Center Analysis (AC) were at the level of several dozen cm (about
30 cm). However, from 1400 week GPS (5 November 2006), the accuracy of products
maintains constant accuracy of 1–2 cm. In previously mentioned paper, it was shown
how the accuracy of the PPP method with IGS products increased from the level of cm
to the level of mm, for precise PPP calculations in postprocessing.

Initialy method of stochastic modeling of GNSS observations has an assumption that
all measurements from each satellite are of the same accuracy, and observations weight-
ing are made only according to the angle of the satellite elevation (Yu and Gao, 2017).
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At the work Kaźmierski et al. (2018) it has been shown that by different stochastic mod-
eling of observations can either improve or decrease the accuracy as well as reduce or
increase the convergence time of the determined position. In mentioned work, however,
this has been analyzed as intra- or inter-system weights using different GNSS systems.
For each GNSS system, as well as for individual generation-blocks of satellites or the
type of orbits, as in the BeiDou Navigation Satellite System (BDS), other errors have
been accepted. In the work of Yu and Gao (2017), stochastic modeling was divided into
two methods, in which the criterion of weighting the observations was adopted depend-
ing on the satellite elevation mask, divided into two weighting functions. The first sinθ
is for satellites with an elevation mask above 30◦ while the second one sin2 θ is for
satellites with an elevation mask below 30◦. The authors of GNSS-Lab Tool (gLAB)
software recommend performing observation weights through the adopted algorithm
used by the Minimum Operational Performance Standard (MOPS), which is used to
reduce the multipath effect (RTCA-MOPS, 2006). This function is exponential based on
elevation-angle stochastic model, but the disadvantage of the proposed algorithm is that
both code and phase measurements has the same weights, which is not sufficient for the
basic PPP model as it uses both code and phase observations. This function was used in
the work of Hans, 1997, but for double-difference measurements. However, the coeffi-
cients in this work had different values for code observations and for phase observations.
The use of such function improves the accuracy of position determination and increase
correctly determined of ambiguities. The same function as in the work of Hans, 1997,
with the same values of coefficients, was used in the work of Gao et al., 2011 for PPP
positioning. In this case the function being used resulted in decreasing of accuracy in
relation of simple weighting i.e, the observation errors for each satellite are the same re-
gardless of the elevation angle. In the aforementioned work (Gao et al., 2011), stochastic
modeling was also carried out using carrier-to-noise-power density ratio (C / No), which
also caused a deterioration in accuracy compared to a simple weighting, but a little less
than exponential-function. Another way was to combine the two functions, which this
time increased the accuracy of PPP positioning.

In presented research, the authors decided to check what accuracy is possible to be
achieved of determination of the position, using the PPP method with only the GPS
system, using various IGS products and both official – combined (Final, Rapid, Ultra
rapid) as well as those calculated by one AC Center for Orbit Determination in Europe
(CODE). The calculations were carried out using the gLAB software, using 4 stations of
the EUREF Permanent GNSS Network (EPN) network, situated in Poland. Observations
were carried out for one full day (arbitrary chosen November 25, 2017), divided into 3
hour measurement sessions. The obtained results were compared with the EPN refer-
ence coordinates. In addition, calculates was performed using two stochastic modelling
functions. First, using simple weighting, when all satellites have the same weight, not
taking into account the cut off elevation angle. Second, authors changed the values of the
coefficients of the accepted weighting algorithm using exponential function. Based on
elevation-angle the weights for phase observations were increased and at the same time
weights for code observations were reduced. The calculations were compared again with
the reference values as well as with values obtained from the simple weighting.
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2. International GNSS service products

Created in 1994, the IGS service in its first version provided the data only for the GPS
system, hence its initial name International GPS Service. With the development of other
GNSS systems, its name was changed to International GNSS Service. Currently, the IGS
service integrates around 200 organizations from over 80 countries (http://www.igs.org).
The IGS provides, on an openly available, the highest-quality GNSS data, products and
services in support of the terrestrial reference frame, Earth observation and research; po-
sitioning, navigation and timing; and other applications that benefit science and society.
IGS also provide data from pilot project like: IGS-RTS and IGS-MGEX. The IGS-RTS
project it is a real-time processing project especially for the PPP method and for applica-
tions requiring high accuracy in real time. It was launched officially on 1st April, 2013.
MGEX, on the other hand, is designed to track, collect and analyze all available GNSS
signals, both for fully operational systems as well as for emerging or regional systems.

The main data produced by IGS are created from a combined solution: Final, Rapid
and Ultra-rapid, developed in postprocessing, and real-time IGS-RTS products. It is:
IGS01, IGC01, IGS02 and IGS03. These products are currently only created for GPS and
GLONASS systems, as they are the only fully-operational systems. In order to obtain
products for all GNSS systems, MGEX data can be used. However, MGEX products
are only designated by one AC and do not have a combined solution. Another source
of data for PPP solutions may be one of the most active AC IGS, which is the Swiss
CODE Analysis Center. Solutions from CODE are used for both combined solutions
and solutions for the MGEX project.

Table 1 shows the accuracy and access time for IGS service products for GPS system.

Table 1. Official postprocessing IGS products for GPS (http://www.igs.org)

Type Accuracy Latency Updates Sample
Interval

Broadcast
orbits ∼ 100 cm

real time – dailySat.
clocks

∼ 5 ns RMS
∼ 2.5 ns SDev

Ultra-Rapid
(predicted half)

orbits ∼ 5 cm
real time at 03, 09, 15,

21 UTC 15 minSat.
clocks

∼ 3 ns RMS
∼ 1.5 ns SDev

Ultra-Rapid
(observed half)

orbits ∼ 3 cm
3–9 hours at 03, 09, 15,

21 UTC 15 minSat.
clocks

∼ 150 ps RMS
∼ 50 ps SDev

Rapid

orbits ∼ 2.5 cm

17–41 hours at 17 UTC
daily

15 min
Sat. &
Stn.
clocks

∼ 75 ps RMS
∼ 25 ps SDev 5 min

Final

orbits ∼ 2.5 cm

12–18 days every
Thursday

15 min
Sat. &
Stn.
clocks

∼ 75 ps RMS
∼ 20 ps SDev

Sat.: 30 s
Stn.: 5 min
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By analyzing Table 1, it can notice that IGS provides GPS official products of: Ultra-
Rapid, Rapid and Final type. Each of these products is determined by a combined so-
lution from all ACs. They differ in accuracy and waiting time. The least accurate, but
the fastest available are the Ultra-rapid products, which accuracy is 3 cm for orbit and
the 150 ps for clocks, for the calculated part, and 5 cm for the orbits and 3 ns for the
clocks for the predicted part. They are available with an interval of 15 min for both or-
bits and clocks, and the waiting time is from 3 to 9 hours (four times during each day at
3, 9, 15 and 21 of the Universal Time Coordinate (UTC) time). Much more accurate are
Rapid data which have accuracy of 2.5 cm and 75 ps respectively for orbits and clocks.
The waiting time is from 17 to 41 hours and the product is available with an interval of
15 min for orbits and 5 min for clocks. They are published every day at 17 UTC time.
The most accurate are Final products available every Thursday. The waiting time is from
12 to 18 days. They are characterized by accuracy of 2.5 cm for orbits and 75 ps for
clocks and are available with an interval of 15 min for orbits and 30 sec or 5 min for
clocks.

Table 1 shows that the difference in accuracy between Rapid and Final is negligi-
ble. As described in Kouba (2015), that difference coming from the way how orbits are
determined in accordance with the current conventional International Terrestrial Refer-
ence Frame (ITRF). For the calculation of IGS Rapid products, the stations forming the
ITRF frame and simultaneously creating the IGS/IGb frame are held fixed along with
all transformation parameters (14 parameters – geocenter, scale and orientation). This
makes measurements with IGS Rapid products the most precision/consistency with the
ITRF frame. However, for IGS Final products, due to the largest precision/consistency
with the IGS/IGb system, geocenter and scale parameters are fixed, while orientation is
not, due to the dynamics of the orbits (i.e. the gravitational field). This causes that there
are small variations on the geocenter and scale parameters. These variations are deter-
mined and reported in sinex and sum files from weekly/daily solutions. From November
5, 2006, variation origin (geocenter) is included in satellite clock corrections for Final
products so there should be only slight differences due to variation scale. For this reason,
when taking PPP measurements with IGS Final products, to obtain the most consistent
results with the current ITRF system, scale variations should be considered.

Ultra-rapid products are divided into two parts: calculated and predicted. The cal-
culated part are determined using the data from the last 24 h, so their accuracy is much
higher than those of the second part – predicted part for the next 24 hours. This is partic-
ularly true for clocks data where the accuracy differences are between 150 ps and 3 ns.
This differences coming form the fact that satellite clocks do not have linear changes but
are disturbed by drift and shift, which are hard to model in turn. For this reason, IGS-
RTS is recommended for real time. However, they have also disadvantages in real-time
casas, due to interruptions in connections (with the server, the Internet). Therefore for
some real-time applications, IGS Ultra-rapid products (e.g. meteorology) are better to
used (Dousa, 2001).

In this study, unofficial IGS products from the MGEX project were also used. As
mentioned earlier, the MGEX project provides products for all GNSS systems that are
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received from a single AC solution not like in IGS from official combined solutions.
For this reason, we decided to use CODE products. The accuracy of CODE data is at
the level of accuracy of official IGS products (Kouba, 2015). Until the 1961 GPS week,
CODE products were made available with an interval of 15 min for orbits and 5 min for
clocks, while from week 1962 these products are shared with an interval of 5 min for
orbits and 5 min or 30 sec for clocks (IGSMAIL-7515).

3. Methodology

3.1. PPP model

The gLAB software, which uses the basic PPP model (also called un-differenced) was
used for the conducted research. It uses non-differential observations, both code and
phase, which are transformed into a linear ionosphere-free combination. The ionosphere-
free linear combination is presented by the following formulas:

PR3 = αPR1 +βPR2 , (1)

Φ3 = αΦ1 +βΦ2 , (2)

where: Φ3 and PR3 are respectively phase and code measurements of the ionosphere
– free linear combination; Φ1 are phase measurements, respectively on L1 and L2 ex-
pressed in meters; PR1 and PR2 are pseudo-range measurements, respectively L1 and
L2; α and β , are the coefficients of the ionosphere-free linear combination which are
equal to:

α =
f 2
1

f 2
1 − f 2

2

∼= 2.545, (3)

β =− f 2
2

f 2
1 − f 2

2

∼=−1.545, (4)

where: f1 = 1575.42 MHz and f2 = 1227.60 MHz, are respectively L1 and L2 frequen-
cies.

For code and phase measurements on frequencies L1 and L2 error take the same
value. The values adopted for our calculations are ±2.00 m and ±0.02 m for code and
phase observations respectively. The error for the ionosphere-free linear combination
can be calculated based on the dependence:

σΦ3 = σΦ1

√
(α2 +β 2)∼=±0.06 m, (5)

σPR3 = σPR1

√
(α2 +β 2)∼=±6.00 m, (6)

where: σΦ3 and σPR3 are errors for observing the ionosphere-free linear combination for
phase and code measurements respectively.
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The use of the ionosphere-free linear combination eliminates the first-order iono-
spheric delay. Unfortunately, the disadvantage of this combination is an increasing of
noise and multipath error, as well as the not integer value ambiguity for phase mea-
surements. The following formulas represent observational models for phase and code
combinations measurements:

PR3 = ρs
r + c(dtr −dts)+T s

r + e, (7)

Φ3 = ρs
r + c(dtr −dts)+T s

r +N + ε, (8)

where: ρs
r is geometric distance between the receiver and the satellite; dtr and dts are

corrections for the receiver and satellite clocks, respectively; T s
r is slant tropospheric

delay; N is ambiguity of the ionosphere-free linear combination; e and ε stand for other
modeled and unmodeled errors, such as multipath and noise, respectively for code and
phase measurements.

The gLAB software, in order to achieve high accuracy, eliminates the remaining er-
rors and displacement effects required for the PPP method (Sanz et al., 2013): corrections
of satellite orbits and clocks (through the use of precise IGS and CODE products); Phase
Center Antenna (PCA = Phase Center Offset (PCO) + Phase Center Variations (PCV))
of satellite’s and receiver’s antenna; phase-windup for phase measurements; relativistic
corrections; satellite eclipses; tidal corrections of the Earth’s crust degree 2 and 3. Elim-
ination of tropospheric delay involves modeling of the hydrostatic part of troposphere
using the Simple Nominal model (Sanz et al., 2013). The remaining part, which mainly
includes the wet part and the remaining non-modeled hydrostatic part, is estimated along
with other unknowns. In order to reduce the number of unknowns, the tropospheric delay
is determined towards the zenith, using the Niell mapping function.

The Extended Kalman Filter (EKF) filter was used to estimate the following un-
knowns [Yu and Gao, 2017]:

δ =
[
Xr, Yr, Zr, cdtr, Tz, Bc

]
, (9)

where: Xr, Yr and Zr are the coordinates of the receiver; cdtr is a correction related to the
receiver clock, which also includes the code hardware delay of the receiver, multiplied by
the speed of light; Tz is the estimated tropospheric zenith delay, and Bc is a new estimated
parameter that, in addition to the ambiguity of the ionosphere-free linear combination
includes the hardware delay of the satellite and receiver.

The process noise matrix contains stochastic models that show the values of the
estimated parameters over time. For the coordinates of the receiver, we assume fixed
values in time for static measurements and a random walk process for kinematic mea-
surements. A constant value is assumed for ambiguity, unless cycle-slips are detected,
then white noise is assumed. White noise is also used to adjust the receiver’s clock
(epoch-wise as white noise). However, for a tropospheric delay, a random walk process
is assumed.

The method of determining the observation weights matrix is very important for
GNSS observations. For measurements, a simple weighting W = 1/σ 2 is used where
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W is weight and σ is standard deviation observation. Unfortunately, the disadvantage of
such a basic weighting function is that it does not take into account the cut-off elevation
angle of a satellite. Observations from low elevation mask satellites have worse accuracy
than those characterized by high elevation mask satellites that pass through the thicker
atmosphere layer and have greater multipath (Rotacher et al., 1998; Yu and Gao, 2017).
This simple weighting was used in first calculations using Equations (5), (6) and (10).

3.2. Weighted function errors

In order to conduct further research on improving the accuracy of the PPP method,
weighting function proposed by gLAB software developers was used (Equations (10)
and (11)). The proposed function and its coefficient values are recommended by the
MOPS standard, where this function and its coefficient is used to calculate the deviation
for the multipath.

W = 1/σ2, (10)

σ = a+be−θ/c, (11)

where W is the weight of the observation and σ is standard deviation, which depends on
the elevation mask angle θ of a tracked satellite. Values of coefficients a, b and c are not
fully appropriate, since the assumption is made that the same values are used for both
code and phase observations, where a = 0.13 m, b = 0.53 m and c = 10◦. Due to the
significant difference in accuracy of phase measurements and code measurements (it is
assumed that code measurements are up to 100 times less accurate), the coefficients have
been modified to a = 0.013 m, b = 0.053 m for phase observations and a = 1.3 m and
b = 5.3 m for code observations. Figure 1 shows the diagrams with errors obtained from

Fig. 1. Standard deviation for phase (top) and code (bottom) observation
obtained from the using function depending on the cut-off elevation angle
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Fig. 2. Weight for phase (top) and code (bottom) observation obtained from
the using function depending on the cut off elevation angle

the weighting function with proposed coefficients, while the graphs in Figure 2 show the
weights depending on the cut-off elevation angle. The indicated values of coefficients a,
b and c, were selected after making own tests, where for both coefficients received the
best accuracy and the shortest convergence time for the analyzed stations for averaged
daily results. The coefficient c remained unchanged, assuming the indicated value by the
developers of the gLAB software. Values of analyzed coefficients show in Figure 3 and
Figure 4.

Based on the graphs shown in Figure 1, it can be seen that the used function gives a
satisfactory result. For observations from low elevation mask satellites, the error receive
the largest errors, which are about ±6.000 m for code and about ±0.060 m for phase
(for the cut off angle 0◦). With the increase of the cut off angle of the satellites, the
error decrease and above 70◦ these errors stabilize and are about ±1.300 m for code and
±0.013 m for the phase observations. Also on the basis of the graphs in Figure 2, one can
conclude that the function used gives lower weights for low satellites and higher weights
for higher elevation mask satellites. This is the desired effect, due to larger errors for low
elevation mask satellites. Proposed modification of coefficients values of the weighting
function, also give the desired effect, for which code observations receive much larger
errors (100 times) and at the same time lower weights (10,000 times).

The same function, which was already mentioned at the end of the “Introduction”,
was used in the work of Gao et al. (2011), in which the coefficients were: a = 0.003 m,
b = 0.026 m for phase observation and a = 0.070 m, b = 0.600 m for code observation.
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Fig. 3. Values of analyzed coefficient for exponential-function stochastic modeling
for phase observation

Fig. 4. Values of analyzed coefficient for exponential-function stochastic modeling
for code observation
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The coefficient c in both cases had a value of 20◦. The use of such a proposed function
resulted in a decrease in the accuracy of positioning using the PPP method as compared
to simple stochastic modelling, which takes the same weights for all satellites, regardless
the cut-off mask elevation angle of the satellites.

3.3. Data and solution

For the calculation of the PPP method, 4 EPN network stations have been selected which
are located in Poland. The location of the selected stations and their parameters are
presented in Table 2. For these stations, daily observation files were acquired with an
interval of 30 sec for one day on November 25, 2017 (329 Day of Year (DOY)). The IGS
products used in this case are various types of orbits (SP3 files) and clocks (CLK files).
Official IGS Final, Rapid and Ultra-rapid products were obtained for orbits, with a 15-
minute interval. They were obtained from a combined solution. The products calculated
only by one CODE analysis center, with a 5 min interval, were also used as orbits.
All GNSS products are expressed in the IGS14 reference frame. Meanwhile, official
IGS Final and Rapid products were obtained as clocks, with a 5-minute interval from a
combined solution, as well as clocks calculated by CODE with a 30-second interval.

Table 2. Location of selected stations along with antenna and receiver models and list of tracked GNSS
systems

Station Receiver Antenna Set to track GNSS
Location

Longitude
[◦]

Latitude
[◦]

JOZ2 LEICA
GRX1200GGPRO

LEIAT504GG
NONE G+R 21.032347 52.097833

KRA1 TRIMBLE NETR5 TRM57971.00
NONE G+R 19.920458 50.066111

LAMA LEICA
GRX1200+GNSS

LEIAT504GG
LEIS G+R 20.669937 53.892397

WROC LEICA GR50 LEIAR25.R4
LEIT G+R+E+C+J+S 17.062036 51.113258

The calculation parameters are presented in Table 3. The calculations were per-
formed for each station, in 3-hour sessions on 5 solutions: FINAL, RAPID, ULTRA,
CODE1 and CODE2, with the cut off angle of 3◦. FINAL solution it is calculations with
IGS Final products for which 15-minute orbit intervals and 5-minute clocks intervals
were used. Similarly for the RAPID solution that uses IGS Rapid products. ULTRA so-
lution it is calculations uses both orbits and clocks from Ultra-rapid products from the
SP3 file, with an interval of 15 min. The other two solutions were calculated with CODE
products. The first solution CODE1 uses products of both orbits as well as clocks only
from the SP3 file with a 5-minute interval. Solution CODE2 uses orbits with a 5-minute
interval as well as clocks with a 30-second interval.
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Table 3. Processing table

GNSS GPS

Positions static

Input observation daily RINEX with 30 sec observations

GNSS products with intervals
and solution type

Final IGS: orbit 15 min (sp3) + clock 5 min (clk) – FINAL solution

Rapid IGS: orbit 15 min (sp3) + clock 5 min (clk) – RAPID solution

Ultra-rapid IGS: orbit 15 min (sp3) + clock 15 min (sp3) – ULTRA
solution

CODE: orbit 5 min (sp3) + clock 5 min (sp3) – CODE1 solution

CODE: orbit 5 min (sp3) + clock 30 sec (clk) – CODE2 solution

Observation type pseudorange and carrier phase on the two frequencies L1 and L2

PPP model undifferenced PPP basic model using ionosphere-free linear combina-
tion

cut-off elevation angle 3◦

reference frame IGS14

Period 329 DOY 2017

Antenna Phase Centre –
ANTEX file

igs14.atx

Stochastic model observations pseudorange ionosphere-free error: ± 6.00 m

carrier phase ionosphere-free error: ± 0.06 m

weighted function:

1) W = 1/St Dev2 – simple weighting

2) St Dev = a+be−θ/c – weighting function

code observations: a = 0.13 m, b = 0.53 m, c = 10◦

carrier phase observations: a = 0.013 m, b = 0.053 m, c = 10◦

Ionosphere ionosphere-free linear combination

Troposphere hydrostatic component: Simple Nominal

wet component: 0.1 m + estimation

Mapping function separately for the wet and hydrostatic components – Mapping of Niell
Function

4. Results

The results of the calculations made using all stations and IGS products are presented
below. The accuracy and time of convergence of the determined positions as well as
residual of code and phase observations were analyzed. Additionally, for selected mea-
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surement sessions, an analysis also covers the errors of the XYZ ortho-cartesian coordi-
nates and the number of satellites observed with the PDOP parameter. Then, the analysis
and comparison of the obtained results were performed with the used weighting function
and with the results obtained from a simple weighting.

4.1. Positioning accuracy

Figure 5 shows the average accuracy of the results obtained from all stations and from
all solutions. Based on this graph, it can be seen that the accuracy of PPP positioning
strongly depends on the accuracy of the GNSS products used. The best accuracy was ob-
tained for the CODE2 solution, where the average errors of the designated positions are
−2 mm, 4 mm, 9 mm, 25 mm and 32 mm, respectively for the components of ENU, hor-
izontal (2D) and spatial (3D). FINAL, RAPID and CODE1 solution gived very similar
results, which are about −5 mm, 3 mm, 10 mm, 32 mm, 41 mm for the ENU compo-
nents, horizontal and spatial respectively (the differences between these solutions did not
exceed 2 mm). Comparing them with results from CODE2 solution, a slight difference
can be seen, where the components of the ENU are practically the same, and there are
differences for horizontal and spatial, which are respectively 7 mm and 9 mm. The same

Fig. 5. Distribution of error of achieved position in topocentric coordinate for FINAL, RAPID, ULTRA,
CODE1 and CODE2 solutions from all analyzed stations using three-hours dataset collected
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applies to the ULTRA solution. For ENU components, a similar level of accuracy was
obtained as for the CODE2 solution, and significantly larger differences for horizontal
and spatial errors, respectively 80 mm and 107 mm. However, analyzing their repeatabil-
ity/precision (RMS errors and standard deviation), there are significant discrepancies for
ULTRA solution. This solution is characterized by RMS errors of ±58 mm, ±75 mm,
±80 mm, ±94 mm and ±124 mm for the ENU components, horizontal and spatial re-
spectively. For the other solutions, the repeatability/precision is approximately constant
at the level of ±2–3 cm for ENU components and ±3–4 cm for horizontal and spatial,
again with the best results for CODE2 solution.

By analyzing the standard deviation, compared to the average ENU errors, it can be
seen that the received ENU error in each case have much higher values than the standard
deviation. This is due to the fact that the results obtained are very accurate, but with
worse precision (all the time at the level of 1–2 cm). In case of horizontal and spatial
errors it is much better – the standard deviation are smaller than the average error. It
should be borne in mind that the PPP method requires a long convergence time, thus by
extending the observation sessions, the precision of position determination will increase.

The results obtained depend on two elements: the accuracy and interval of IGS prod-
ucts (orbits and clocks). In the first case, Ultra-rapid products are the worst accuracy,
especially those from the predicted part. It is precisely for them was receive the worst
accuracy. Other products have very similar accuracy. In the second case, Ultra-rapid
products have the longest intervals of 15 min, while FINAL, RAPID and CODE1 cal-
culations have an interval of 5 min. The smallest data interval have CODE2 products,
which is 5 min for orbit and 30 sec for clocks. The influence of the data interval is in the
fact that for each observation period, it is necessary to interpolate data specific on epoch
so it may produce an interpolation errors, especially for clocks. This could be the reason
why accuracy and repeatability/precision for the CODE2 solution are the best along an-
alyzed solution. The observational data and corrections of the satellite clocks in CODE2
are shared with an interval of 30 sec, so the aforementioned interpolation is not required
for them.

4.2. Convergence time

Figure 6 shows the average times of convergence from all stations and from all solutions.
The convergence time analyzed here is used to achieve the accuracy of determining the
3D position with an error of ±10 cm, for at least 15 min. By analyzing Figure 6, it can
be seen that, just as for accuracy, the best results were obtained for the CODE2 solution,
for which the convergence time was 13 min, 15 min and 12 min for E, N and U com-
ponents respectively, 37 min for horizontal and 44 min for spatial. For FINAL, RAPID
and CODE1 solutions significantly longer convergence times were observed (although
not exceeding 2 min between each other): 20 min, 29 min, 29 min, 57 min, 71 min for
the components E, N and U, horizontal and spatial respectively. The convergence times
obtained are 153%, 193%, 241%, 154% and 161% worse than those for CODE2 solu-
tion. The longest convergence times were obtained for ULTRA solution: 47 min, 63 min,
49 min, 113 min and 121 min for the components E, N and U, horizontal and spatial re-
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spectively, and which are respectively 361%, 420%, 408%, 305% and 275% worse than
those for CODE2 solution. In addition, for ULTRA solution, it should be noted that not
for all measurement session the convergence time was obtained with the assumed po-
sition accuracy of ±10 cm. For the N and U components as well as for horizontal and
spatial, no convergence time was obtained for 2nd, 3rd, 4th and 11th measurement ses-
sions, respectively. Only for the E component the convergence time of the determined
position for all measurement sessions was obtained. Similarly to the accuracy of the
positions determined, the convergence times obtained result from the accuracy and the
interval of the IGS products used.

Fig. 6. Distribution of convergence time of achieved position in topocentric coordinate for FINAL, RAPID,
ULTRA, CODE1 and CODE2 solutions from all analyzed stations using three-hours dataset collected

4.3. Positioning accuracy with 3 hours session

For a more detailed analysis, specific measurement sessions for each solution were an-
alyzed. For this purpose ENU errors were analyzed. Also the number of satellites ob-
served with the PDOP parameter as well as the formal error of ortho-cartesian coor-
dinates for the entire measurement session from all observation epochs have been re-
viewed. The average ENU errors and convergence time for the entire measurement ses-
sion are presented in Figures 7–11.
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Figure 7 shows the results for the JOZ2 station from the observation session between
9 and 12 UTC time for the FINAL solution. The convergence time for this solution was
about 41 min for spatial, while for each component of the ENU the convergence time
was less than 10 min. The accuracy of the position determination was ±25 mm. Analyz-

a) b)

c) d)

e)

Fig. 7. PPP statistical results for JOZ2 station in three-hours period time (9–12 h in UTC) with
FINAL solution. Subfigures a show error in E, N, U components. Subfigures b show horizontal
(2D) and spatial (3D) error. Subfigures c show mean spatial error and convergence time with
analysed period time. Subfigures d show PDOP and number of observed satellite. Subfigures e

show convergence formal error XYZ coordinates
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ing the graphs, it can be seen that the PPP method for the initial epochs has characteristic
oscillations for each component, while after some time it stabilizes and maintains such
accuracy till the end. Also for the formal error of ortho-cartesian coordinates, it can be
seen that the PPP method in the initial phase is characterized by very large errors. Over
time, they decrease and after a certain period of time they maintain a constant – low level.
For the PPP method, the number of satellites observed also strongly influences observa-
tions. To the end, the number of satellites along with the PDOP parameter was analyzed.
In this case, the number of satellites observed was on the level of 9–13 satellites, and the
PDOP parameter did not exceed 2. As a result, a large number of satellites have been
observed, which means that a high accuracy of PPP positioning can be achieved.

The second analyzed measurement session is for the period from 0 to 3 h for the
RAPID solution (KRA1 station), shown in Figure 8. For this solution, the convergence
time was 71 min, which is mainly caused by the N component, for which the convergence
time was 31 min. For the U component, the convergence time was 11 min and for the
E component it was 4 min. The accuracy of the position determination for this solution
was ±41 mm. By analyzing the course of error, it can be seen that for this solution, the
initial error are very large, especially for the N component. This is most likely due to the

a) b)

c) d)

Fig. 8. PPP statistical results for KRA1 station in three-hours period time (0–3 h in UTC) with RAPID
solution. Subfigures a show error in E, N, U components. Subfigures b show horizontal (2D) and spatial (3D)
error. Subfigures c show mean spatial error and convergence time with analyzed period time. Subfigures d

show PDOP and number of observed satellite
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number of satellites observed, where for the first 25 min only 4 satellites were observed.
It was only after about 30 min that the number increased to 6 satellites, and then to 7
satellites with selected epochs, where 6 or 8 satellites were observed.

The third analyzed session, shown in Figure 8, is for hours 21–24 h for ULTRA so-
lution (LAMA station). For this solution, despite the large number of satellites observed,
the positioning accuracy was ±22.5 cm. The convergence time was not obtained in this
case. Convergence was observed for horizontal and it was 150 min and the E, N and U
components was respectively 130 min, 5 min and 105 min. Analyzing graphs 6a and 6b,
it can be seen that it was only after about 2 hours that the accuracy of positioning fell be-
low ± 25 cm, while for the first hour it was above 1 m. The number of satellites observed
over the entire period did not decrease below 8 satellites, and the PDOP parameter did
not exceed 2. Based on the above analysis, it can be concluded that the results obtained
relate with the accuracy of the GNSS products used. Ultra-rapid IGS products were used
for this solution. For the second 12 hours (hours 12 to 24 UTC time) the products are
from the prediction stage, where their accuracy is much lower, especially for clocks. This
might be the reason for the results obtained.

a) b)

c) d)

Fig. 9. PPP statistical results for LAMA station in three-hours period time (21–24 h in UTC) with ULTRA
solution. Subfigures a show error in E, N, U components. Subfigures b show horizontal (2D) and spatial (3D)
error. Subfigures c show mean spatial error and convergence time with analyzed period time. Subfigures d

show PDOP and number of observed satellite

The other two analyzed measurement sessions are calculations using CODE prod-
ucts. In Figure 10, the analysis for the CODE1 solution for the WROC station, (hours
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from 15 to 18 UTC time) is presented. In this measurement session, the convergence
time was 57 min. By analyzing the convergence time for each component, it can be seen
that the N component had a significant influence. For this component, the convergence
time was over 52 min, where for the remaining components, it did not exceed 15 min.
The position accuracy is ±54 mm, with the number of satellites observed between 8
and 12 (PDOP parameter below 2, except 15 min after 17 UTC time, where PDOP in-
creased slightly but did not exceed 2.5). Figure 11 shows the analysis of the measurement
session for the CODE2 solution for WROC stations (hours between 21 and midnight).
Convergence time was one hour, with a position error of ±57 mm. For this solution, the
component E, for which the convergence time was 50 min and the error −38 mm had
the greatest impact on the convergence time and accuracy. A somewhat surprising effect
is the fast convergence time for the U component, which was 2 min, but the error was
40 mm. In most measurement sessions, this U component has the longest convergence
time and the biggest error. For the N component, the convergence time was 27 min,
with the least error of 8 mm. Analyzing the number of satellites observed, it can be seen
that the closer to the midnight the more the number of satellites decreases. Between 21
and 22 h the number of visible satellites is from 10–12, while after 22 h there are 8–9
satellites observed. Along with the decreasing number of satellites, the PDOP parameter
increases (for hour 21 h it was 1.5, and after 23 h PDOP was 2).

a) b)

c) d)

Fig. 10. PPP statistical results for WROC station in three-hours period time (15–18 h in UTC) with CODE1
solution. Subfigures a show error in E, N, U components. Subfigures Index b show horizontal (2D) and
spatial (3D) error. Subfigures c show mean spatial error and convergence time with analyzed period time.

Subfigures d show PDOP and number of observed satellite
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a) b)

c) d)

Fig. 11. PPP statistical results for WROC station in three-hours period time (21–24 h in UTC) with CODE2
solution. Subfigures a show error in E, N, U components. Subfigures b show horizontal (2D) and spatial (3D)
error. Subfigures c show mean spatial error and convergence time with analyzed period time. Subfigures d

show PDOP and number of observed satellite

4.4. Residual analysis

Another analysis demonstrating the accuracy of the PPP method it is the analysis of
residual of the used ionosphere-free linear combination. Residual may indicate the pre-
cision of measurements as well as the quality of observation modeling. Based on it, one
can determine if there are any unmodeled, systematic or gross errors, e.g. cycle-slips.
Figures 12–13 show residual for phase and code observations respectively.

By analyzing Figure 12 it can be seen that the smallest residual for phase observa-
tions were obtained for the CODE2 solution for each station. In that solution, the RMS
is approximately ±1 cm and the range is from −5 mm to 5 mm. Slightly larger spread
of residuals of phase observations is for the remaining solutions, in addition to the UL-
TRA solution. The variation for these solutions ranges from −2 cm to 2 cm, while the
RMS are around ±3 cm. The largest residuals were obtained for the ULTRA solution,
for which the RMS are respectively: ±3.9 cm for KRA1 station, ±4.5 cm for JOZ2 and
LAMA stations and ±4.7 cm for WROC station. The variation of residuals ranges in
the same way as solutions FINAL, RAPID and CODE1, but with a much larger oscil-
lation. In addition, the residual have the highest at the end of the day, which is due to
the prediction of orbits. Also for the JOZ2 station, it can be seen that there is one sig-
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Fig. 12. Residuals phase observations for FINAL, RAPID, ULTRA, CODE1 and COED2 solution for all
analyzed stations

nificant residual that goes beyond the graph. It most likely results from an unnoticed
cycle-slip.

By analyzing Figure 13, it can be noticed that the residual for code observations
are not dependent on the products used, but on the station itself. For each station and
for each solution virtually the same residual were obtained. The smallest residual were
obtained for WROC station, where the range is from –1.5 m to 3 m, with RMS ±1 m.
Similar residuals were obtained for JOZ2 and LAMA stations: from −5 m to 5 m with
RMS respectively ±1.3 m and ±1.2 m. The highest residual were obtained for the KRA1
station, in the range of −20 m, up to 20 m, with RMS ±2.4 m.

Analyzing the above results, it can be seen that the residual for code observations
are strongly dependent on the type of receiver used (Table 2). Each type of antenna
receiver has its own clock, and this has a significant impact on pseudorange measure-
ments. The smallest residual for code observations are for WROC station. This station,
compared to the others, has the newest type of LEICA GR50 receiver, which first ap-
peared at stations in 2016. Slightly lower residuals are for JOZ2 and LAMA stations,
which have a similar - slightly older types of receivers: LEICA GRX1200GGPRO and
LEICA GRX1200 + GNSS respectively, which were established at points in 2007 and
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Fig. 13. Residuals code observations for FINAL, RAPID, ULTRA, CODE1 and COED2 solution for all
analyzed stations

2009 respectively. The largest residuals were obtained for the KRA1 station. This sta-
tion, compared to the others, has the oldest type of the receiver among the stations taken
into account in the research – TRIMBLE NETR5 (first appeared in 2006). It should be
mentioned, however, that the residual do not only depend on the receiver used, as it was
shown above.

4.5. Results with weighted function

In order to check the accuracy of the used weighting function, errors, time of conver-
gence of the determined positions and residual for phase and code observations were
compared with the values obtained from the simple weighting. The results of the an-
alyzes performed are presented in Figures 14–17. Analysis were covered the error be-
tween the simple weighting and the used function (Figure 14). An improvement in ac-
curacy for calculations with IGS Final and Rapid products for each solution with the
weighting function used can be observed. Error lowered by about 30% for the compo-
nents of the ENU and by about 15% for the horizontal and spatial ones. The mean error
for ENU components do not exceed 5 mm and for horizontal and spatial they are approx-
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imately 3 cm. Also, when analyzing the standard deviation and RMS, an improvement
of 15% can be noticed. For IGS Ultra-rapid products, the difference for the E and N
components is better for weighting function (4 mm and −4 mm respectively), compared
to the results with a simple weighting (6 mm and −9 mm respectively). However, when
analyzing the standard deviation and RMS for Ultra-rapid products, larger values were
obtained, especially for the E component, increasing up to ±6 cm and ± 8 cm. For the U,
horizontal and spatial, U components worse results were obtained using the weighting
function, especially for horizontal and spatial. The differences between them are respec-
tively 5 mm, 12 mm and 15 mm. Also for horizontal and spatial, the standard deviation
and RMS have increased by approximately ±2 cm.

Fig. 14. Distribution of error of achieved position in topocentric coordinate for FINAL, RAPID, ULTRA,
CODE1 and CODE2 solutions from all analyzed stations using three-hours dataset collected with weighted

function

Using the CODE products (CODE1 and CODE2 solutions), for calculations with
the weighting function, improved the accuracy for each analyzed error. Difference for
horizontal components E and N did not exceed 2 mm, while for the U component, the
difference was equal to 3 mm. Significant differences were observed for horizontal and
spatial, which are respectively 4 mm (CODE1) and 9 mm (CODE2) for horizontal and
5 mm (CODE1) and 11 mm (CODE2) for spatial. Analyzing the standard deviation
and RMS for CODE1 solution, the differences between the simple weighting and the
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used function one did not exceed ±5 mm. For CODE2 solution, much larger differences
were obtained in terms of accuracy: respectively: ±7 mm, ±8 mm, ±7 mm, ±10 mm,
±10 mm for the components of ENU, horizontal and spatial, respectively.

Summarizing above, it can be seen that the use of the weighting function improves
the accuracy for each product used. The only exception here are Ultra-rapid products.
Particularly the improvement is seen for calculations with CODE2 products for which
the best results were obtained – the error were 0 mm, 2 mm, 5 mm, 16 mm and 21 mm,
respectively for ENU and horizontal and spatial. For these calculations very high preci-
sion was also obtained (the standard deviation and RMS errors are below ±2 cm).

Taking into account the convergence times (Figure 15), the differences between the
simple weighting and the used weighting function, can be seen. Using the weighting
function, the longer convergence times appears, but at the same time the maximum dif-
ference between them did not exceed 5 min (with a predominance of 1–2 min). The
exception are convergence times for calculations with CODE2 products, for which the
difference between them did not exceed 1 min for the components of the ENU, and a
significant improvement was obtained for horizontal and spatial. For horizontal, the dif-

Fig. 15. Distribution of convergence time of achieved position in topocentric coordinate for FINAL, RAPID,
ULTRA, CODE1 and CODE2 solutions from all analyzed stations using three-hours dataset collected with

weighted function
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ference was 8 min (22%) and for spatial 9 min (21%). Similar applications were received
for standard deviation and RMS.

For ULTRA solution, the time of convergence of the determined position with the
assumed error of ±10 cm was not obtained for every measurement session. When com-
paring the number of convergence times obtained with the number obtained from cal-
culations with a simple weighting a smaller number of measuring sessions with conver-
gence were observed. For the E component no convergence of the determined position
was obtained for 3 measurement sessions, while all convergence times were for a sim-
ple weighting. For horizontal and spatial, respectively, by 5 and 2 measurement sessions
less.

Fig. 16. Residual value phase observations for FINAL, RAPID, ULTRA, CODE1 and CODE2 solution for
all analyzed stations with weighted function

Additionally, in order to determine the assessment of the weighting function, resid-
ual, presented in Figures 16 and 17, were also calculated. Comparing residual RMS with
values from a simple weighting, gives practically no difference. For phase observations,
the occurring differences in RMS are 1 mm, while for code measurements the differ-
ences do not exceed 3 cm, which in terms of required accuracy of code measurements
do not affect the obtained results.
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Fig. 17. Residual value code observations for FINAL, RAPID, ULTRA, CODE1 and CODE2 solution for
all analyzed stations with weighted function

5. Discussion

The research carried out by the authors were focused on the analysis of the PPP position-
ing accuracy, using various GNSS products, for calculations only with the GPS system.
For this purpose, the positions of 4 EPN network stations from 3-hour measurement
sessions were analyzed for one day, along with the convergence time of the determined
position using IGS products: Final, Rapid, Ultra-rapid and CODE. The used products are
characterized by different accuracy. Besides, the Final, Rapid and Ultra-rapid products
are obtained from the IGS combined solution, while the CODE products are calculated
only by one AC (Kouba, 2015). The data used is also characterized by different intervals,
which affects the accuracy of interpolation, especially for clock corrections (Nistor and
Buda, 2016).

From the results obtained, it can be seen that the best accuracy and the shortest
convergence time were observed for the CODE2 solution. The highest precision was also
obtained for these calculations. The products used in these solutions had the smallest
data interval, in particular corrections to the satellite clocks, which were at a 30 sec
interval, which is the same as the interval for determining the position. Thanks to this,



234 Damian Kiliszek, Marcin Szołucha, Krzysztof Kroszczyński

interpolation of clocks was not required. Calculations of FINAL, RAPID and CODE1
solutions were characterized by very similar results, despite the fact that the used Final
and Rapid products had orbits with a 15 min interval, while the products used for CODE1
solution had orbits with a 5 min interval. For these solutions, the clocks were with a
5 min interval, received from CLK files, in addition to CODE1, where corrections to
the satellite clocks were read from the SP3 file. The worst accuracy and the longest
convergence time were for ULTRA solutions, in particular for the second half of the day,
where the orbits and clocks are predicted. Ultra-rapid products are shared in the form of
SP3 files with a 15 min interval, which contain both orbits and corrections to satellite
clocks. For these calculations about 66% of convergence times were obtained with the
assumed accuracy of position determination of ±10 cm.

Analyzing the differences between CODE1 solution and CODE2 solution, shows
that the accuracy and precision of PPP positioning have a big impact on satellite clocks.
For these calculations, the same orbits but different corrections to satellite clocks (differ-
ent intervals) were used. For CODE1, corrections was read from the SP3 file, while for
CODE2 they were corrections read from the CLK file. Analysis of the accuracy of PPP
positioning depending on the interval of corrections to satellite clocks as it was carried
out in the works of Guo et al., 2010 and Hesselbarth and Wanninger 2008, in which
similar dependencies were obtained.

Subsequent studies concerned the method of stochastic modeling of observations. As
it is shown in the works of Kaźmierski et al., 2018, Yu and Gao, 2017, proper weight-
ing of observations have a big impact on the accuracy of PPP positioning. In the first
method, a simple weighting is used that accepts the same errors for code and phase
observations for each satellite. The second function, on the other hand, performs the
weighting of observations, depending on the satellite elevation mask angle, where low
satellites take much lower weights than those with a high elevation mask. When com-
paring the obtained results, it can be seen that the inclusion of the elevation angle of
the satellites improved the results. Both accuracy and precision in all solutions have im-
proved, apart from ULTRA, where slightly worse results was obtained. In particular, the
results for CODE2, mainly precision, have improved. Analyzing the times of conver-
gence, the use of the weighting function resulted in a longer coincidence time of the de-
termined position, except for CODE2 solutions. However, the differences between them
is insignificant. For CODE2 the convergence time for horizontal and spatial errors has
been significantly reduced, which again confirms the correctness of the used weighting
function.

The same function was used in the work of Gao et al., 2011. However, in these studies
other values of coefficients were adopted, which resulted in poorer accuracy. Comparing
the obtained results of the author’s calculations, with the mentioned work, it was shown
that appropriate stochastic modeling can improve the accuracy of PPP positioning, using
the same functions.

By analyzing the received precision, it can be seen that standard deviations are
greater than ENU errors. This is mainly due to long convergence times and short mea-
suring sessions of 3 hours. By prolonging the observation sessions, it is expected that the
precision and accuracy will increase.
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Finally analysis it was review of the residual of phase and code observations. Gen-
erally, the residual of phase observations depend on the products used. Again, the best
results were obtained for CODE2 and the worst for ULTRA. However, the residual of
code observations depend on the type of receiver used (the clock oscillator). The older
the receiver model, the higher the residual were obtained, in contrast to the newest re-
ceiver, for which the lowest residual were obtained.

6. Conclusion

Based on the results obtained, it can be concluded that the best accuracy was obtained for
the CODE2 calculation. They were characterized by the highest accuracy and precision
as well as the shortest convergence time. Also, the application used weighting function,
including the elevation mask angle, resulted in accuracy improvements. The time of
convergence of the position determination by 21% (9 min) was significantly reduced
compared to the simple weighting. The results accuracy were of several mm for each
ENU component and less than 2 cm for the determined 3D position, with a convergence
time of about 40 min. The worst results were obtained for ULTRA calculations, for
which a position with assumed accuracy was not obtained for none of the measurement
sessions. The use of the weighting function for these calculations slightly downgrade
the results and increased the time of convergence. The accuracy for these calculations
were around 10 cm, with a convergence time of 2 hours. For the remaining calculations,
with FINAL, RAPID and CODE1 data, were very similar results. Accuracy for these
calculations was about 3.5 cm, with a convergence time of about 70 min. For these
calculations, the use of the weighting function resulted in increased accuracy and also
reduced convergence time. It should be emphasized that in this case the differences were
negligible.

Finally, it can be concluded that the PPP method for static positioning allows to
achieve high accuracy of position determination. The results depend to a large extent on
the IGS products used and their intervals, especially corrections to satellite clocks. Also,
a large influence on the obtained results is due to the stochastic modeling of observations
and the type of the receiver, especially if pseudorange measurements are used.
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