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Abstract—At present, most of the existing target detection algorithms use the method of region proposal to search for the target in the image. The most effective regional proposal method usually requires thousands of target prediction areas to achieve high recall rate. This lowers the detection efficiency. Even though recent region proposal network approach have yielded good results by using hundreds of proposals, it still faces the challenge when applied to small objects and precise locations. This is mainly because these approaches use coarse features. Therefore, we propose a new method for extracting more efficient global features and multi-scale features to provide target detection performance. Given that feature maps under continuous convolution lose the resolution required to detect small objects when obtaining deeper semantic information; hence, we use rolling convolution (RC) to maintain the high resolution of low-level feature maps to explore objects in greater detail, even if there is no structure dedicated to combining the features of multiple convolutional layers. Furthermore, we use a recurrent neural network of multiple gated recurrent units (GRUs) at the top of the convolutional layer to highlight useful global context locations for assisting in the detection of objects. Through experiments in the benchmark data set, our proposed method achieved 78.2% mAP in PASCAL VOC 2007 and 72.3% mAP in PASCAL VOC 2012 dataset. It has been verified through many experiments that this method has reached a more advanced level of detection.
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I. INTRODUCTION

WITh the development of society, the application of target detection tasks in social life is increasingly in dispensable. In the early days, people tried to use template matching to detect objects. However, due to the large difference in the target category and the complex background, the performance of such methods is not ideal. There is very little work in this area. At present, the research results of target detection methods based on deep learning are very advantageous. In the traditional object detection algorithm, C.Wohler and J. Anlauf combined with the feed forward neural network and local receptive fields (LRF) to construct a more successful target detection system [1]. In 2005, N. Dalal and B. Triggs proposed the famous directional gradient histogram HOG feature descriptor [2]. A number of improved studies were subsequently proposed for their results. Literature [3], [4], [5] used integral maps to calculate HOG to enhance HOG performance. Literature [6] uses a multi-scale deformable combined model as a detector to achieve better target detection by using a more powerful detector. There are also hybrid features and combined detectors to improve target detection performance, such as the literature [7] combined optical flow characteristics and HOG for pedestrian detection in the video, the literature [8] combined Adaboost and SVM to form a two-stage detector. However, the traditional target detection algorithm sliding window method selects the window strategy is not targeted, basically adopts an exhaustive way, takes a long time, and has a lot of redundancy. In addition, the characteristics of manual design can not meet the target detection requirements of diversity, which leads to the bottleneck of the traditional target detection algorithm, and the actual need of target detection is not achieved in speed and accuracy. In recent years, the deep convolutional neural network (CNN) model [9], [10], [11], [12], [13] has shown amazing advantages in many research fields, and the application of target detection technology has made this technology level a big step forward. In the target detection algorithm based on convolutional neural network, the successful application of convolutional neural network (R-CNN) [14] based on regional proposal in the field of target detection has quickly triggered the research boom of target detection technology. In a class of target detection methods [15], [16], [17] based on regional proposals, different search methods are used to select a large number of target prediction regions in the image, and then feature extraction is performed on these target prediction regions using CNN. Based on the above research basis, two subsequent improved network models, fast R-CNN [18] and fast R-CNN [19], have once again made great progress in detection efficiency. These two network models share similar pipelines, and achieve synchronization positioning and classification by feeding the features obtained by CNN to the region of interest (ROI) pool layer and then simulating the multitasking loss function. Recent research [20], [21], [22] demonstrates the validity of this view.

A. Multi-scale feature fusion

At present, most prior art target detection methods use a regional nomination method to search for objects in an image. The most effective regional proposal method usually requires a large number of target prediction areas to effectively search for objects.
for the correct target location. Although recent research has been able to achieve good detection results by generating hundreds of target prediction regions, it still faces challenges in the application of small target detection. This is mainly due to the fact that such algorithms only utilize top-level feature maps with high semantics but low resolution. With the continuous development of target detection technology, many researchers have used multi-layer feature maps to obtain multi-scale local context information to improve detection performance when applying convolutional networks for target detection. For example, the R-FCN [23] algorithm calculates semantic segmentation by accumulating partial scores for multiple regions of interest for each category. Hypercolumns [24] uses a similar approach for object segmentation. Several other methods (HyperNet [25], ParseNet [26], and ION [27]) select target prediction box that incorporate multiple layers of feature information for classification and location. This is equivalent to the summation conversion function. SSD [28] and MS-CNN [29] are also based on multi-level feature map prediction target boxes. Through these studies, it is not difficult to find that the high-resolution feature information of the low-level convolution is favorable for searching small target positions, and the high-semantic feature information of the high-level convolution can be well used for target classification. Therefore, by combining the feature information of the upper layer and the lower layer, the detection performance of the small target can be effectively improved. However, these methods all adopt convolution structure with special fusion multi-scale features, which makes the network structure more complex, and the time consumption will also become longer because of the special fusion processing process. Therefore, this paper proposes a rolling convolution method that combines the semantic information of higher convolution layers with the feature information of lower convolution layers in a continuous convolution process. And no special multi-scale feature convolution structure is added to make the network structure simple and functional.

B. Global context information

In addition to multi-scale features, the study also shows that global context information also has a certain auxiliary effect on the correct classification of targets. Global information is a general description of the entire image. The appearance of the target in the global scene information has a close dependence, and different scenarios always imply the possibility of different targets appearing. So the global context provides a rich clue for target detection, providing important information in the target classification process. It is suitable for a variety of visual recognition tasks. At present, in the target detection algorithm of convolutional neural networks, there are usually two ways to add global context information: One is to average the pool of the entire feature map to obtain global context features; and the other is to use the Recurrent Neural Network (RNN) to process the correlation between the sequence information to select favorable context information for the target region. The global draw pooling will add the average value of each cell of the entire feature map as a global feature. Such a process is too computationally simple, and does not take into account that there must be a lot of noise interference in the entire feature map. These noises are not beneficial to the detection process, so that obtaining global features has limited help for detection. The premise of the RRN design network model is based on the inter-relationship between elements. Therefore, many studies have introduced loop neural networks into target detection to extract effective context information for target detection. This kind of network has “memory”. Unlike traditional neural networks, RNN can use “sequence information” to analyze the correlation between elements, so it is used to select favorable context information for the target. The existing representative algorithms are mainly ION [24] algorithm and AC-CNN [29] algorithm. The ION algorithm divides the feature map and uses the RNN independently from the top, bottom, left, and right directions. After the information propagation in the four directions is performed separately, the information in the four directions needs to be merged (1*1conv ). The AC-CNN algorithm is another convolutional neural network based on the attention context mechanism. It combines traditional fast CNN with contextual features and fuses multi-scale local and global features into a single network framework. In order to obtain global information, the attention-based context sub-network generates favorable position-dependent feature maps by using the stacked LSTM layers as target areas. Through their research, it has been shown that the target detection effect based on the cyclic neural network to extract the global context is much better than that based on the global flat pool to obtain the global information. Based on AC-CNN research and analysis, it shows that LSTM-based cyclic neural network has great advantages in extracting global context. The LSTM-based RNN effectively solves the fact that the RNN cannot handle remote dependencies, and the GRU is a variant of the LSTM. The GRU maintains the characteristics of the LSTM and is simpler in terms of structural design. Therefore, this paper introduces a cyclic neural network based on GRUs to extract more effective global context information for the network.

C. summarize

On this basis, a multi-feature research direction combining with global features is proposed. Based on the Faster R-CNN network model, this paper uses the multi-scale feature extraction method of rolling convolution to extract global features using GRNN-based RNN. The entire training process is carried out in an end-to-end manner, and we will verify the effectiveness of the method by comparing the Pascalvoc benchmark dataset. The main research results of this paper can be summarized as follows: 1) A new target detection network structure combining multi-scale local features and global context features is proposed. 2) We obtain multi-scale local features using rolling convolution. Compared to applying a special structure that extracts multi-layer features, our method is more concise and detection is more stable. 3) We propose a RNN model to extract useful information on the global feature map to assist in detection; thereby, avoiding the limitation of global average pooling.
DETECTING OBJECTS USING ROLLING CONVOLUTION AND RECURRENT NEURAL NETWORK

II. ARCHITECTURE

In this section, we describe a detector structure that applies multi-scale feature to the region proposal using rolling convolution. Furthermore, it introduces the valued global context information using an RNN to help improve detection performance. Firstly, we provide a brief summary of the entire network and then discuss the network in detail.

During the detection process, the original picture is input to the RC layer, and an activation map is generated by the convolution operation. The activation map deepens the semantic information and preserves the feature information of input layer (relatively higher resolution) using rolling convolution. The GRU is then added at the top of the convolution such that the global context information is gradually and selectively introduced into the context feature maps. Then, we combine the context feature map with the multi-scale feature map, and process the feature maps by L2 norm normalization and compress them into a unified space. The Regional Proposal Network (RPN) then generates approximately 100 target prediction areas based on the fused feature map. The Region of interest pooling (ROI Pooling) layer will pool the generated target prediction area to a fixed scale. Finally, the detection module classifies and locates these predicted regions.

A. Multi-scale feature based on Rolling Convolution

An effective target detection system should be able to detect correctly for multiple types and sizes of targets. In the region-based detector, the type setting of the target prediction boxes is limited, which inevitably leads to the inability to fully comply with all types of target detection requirements. At the same time, the resolution of the feature map of the output of the final convolutional layer is much smaller than the resolution of the input image. Therefore, the feature information of the small target becomes inconspicuous and thus difficult to detect. Thus, detecting small objects becomes a problem because the features that represent the fine details of small objects in low resolution feature maps may be weak. Improving detection using multi-scale features is one way to alleviate this problem. There are various methods for combining multi-scale features, such as inputting multi-scale images, or assembling multi-layer features to construct a feature map pyramid structure. Many published experiments have shown that this method improves detection performance, especially for small or overlapping objects. Through these experiments, we found that multi-scale features satisfy the following conditions: Sufficiently high resolution to represent a more detailed part of the object; high-level semantic information can be extracted by converting the input image into a feature map; context information facilitates object classification and boundary regression. Through these analyses, we improved the convolution method without adding additional structures to obtain multi-scale features, as shown in Figure 2.

We use the following expressions to explain how the rolling convolution process extracts multi-scale information:

\[
Q_n = r_n \{ \mu_n(Q_{n-1}), p_n(Q_{n-1}) \}
\]

(1)

\[
\text{size}(p_n(Q_{n-1})) = \text{size}(Q_n)
\]

(2)

Where \(Q_n\) is a feature map in the \(n\) layer, and \(un\) is a nonlinear operation for mapping features in the \((n - 1)\) layer to features of the \(n\) layer. \(pn()\) is a pool function applied to the feature map. Its purpose is to match the size of the upper feature map to the next map. \(rn()\) is used to reduce the required computation by reducing the dimensions of the combined results of convolution and direct aggregation results. \(\text{size}()\) represents the scale of a two-dimensional feature map. Thus, the convolution of each layer not only obtains deeper semantic information by nonlinear transformation, but it can also retain all the information of the feature map of the upper layer by direct pooling. The top-level feature maps

Fig. 1: Application of context information for object detection. The rolling convolution structure convolution processing the input image to obtain multi-scale features. Then, a recurrent model with three GRU layers is used to repeatedly detect the useful area from the global view. After L2 normalization, cascading, scaling, and dimension reduction, the feature maps of the global context information and multi-scale information are sent to the RPN network selection region proposals. Each target prediction area is sent to two fully connected layers for classification and regression.
contain different levels of semantic information and matching resolution of all layers. Furthermore, it is not simply spliced together; instead, it is fused at every layer. Ultimately, the only requirement is that candidate box extracted from the top-level feature map must contain the multi-scale information of the corresponding location.

B. Global context information based on RNN

For object detection, viewing a picture from a global perspective can provide a lot of useful information. In order to explore useful global context information, we apply an RNN model to select valuable global context information to improve the detection of objects. This RNN model consists of three GRUs with the top-level feature map being used as an input. Feature learning through RNN models is used to highlight effective context enhancing detection performance. We will now explain how to build the RNN model to obtain global context information. The RNN model is composed of three layers of GRUs. We have applied the GRU implementation method discussed in [30]. Let \( Q = (q_1, ..., q_t) \) be the input feature maps set, where \( q_i (i = 1, ..., t) \) has the D dimensions. The proposed GRUs consists of four weight matrices \( W_l, W_r, G_l \) and \( G_r \). At each recurrent level \( t \), the activation function of the hidden unit \( h_j(t) \) of the \( j \)-th layer can be expressed by the following equation:

\[
\tilde{h}_j^{(t)} = \phi(W^t h_j^{(t-1)} + W^r h_j^{(t-2)})
\]

(5)

where \( \phi \) is an element-wise nonlinearity. The gating coefficients \( w_c, w_l, \) and \( w_r \) are computed as follows:

\[
\begin{bmatrix}
w_c \\
w_l \\
w_r \\
\end{bmatrix} = \frac{1}{Z} \exp(G^l \tilde{h}_j^{(t-1)} + G^r \tilde{h}_j^{(t)})
\]

(6)

where \( G^l, G^r \in \mathbb{R}^{3 \times d} \) and

\[
Z = \sum_{k=1}^{3} [\exp(G^l h_j^{(t-1)} + G^r h_j^{(t)})]
\]

(7)

In each GRU layer, a position-dependent weight map \( l_{i,j} \) is predicted according to the input feature sequence, that is, the Softmax value of \( k \times k \) positions in the input feature map. This is the probability estimate calculated by the RNN based on the correlation between the sequences. The larger the probability value, the corresponding region corresponding to the sequence is favorable for the target classification. The relevant weight map \( l_{i,j} \) is calculated as follows, where \( w_j \) is the weighting operation on the \( j \)-th element, and \( x_t \) is the input feature sequence, which can take any sequence in the \( k \times k \) position.

\[
l_{i,j} = p(x_t = j | x_{t-1}, ..., x_1) = \frac{\exp(w_i h_j^{(t)})}{\sum_{j=1}^{K^2} \exp(w_j h_j^{(t)})}
\]

(8)

Finally, the global context feature maps can be obtained by multiplying the obtained position-related weight maps and the input feature maps. where \( X_t \) is the feature maps and \( X_{t,i} \) is the \( i \)-th slice of the feature maps at time-step \( t \).
TABLE I: Comparison of test results on PASCAL VOC 2007 and PASCAL VOC 2012

<table>
<thead>
<tr>
<th>Methods</th>
<th>PASCAL VOC 2007</th>
<th>PASCAL VOC 2012</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fast R-CNN</td>
<td>Faster R-CNN</td>
</tr>
<tr>
<td>mAP</td>
<td>70.0</td>
<td>73.2</td>
</tr>
<tr>
<td>accro</td>
<td>77.0</td>
<td>76.5</td>
</tr>
<tr>
<td>bike</td>
<td>78.1</td>
<td>79.0</td>
</tr>
<tr>
<td>bird</td>
<td>69.3</td>
<td>70.9</td>
</tr>
<tr>
<td>boat</td>
<td>59.4</td>
<td>65.5</td>
</tr>
<tr>
<td>bottle</td>
<td>38.3</td>
<td>52.1</td>
</tr>
<tr>
<td>bus</td>
<td>81.6</td>
<td>83.1</td>
</tr>
<tr>
<td>car</td>
<td>78.6</td>
<td>84.7</td>
</tr>
<tr>
<td>cat</td>
<td>86.7</td>
<td>86.4</td>
</tr>
<tr>
<td>chair</td>
<td>42.8</td>
<td>52.0</td>
</tr>
<tr>
<td>cow</td>
<td>78.8</td>
<td>81.9</td>
</tr>
<tr>
<td>table</td>
<td>68.9</td>
<td>65.7</td>
</tr>
<tr>
<td>dog</td>
<td>84.7</td>
<td>84.8</td>
</tr>
<tr>
<td>horse</td>
<td>82.0</td>
<td>84.6</td>
</tr>
<tr>
<td>mbike</td>
<td>76.6</td>
<td>77.5</td>
</tr>
<tr>
<td>person</td>
<td>69.9</td>
<td>76.7</td>
</tr>
<tr>
<td>plant</td>
<td>31.8</td>
<td>38.8</td>
</tr>
<tr>
<td>sheep</td>
<td>70.1</td>
<td>73.6</td>
</tr>
<tr>
<td>sofa</td>
<td>74.8</td>
<td>73.9</td>
</tr>
<tr>
<td>train</td>
<td>80.4</td>
<td>83.0</td>
</tr>
<tr>
<td>tv</td>
<td>70.4</td>
<td>72.6</td>
</tr>
</tbody>
</table>

TABLE II: Comparison of two sets of test results on PASCAL VOC 2007

<table>
<thead>
<tr>
<th>Methods</th>
<th>multi-scale features</th>
<th>Global feature</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Super-feature</td>
<td>rolling convolution</td>
</tr>
<tr>
<td></td>
<td>global average pooling</td>
<td>RNN model</td>
</tr>
<tr>
<td>mAP</td>
<td>39.0</td>
<td>39.7</td>
</tr>
<tr>
<td>accro</td>
<td>51.2</td>
<td>49.1</td>
</tr>
<tr>
<td>bike</td>
<td>52.6</td>
<td>52.3</td>
</tr>
<tr>
<td>bird</td>
<td>32.7</td>
<td>33.1</td>
</tr>
<tr>
<td>boat</td>
<td>27.4</td>
<td>25.6</td>
</tr>
<tr>
<td>bottle</td>
<td>18.9</td>
<td>25.0</td>
</tr>
<tr>
<td>bus</td>
<td>55.9</td>
<td>53.1</td>
</tr>
<tr>
<td>car</td>
<td>51.7</td>
<td>54.2</td>
</tr>
<tr>
<td>cat</td>
<td>50.7</td>
<td>49.3</td>
</tr>
<tr>
<td>chair</td>
<td>21.4</td>
<td>25.6</td>
</tr>
<tr>
<td>cow</td>
<td>45.9</td>
<td>45.1</td>
</tr>
<tr>
<td>table</td>
<td>36.8</td>
<td>39.1</td>
</tr>
<tr>
<td>dog</td>
<td>43.9</td>
<td>46.8</td>
</tr>
<tr>
<td>horse</td>
<td>31.7</td>
<td>38.9</td>
</tr>
<tr>
<td>mbike</td>
<td>41.4</td>
<td>38.3</td>
</tr>
<tr>
<td>person</td>
<td>25.5</td>
<td>20.5</td>
</tr>
<tr>
<td>plant</td>
<td>15.4</td>
<td>19.5</td>
</tr>
<tr>
<td>sheep</td>
<td>36.2</td>
<td>35.8</td>
</tr>
<tr>
<td>sofa</td>
<td>43.0</td>
<td>41.0</td>
</tr>
<tr>
<td>train</td>
<td>44.1</td>
<td>49.8</td>
</tr>
<tr>
<td>tv</td>
<td>53.2</td>
<td>52.1</td>
</tr>
</tbody>
</table>

III. RESULTS

A. Experimental setup

The method uses the Faster R-CNN network model on the Caffe platform and initializes the first five layers of convolution parameters with the pre-trained VGG16 [4] convolutional parameters. The parameters of all newly added layers were initialized by a zero mean Gaussian distribution with standard deviations of 0.01 and 0.001, respectively. During the training process, the random gradient descent (SGD) is used to train and adjust the network parameters. We use four images as a batch, generate 128 ROIs for each image over the RPN network, and generate 512 ROI sample training update parameters for each iteration. In each batch, 25% of the regional samples are set to foreground, and the rest are used as background training examples. And the Intersection over Union is (IOU) set to be greater than or equal to 0.5. In terms of data enhancement, this paper flips the image with a probability of 0.5 to enhance the training data. The following parameters were set in the calculation to update the network parameters: a maximum of 70000 iterations, a momentum of 0.9, a learning rate of 0.001, and a 10x reduction per 2000 iterations. On hardware devices, we train the Nvidia Geforce GTX 1070 GPU and 12GB of RAM.

B. Performance Comparisons

This article uses the benchmark datasets: PASCAL VOC 2007 and PASCAL VOC 2012 to verify the performance of the proposed network. These two data sets are common target

$$x_t = E_p(x_t = j|x_{t-1},...,x_1)|X_t = \sum_{i=1}^{K^2} l_{t,i}X_{t,j} \quad (9)$$
Fig. 3: Statistical comparison of the four target detection results with the lowest accuracy rate on Pascal VOC. Among them, the pie chart is mainly based on the correct detection (Cor), positioning error (Loc), error caused by confusion with other targets (Sim), confusion with unmarked targets (BG) and other (Oth). In the figure, the pie charts from left to right represent the Fast R-CNN, the Faster R-CNN, and the statistical results of the methods in this paper.
Fig. 4: Effect of the three methods on the same picture. Fast R-CNN uses a cyan detection frame, and Faster R-CNN uses a light blue detection frame. The method proposed in this paper uses a red detection frame.
detection annotation data sets with 20 target classes. There are 9,963 images in the PASCAL VOC 2007 dataset and 11,540 images in the PASCAL VOC 2012.

We will propose a detection algorithm compared with Fast R-CNN, Faster R-CNN and HyperNet on the two data sets respectively, with Mean Average Precision (mAP) as a metric. Table 1 shows the results of the proposed method, Fast R-CNN, Faster R-CNN, and HyperNet on two benchmark data sets, respectively. On the PASCAL VOC 2012, the Fast R-CNN algorithm based on selective search achieves 70% mAP, the Faster R-CNN algorithm achieves 73.2% mAP, and the HyperNet algorithm achieves 76.3% mAP. The algorithm in this paper achieved 78.2% mAP, which improved 8% mAP, 5% mAP and 2% mAP, respectively, compared with Fast R-CNN, Faster R-CNN and HyperNet. The experimental results show that the feature map extracted by this method is more accurate than the feature map extracted by other methods. The test results on the PASCAL VOC 2012 dataset show that compared with the Fast R-CNN, the Faster R-CNN and the HyperNet, the detection algorithm proposed in this paper increases the by 5% mAP, 2% mAP and 1% mAP respectively. Based on the above data, we can draw a similar conclusion: the method of this paper has good detection performance in target detection.

C. Detailed Analysis

In order to further analyze our method, two sets of comparative experiments were performed on PASCAL VOC 2007, and the IOU value was set to be greater than or equal to 0.7. In the network structure of this paper, we use the method of rolling convolution to obtain multi-scale features. To test whether this method is useful, we compare this method with a super-feature method based on joining multiple layers of features. The data in Table 2 shows that multi-scale features that rely on rolling convolution are 0.7% mAP higher than detection of super features that are connected to multi-layer features. The method based on rolling convolution has no superiority in the detection results, but is structurally simpler. At the same time, in order to test whether the method in this paper is effective in global feature extraction, we compare it with the global average pooling method. From the results, the global information obtained by the method in this paper is superior to the global average pooling method in detection performance. The reason is that the global average pooling method may introduce some interference information, thus reduce the detection accuracy. The use of a RNN model can be used to optimize the associated position to highlight the positive impact of these areas on target detection. Therefore, we use GRUs to achieve global context calculations more reasonable. Figure 3 shows the statistical comparison of the four target detection results with the lowest accuracy rate on PASCAL VOC. In the figure, the pie charts from left to right represent the Fast R-CNN, the Faster R-CNN, and the statistical results of the methods in this paper. As can be seen from the statistical results, our method can significantly reduce the false positives of the categories with detection challenges. For example, in the two challenging categories of bottles and potted plants, they usually belong to the category of small targets. The detection algorithm proposed in this paper increases mAP by 5% and 10%, respectively. To a certain extent, this reflects the advantage of the feature acquisition method in this paper in small target detection.

IV. CONCLUSIONS

This paper proposes a new target detection network. Multi-scale features are extracted by using a rolling convolution method, and global context features are constructed using the GRUs-based RNN model. At the same time, we take the two parts of the acquired features into one multi-feature. The feature of the target region based on multi-feature selection will have a strong feature base, which can improve the detection performance of the target. In this paper, several experiments have been carried out in the dataset Pascal VOC, and the results show that our method does have an effect in detecting performance improvement.
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