Interval state estimation for linear time-varying (LTV) discrete-time systems subject to component faults and uncertainties

AWAIS KHAN, WEI XIE, LANGWEN ZHANG and IHSANULLAH

This paper deals with the design of an interval state estimator for linear time-varying (LTV) discrete-time systems subject to component faults and uncertainties. These component faults and uncertainties are assumed to be unknown but bounded without giving any other information, whose effect can be approximated using these bounds. In the first part of this work, an interval state estimator for such systems is designed to deal with these component faults and uncertainties. The result is then extended to find an interval state estimator for a non-cooperative LTV discrete-time system subject to component faults and uncertainties by similarity transformation of coordinates. The proposed interval state estimator guaranteed bounds on the observed states that are consistent with the system states. The observer convergence is also ensured. The designed method is simple and easy to be implemented. Two numerical examples are given to show the effectiveness of the proposed method.
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1. Introduction

State estimation of the unmeasurable systems is the fundamental problem in many engineering applications specially for designing controllers and fault detection [1–4]. The problem of state estimation for linear and nonlinear systems...
has been widely studied in the literature and numerous solutions already exist for such systems. Since the practical systems are generally affected by the uncertainties and disturbances, classical observers, for instance, Kalman/$H_{\infty}$ filtering or Luenberger [5–7] are usually used to estimate the state of the systems. These observers are designed to guarantee asymptotic stability. However, in general, only local convergence is expected, i.e. to find the residual error [6]. To solve this problem, an alternative technique is recently developed to deal with these uncertainties and disturbances by determining certain upper and lower estimates of the systems at each time instant, which is known as set-membership or interval state estimators. There are many important contributions available for designing such estimators [8–15]. It is assumed that the disturbances and uncertainties are unknown but bounded. This technique is quite different from the classical observers which converges to the actual state of the system asymptotically. The interval state estimators can achieve both asymptotic convergence property and the state estimation of the system at each time instant by providing certain lower and upper bounds. Thus, an error bound is provided at any time instant. Interval observers are very popular these days because they make it possible to deal with large uncertainties, which is very significant for example when we consider large biological models. They are also successfully applied to many real time life problems [16, 17].

During the past few years, different kinds of interval observers have been presented for both continuous-time [16–18] and discrete-time [10, 19, 20] (linear and nonlinear) systems based on monotone system theory. It is known that positivity of the interval estimation error dynamics is one of the most restrictive assumption for the observers design [21]. This assumption was relaxed in [22–25] for LTI systems by using a time-varying change of coordinates. Moreover, to design a closed-loop observer for LTI systems, a time-invariant transformation of coordinates is proposed in [26] for a class of nonlinear system, where the observer gain and the transition matrix meet the Sylvester equation. The result is then extended to design a control strategy for nonlinear and LPV systems [27]. A particular class of periodic time-varying discrete-time system was investigated by using a time-varying transformation of coordinates in [28]. A static linear transformation of coordinates was proposed to ensure the stability and positivity of the observation error in [29] for a class of nonlinear systems. The results obtained in [29] were later used to design an interval observer for time-varying systems in [14].

Within this paper, an interval state estimator is proposed for linear time-varying discrete-time systems subject to component faults and uncertainties. The first contribution of this paper lies in how to design an interval state estimator for such systems based on monotone system theory. The second contribution of this work is related to the design of an interval state estimator for a non-cooperative LTV discrete-time systems subject to component faults and uncertainties based on similarity transformation of coordinates. It is shown that it is usually possible
to design an interval state estimator for such type of systems by means of transformation of coordinates even though the given system is not cooperative. The uncertainties and component fault parameter vector are assumed to be unknown but bounded. This kind of interval observer is very useful in handling the effects of component faults in systems.

This paper is structured as follows. In Section 2, some preliminaries are given. The problem statement is formulated in Section 3. Section 4 is devoted to the design of the interval state estimator for LTV discrete-time systems subject to component faults and uncertainties. Two detailed examples are given to show the efficiency of the proposed design in Section 5. Finally, Section 6 concludes the paper.

2. Preliminaries

The set of real numbers, integers, nonnegative real numbers and nonnegative integers are denoted by $\mathbb{R}$, $\mathbb{Z}$, $\mathbb{R}_+$ and $\mathbb{Z}_+$ respectively where $\mathbb{R}_+ = \{ \tau \in \mathbb{R} : \tau \geq 0 \}$ and $\mathbb{Z}_+ = \mathbb{Z} \cap \mathbb{R}_+$. A matrix $A(k) \in \mathbb{R}^{n \times n}$ is called Metzler if and only if all the elements except the main diagonal are nonnegative, if all its elements are positive then it is a nonnegative matrix. It is Schur stable when the norm of all its eigenvalues is less than one. If $u^TPu > 0$ ($u^TPu < 0$) for all real vector $u \in \mathbb{R}^n$, then $P \in \mathbb{R}^{n \times n}$ is said to be positive (negative) definite denoted by $P > 0$ $(P < 0)$. Similarly, $P \succeq 0$ $(P \preceq 0)$ means semi-positive (semi-negative) definite matrix.

For a matrix $A \in \mathbb{R}^{m \times n}$ we have $A^+ = \max\{A, 0\}$, $A^- = \max\{-A, 0\}$ and $A = A^+ - A^-$. The relationship $x_1 \leq x_2$ and $A_1 \leq A_2$ is understood elementwise for two vectors $x_1, x_2 \in \mathbb{R}^n$ or matrices $A_1, A_2 \in \mathbb{R}^{n \times n}$ respectively. $I_n$ and $E_p$ represents an identity matrix of dimension $n \times n$ and a matrix having all elements equal to 1 with dimension $p \times 1$ respectively. For a vector $x \in \mathbb{R}^n$, the Euclidean norm is denoted by $|x|$ while $\|u\|_{[k_0, k_1]}$ denotes the $L_\infty$ norm for a locally essential bounded and measurable input $u : Z \to \mathbb{R}$. The $L_\infty$ norm is given by $\|u\|_{[k_0, k_1]} = \sup\{|u(k)|, k \in [k_0, k_1]\}$ and if $k_1 = +\infty$ then the $L_\infty$ norm is simply denoted by $\|u\|$. The eigenvector for a matrix $A \in \mathbb{R}^{n \times n}$ is denoted by $\lambda(A)$, the elementwise maximum norm is given by $\|A\|_{\max} = \max_i \left| A_{i,j} \right|$ for $i, j = 1 \cdots n$ and the $L_2$ induced norm is given by $\|A\|_2 = \sqrt{\max_{i=1 \cdots n} \lambda_i(A^TA)}$. The following equation shows the relationship between these norms [30]:

$$\|A\|_{\max} \leq \|A\|_2 \leq n\|A\|_{\max}.$$  

**Lemma 1** [21] *Given a non-autonomous system described by $\dot{x}(t) = Ax(t) + B(t)$, where $A$ is a Metzler matrix and $B(t) \geq 0$, then, we have $x(t) \geq 0, \forall t > 0$ provided that $x(0) \geq 0$.***
Such type of systems are known as a cooperative systems or monotone. This lemma is also valid for time-varying discrete-time systems.

3. Problem statement

Consider the following discrete-time LTV system with component faults and uncertainties

\[
\begin{align*}
  x(k+1) &= A(\delta, k)x(k) + b(k), \\
  y(k) &= C(k)x(k) + v(k),
\end{align*}
\]  

(1)

where \( x(k) \in R^n \), \( y(k) \in R^p \), \( b(k) : Z_+ \to R^n \) and \( v(k) : Z_+ \to R^p \) represent the state vector, output signal, unknown but bounded input and the measurement noise respectively. \( A : Z_+ \to R^{n \times n} \), \( C : Z_+ \to R^{p \times n} \) are the matrix functions of appropriate dimensions and \( \delta \in R^{n \times n} \) is the component fault parameter vector which is unknown but bounded and is considered to be in the set of admissible values \( \Pi \). \( A(\delta, k) \) in the system equation is supposed to be dependent on \( k \) and \( \delta \) as:

\[
A(\delta, k) = A(k) + \delta_1 A_1(k) + \delta_2 A_2(k) + \cdots + \delta_n A_n(k),
\]

(2)

where \( A(k), A_1(k), A_2(k), \cdots, A_n(k) \) and \( \delta_1, \delta_2, \delta_3, \cdots, \delta_n \) are affine matrices and the elements of components faults parameter vector respectively. Then,

\[
A(\delta, k) = A(k) + \sum_{i=1}^{s} \delta_i A_i(k).
\]

(3)

Using (3), the system (1) can be written as:

\[
\begin{align*}
  x(k+1) &= A(k)x(k) + \sum_{i=1}^{s} \delta_i A_i(k)x(k) + b(k), \\
  y(k) &= C(k)x(k) + v(k).
\end{align*}
\]

(4)

The objective of this paper is to develop an interval state estimator for system described by (4). In this work, the following assumptions will be used.

**Assumption 1** Let \( x(k) \in L_\infty^n \) and \( v(k) \in L_\infty^n \), such that \( \|v(k)\| \leq V \), where \( V \) is a positive constant.

**Assumption 2** For known \( \delta_i, \delta_i \in R^{n \times n} \), we have \( \delta_{i-1} \leq \delta_i \leq \delta_i \), \( \forall \delta \in \Pi \).

**Assumption 3** \( b(k) \leq \bar{b}(k) \leq \tilde{b}(k) \) for all \( Z_+ \), where \( \underline{b}, \bar{b} : Z_+ \to R^n \), \( \underline{b}, \bar{b} \in L_\infty^n \).
Assumption 4 There exists a bounded matrix function $L_{\text{obs}} : \mathbb{R} \rightarrow \mathbb{R}^{n \times p}$ such that the matrix $D(k) = A(k) - L_{\text{obs}} C(k)$ is Schur stable and nonnegative (cooperative).

Assumption 1 is common in the literature of estimation theory. Assumption 2 and Assumption 3 states that the magnitude of the component faults parameter vector and the external input are unknown but bounded and belongs to an interval $[\underline{\delta}, \delta]$ and $[\underline{b}(k), \overline{b}(k)]$, respectively.

In the sequel derivation, we will need the following lemmas.

Lemma 2 [29] Let $x \in \mathbb{R}^n$ be a vector variable, $\underline{x} \leq x \leq \overline{x}$ for some $\underline{x}, \overline{x} \in \mathbb{R}^n$, and $A \in \mathbb{R}^{n \times n}$ be a constant matrix, then

$$A^+ \underline{x} - A^- \overline{x} \leq Ax \leq A^+ \overline{x} - A^- \underline{x}.$$  (5)

Lemma 3 [29] Let $\underline{A} \leq A \leq \overline{A}$ for some $\underline{A}, \overline{A} \in \mathbb{R}^{n \times n}$ and $\underline{x} \leq x \leq \overline{x}$ for some $\underline{x}, \overline{x} \in \mathbb{R}^n$, then

$$A^+ \underline{x}^+ - \overline{A}^+ \underline{x} - \underline{A}^- \overline{x}^- \leq Ax \leq \overline{A}^+ \overline{x}^- - \overline{A}^- \underline{x}^+ + \underline{A}^- \overline{x}^-.$$  (6)

4. Interval observer design

A Luenberger type observer design for the system (4) can be described as

$$\begin{align*}
x(k + 1) &= D(k)x(k) + \sum_{i=1}^{k} \Upsilon_i(x(k)) + b(k) + L_{\text{obs}}(y(k) - v(k)), \\
y(k) &= C(k)x(k) + v(k),
\end{align*}$$

(7)

where $D(k) = A(k) - L_{\text{obs}} C(k)$ and $\Upsilon_i(x(k)) = \delta_i A_i(k) x(k)$.

From the Luenberger-based observer design described by (7), the upper and lower bounds for the system (4) can be estimated as

$$\begin{align*}
\overline{x}(k+1) &= D(k)\overline{x}(k) + \sum_{i=1}^{k} \overline{\Upsilon}_i(\overline{x}(k), \overline{x}(k)) + \overline{b}(k) + L_{\text{obs}} y(k) + |L_{\text{obs}}| |E_p|, \\
\underline{x}(k+1) &= D(k)\underline{x}(k) + \sum_{i=1}^{k} \underline{\Upsilon}_i(\underline{x}(k), \overline{x}(k)) + \underline{b}(k) + L_{\text{obs}} y(k) - |L_{\text{obs}}| |E_p|,
\end{align*}$$

(8)

where $\overline{x}(k), \underline{x}(k)$ are the given lower and upper bounds of the state $x(k)$ and $|L_{\text{obs}}| = L_{\text{obs}}^+ + L_{\text{obs}}^-$. 


By Lemma 3 and Assumption 2, we have

\[
\begin{aligned}
\sum_{i=1}^{k} \Phi_{i}(\bar{x}(k), x(k)) &= \delta_{i}^{+} A_{i}(k) \bar{x}^{+}(k) - \delta_{i}^{-} A_{i}(k) \bar{x}^{-} \\
&\quad - \delta_{i}^{+} A_{i}(k) x^{+}(k) + \delta_{i}^{-} A_{i}(k) x^{-}, \\
\sum_{i=1}^{k} \Psi_{i}(\bar{x}(k), x(k)) &= \delta_{i}^{+} A_{i}(k) \bar{x}^{+}(k) - \delta_{i}^{-} A_{i}(k) \bar{x}^{-} \\
&\quad - \delta_{i}^{+} A_{i}(k) x^{+}(k) + \delta_{i}^{-} A_{i}(k) x^{-},
\end{aligned}
\] (9)

\[b(k) \leq b(k) \leq \bar{b}(k).\]

**Theorem 1** Let Assumptions 1–3 be satisfied and the matrix \(D(k) = A(k) - L_{obs} C(k)\) is Schur stable and Metzler for some \(L_{obs} \in \mathbb{R}^{n \times p}\), then the estimates \(\bar{x}(k), \bar{x}(k)\) for all \(k \in \mathbb{Z}_{+}\) are bounded and we obtained the following relationship between the solution of (4) and (8)

\[\bar{x}(k) \leq x(k) \leq \bar{x}(k), \quad \forall k \in \mathbb{Z}_{+}\]

provided that initial condition \(\bar{x}(0) \leq x(0) \leq \bar{x}(0)\) is satisfied.

**Proof.** Consider the interval estimation error dynamics

\[
\begin{aligned}
\bar{e}(k) &= \bar{x}(k) - x(k), \\
\bar{e}(k) &= x(k) - \bar{x}(k)
\end{aligned}
\]

\[
\begin{aligned}
\bar{e}(k+1) &= D(k)\bar{e}(k) + \Phi(k) + \varphi(k), \\
\bar{e}(k+1) &= D(k)\bar{e}(k) + \Phi(k) + \varphi(k),
\end{aligned}
\]

where

\[
\begin{aligned}
\Phi(k) &= \sum_{i=1}^{k} \Phi_{i}(\bar{x}(k), x(k)) - \sum_{i=1}^{k} \Psi_{i}(x(k)), \\
\Phi(k) &= \sum_{i=1}^{k} \Phi_{i}(\bar{x}(k), x(k)) - \sum_{i=1}^{k} \Psi_{i}(\bar{x}(k), x(k)),
\end{aligned}
\] (10)

\[
\begin{aligned}
\varphi(k) &= \bar{b}(k) - b(k) + |L_{obs}| V E p + L_{obs} v(k), \\
v(k) &= b(k) - \bar{b}(k) + |L_{obs}| V E p - L_{obs} v(k).
\end{aligned}
\] (11)

\(D(k)\) is Schur stable and Metzler according to Assumption 4, \(\Phi(k), \varphi(k) \geq 0\) for all \(k \in \mathbb{Z}_{+}\) by (6) and Assumption 2, \(\varphi(k), \varphi(k) \geq 0\) for all \(k \in \mathbb{Z}_{+}\) by Assumptions 1, 3 and \(L_{obs} \leq |L_{obs}|\). \(\bar{e}(0) = \bar{x}(0) - x(0) \geq 0\) and \(\bar{e}(0) = x(0) - \bar{x}(0) \geq 0\) by construction. Thus, according to monotone system theory
the variables \( \bar{e}(k) \geq 0 \), \( e(k) \geq 0 \) for all \( k \in Z_+ \). Since all the inputs of \( \bar{e}(k) \) and \( e(k) \) are bounded, \( \bar{D}(k) \) is Schur stable by Assumption 4, thus \( \bar{e}(k) \), \( e(k) \in L^n_{\infty} \) and from boundedness of \( x(k) \), we get \( \bar{x}(k), \underline{x}(k) \in L^n_{\infty} \). That implies,

\[
\bar{e}(k) = \bar{x}(k) - x(k) \geq 0, \\
e(k) = x(k) - \underline{x}(k) \geq 0,
\]

for all \( k \in Z_+ \).

Therefore, we can write that the bounds of state \( x(k) \) in (8) are bounded

\[
\underline{x}(k) \leq x(k) \leq \bar{x}(k),
\]

This completes the proof.

Note that the matrix of interval estimation error dynamics must be positive in order to design interval observer. This means that the matrix \( D(k) = A(k) - L_{obs}C(k) \) must satisfy Assumption 4, which is not always possible. This drawback can be overcome by means of similarity transformation of coordinates, \( z(k) = N x(k) \), where \( N \) is a non-singular transformation matrix. If there exists a matrix \( L_{obs} \in R^{n \times p} \) such that \( D(k) = A(k) - L_{obs}C(k) \) is Schur stable, then it is usually possible to find a non-singular transformation matrix \( N \), such that the matrix \( N(A(k) - L_{obs}C(k)) N^{-1} \) is Schur stable and Metzler (non-negative). The transformation matrix \( N \) can be found using Procedure 1 of [31]. Then, Assumption 4 can be relaxed as:

**Assumption 5** There exists a matrix function \( L_{obs} : R \rightarrow R^{n \times p} \) such that the matrix \( D(k) = A(k) - L_{obs}C(k) \) is Schur stable.

Using similarity transformation of coordinates Assumption 5 relaxes Assumption 4, thus the only requirement for the matrix \( D(k) = A(k) - L_{obs}C(k) \) is to be Schur stable. So if \( D(k) = A(k) - L_{obs}C(k) \) is Schur stable then \( N(A(k) - L_{obs}C(k)) N^{-1} \) is Schur stable as well as Metzler.

After similarity transformation of coordinates, the system (4) takes the form

\[
\begin{aligned}
z(k + 1) &= NA(k)N^{-1}z(k) + \sum_{i=1}^{k} N\delta_iA_i(k)N^{-1}z(k) + Nb(k), \\
y(k) &= C(k)N^{-1}z(k) + v(k)
\end{aligned}
\]

which is a positive representation of (4) provided that \( \sum_{i=1}^{k} N\delta_iA_i(k)N^{-1} \geq 0 \) and \( Nb(k) \geq 0 \). The observer takes the form similar to (7) in the new coordinates as:

\[
\begin{aligned}
z(k + 1) &= M(k)z(k) + \sum_{i=1}^{k} \Gamma_i(z(k)) + \beta(k) + G(k)(y(k) - v(k)), \\
y(k) &= C(k)N^{-1}z(k) + v(k),
\end{aligned}
\]
where
\[ M(k) = SD(k)S^{-1}, \]
\[
\sum_{i=1}^{k} \overline{\gamma}_i(z(k)) = \sum_{i=0}^{k} S\delta_i A_i(k)S^{-1}z(k),
\]
\[ \beta(k) = Sb(k), \quad G(k) = SL_{obs}. \]

The interval state estimator for the system (12) in new coordinates similar to (8) is
\[
\begin{cases}
\bar{z}(k+1) = M(k)\bar{z}(k) + \sum_{i=1}^{k} \overline{\gamma}_i(\bar{z}(k), z(k)) + \overline{\beta}(k) + G(k)y(k) + \overline{G}(k)V,
\end{cases}
\]
\[ \begin{aligned}
\bar{z}(k+1) &= M(k)\bar{z}(k) + \sum_{i=1}^{k} \overline{\gamma}_i(\bar{z}(k), z(k)) + \overline{\beta}(k) + G(k)y(k) - \overline{G}(k)V,
\end{aligned} \tag{14} \]

where
\[
\begin{cases}
\overline{\beta}(k) = S^+\overline{b}(k) - S^-\overline{b}(k),
\overline{\beta}(k) = S^+\underline{b}(k) - S^-\underline{b}(k),
\end{cases} \tag{15}
\]
\[ \overline{G}(k) = (G^+(k) + G^-(k))E_{p\times 1}, \tag{16} \]
\[
\begin{cases}
\overline{\gamma}_i(\bar{z}(k), z(k)) = \Theta^+_{i}(k)\bar{z}^+(k) - \Theta^-_{i}(k)\bar{z}^-(k) - \Theta^-_{i}(k)z^+(k)
+ \Theta^+_{i}(k)z^-(k),
\overline{\gamma}_i(\bar{z}(k), z(k)) = \Theta^+_{i}(k)\bar{z}^+(k) - \Theta^-_{i}(k)\bar{z}^-(k) - \Theta^-_{i}(k)z^+(k)
+ \Theta^+_{i}(k)z^-(k),
\end{cases} \tag{17}
\]
\[
\begin{cases}
\Theta_i = (S^{-1})^+(S^{+}\delta_i A_i(k) - S^{-}\delta_i A_i(k)) - (S^{-1})^- (S^{+}\delta_i A_i(k)
- S^{-}\delta_i A_i(k)),
\Theta_i = (S^{-1})^+(S^{+}\delta_i A_i(k) - S^{-}\delta_i A_i(k)) - (S^{-1})^- (S^{+}\delta_i A_i(k)
- S^{-}\delta_i A_i(k)),
\end{cases} \tag{18}
\]

According to Lemmas 1 and 2,
\[
S^+\underline{b}(k) - S^-\overline{b}(k) = \underline{\beta}(k) \leq \beta(k) \leq \overline{\beta}(k) = S^+\underline{b}(k) - S^-\overline{b}(k), \tag{19}
\]
\[ \bar{\gamma}_i(\bar{z}(k), z(k)) \leq \gamma_i(z(k)) \leq \bar{\gamma}_i(\bar{z}(k), z(k)). \tag{20} \]
Theorem 2 Let Assumptions 1–3, 5 be satisfied and there exists an observer gain $L_{obs}$ and a non-singular transformation matrix $\mathbf{N}$ such that the matrix $M(k) = \mathbf{N}(A(k) - L_{obs}C(k))\mathbf{N}^{-1}$ is Schur stable and Metzler with the initial condition satisfying

$$z(0) \leq \bar{z}(0),$$

and

$$\bar{z}(0) = \mathbf{N}^+ \bar{x}(0) - \mathbf{N}^- x(0),$$

$$\bar{z}(0) = \mathbf{N}^+ \bar{x}(0) - \mathbf{N}^- x(0),$$

Then the relationships between solutions of the systems (12) and (14) are obtained as

$$\underline{z}(k) \leq z(k) \leq \bar{z}(k),$$

for all $k \geq 0$ and (14) is an interval state estimator for the system (4) with new variable $\tilde{z}(k) = \mathbf{N}\tilde{x}(k)$ and

$$\underline{x}(k) \leq x(k) \leq \bar{x}(k).$$

Proof. Consider the upper bound of the estimation error dynamics

$$\begin{align*}
\bar{e}(k+1) &= \bar{z}(k+1) - z(k+1), \\
\underline{e}(k+1) &= M(k)\bar{e}(k) + \bar{\psi}(k) + \bar{\vartheta}(k),
\end{align*}$$

where

$$\begin{align*}
\bar{\psi}(k) &= \sum_{i=1}^{k} (\Upsilon_i(\bar{z}(k), z(k)) - \Upsilon_i(z(k))), \\
\bar{\vartheta}(k) &= \bar{\beta}(k) - \beta(k) + G(k)\nu(k) + G(k)v(k),
\end{align*}$$

(22)

$M(k)$ is Metzler by construction, $\bar{\psi}(k) \geq 0$ for all $k \in \mathbb{Z}_+$ using (20) and $\bar{\vartheta}(k) \geq 0$ for all $k \in \mathbb{Z}_+$ by (16), (19) and Assumption 1.

Then, according to monotone system theory [21], we obtained the following results

$$\bar{e}(k) = \bar{z}(k) - z(k) \geq 0.$$ (23)

Since $M(k)$ is Schur stable and Metzler by construction and all the inputs of $\bar{e}(k)$ are bounded, so $\bar{e}(k) \in L^\infty_\infty$ and then from $x(k) \in L^\infty_\infty$, we have $z(k) \in L^\infty_\infty$, and thus boundedness of $\bar{z}(k)$ is verified.

The lower bound of the estimation error dynamics can be proved by similar arguments.

$$\underline{e}(k) = z(k) - \underline{z}(k) \geq 0.$$ (24)
Then from (23) and (24), we deduce that $z(k)$ is bounded

$$
\underline{z}(k) \leq z(k) \leq \bar{z}(k),
$$

(25)

for all $k \in \mathbb{Z}_+$. 

If Assumption 5 is satisfied and $M(k)$ is Metzler, then the system (14) is stable and bounded interval state estimator for (4). Thus, by means of transformation of coordinates

$$
x(k) = \mathbf{N}^{-1} \bar{z}(k),
$$

(26)

using (5) and (25), we get

$$(\mathbf{N}^{-1})^+ \underline{z}(k) - (\mathbf{N}^{-1})^- \bar{z}(k) \leq \mathbf{N}^{-1} z(k) \leq (\mathbf{N}^{-1})^+ \bar{z}(k) - (\mathbf{N}^{-1})^- \underline{z}(k),$$

which implies

$$
\begin{cases}
\bar{x}(k) = (\mathbf{N}^{-1})^+ \bar{z}(k) - (\mathbf{N}^{-1})^- \underline{z}(k), \\
\underline{x}(k) = (\mathbf{N}^{-1})^+ \underline{z}(k) - (\mathbf{N}^{-1})^- \bar{z}(k).
\end{cases}
$$

(27)

From (26) and (27), we deduce that

$$
\underline{x}(k) \leq x(k) \leq \bar{x}(k),
$$

for all $k \geq 0$.

This completes the proof for Theorem 2. \hfill \Box

5. Numerical examples

To illustrate the proposed interval state estimator technique two examples are given below.

5.1. Time-varying discrete-time system with components faults and uncertainties

Consider a second-order linear time-varying discrete-time system (4) with the following system matrices

$$
A(\delta, k) = \begin{bmatrix}
0.4 - 0.3 \sin(0.1k) + 0.5 \sin(0.6k) \delta_1 & 0.6 + 0.3 \cos(0.3k) \delta_2 \\
0.1 & 0.6 - 0.2 \cos(0.1k) + 0.1 \delta_1
\end{bmatrix},
$$

using (2),

$$
A(k) = \begin{bmatrix}
0.4 - 0.3 \sin(0.1k) & 0.6 \\
0.1 & 0.6 - 0.2 \cos(0.1k)
\end{bmatrix},
$$

$$
A_1 = \begin{bmatrix}
0.5 \sin(0.6k) & 0 \\
0 & 0.1
\end{bmatrix}, \\
A_2 = \begin{bmatrix}
0 & 0.3 \cos(0.3k) \\
0 & 0
\end{bmatrix}.
$$
$C = [0 \ 1]$ and the unknown but bounded external input $b(k) = \gamma(k) + \lambda(k)$, such that

\[
\gamma(k) = \begin{bmatrix} 0.5 \cos(0.1k) \\ 0.9 \end{bmatrix}, \quad \lambda(k) = d \times \begin{bmatrix} 0.9 \\ 0.6 \sin(0.1k) \end{bmatrix}, \quad d = 0.3,
\]

\[
\tilde{b}(k) = b(k) + d, \quad \overline{b}(k) = b(k) - d \quad \text{and} \quad v(k) = V \times \cos(0.5k) \quad \text{where} \quad V = 0.05
\]

represents the unknown but bounded input and noise respectively.

The unknown but bounded component fault parameter vector $\delta_i \leq i \leq \overline{\delta}_i$ is

\[
\begin{bmatrix} 0 & -0.2 \\ 0.5 & -0.1 \end{bmatrix} \leq \begin{bmatrix} 0 & 0.2 \sin(0.5k) \\ 0.5 & 0.1 \cos(0.1k) \end{bmatrix} \leq \begin{bmatrix} 0 & 0.2 \\ 0.5 & 0.1 \end{bmatrix}.
\]

For $L_{obs} = [0.5 \ 0.3]^T$, the matrix $D(k) = A(k) - L_{obs}C$ is Schur stable and nonnegative and all the conditions of Theorem 1 are valid. The results for the interval state estimator (8) are shown in Fig. 1 and Fig. 2, which indicate that the states of the system are always between the lower and upper bound of the interval estimator. Fig. 1 shows the interval state estimation for the given system without the component faults while Fig. 2 shows the interval state estimation for the same system with component faults and uncertainty, occurs at 100s.

Figure 1: Simulation results of the interval estimator for first example without component faults
5.2. Transformation of coordinates

Consider an LTV discrete-time system:

\[
\begin{cases}
    x(k+1) = A(k)x(k) + \sum_{i=1}^{2} \delta_i A_i(k)x(k) + b(k), \\
    y(k) = C(k)x(k) + v(k).
\end{cases}
\]

For which we have,

\[
A(\delta, k) = \begin{bmatrix}
-0.5 + 0.1 \sin(0.1k) + 0.9 \delta_1 & 0.7 \delta_2 \\
-0.1 - 0.1 \sin(0.1k) - 0.1 \cos(0.1k) \delta_1 & 0.2 \cos(0.5k) + 0.2 \sin(0.3k) \delta_2
\end{bmatrix},
\]

\[
A(k) = \begin{bmatrix}
-0.5 + 0.1 \sin(0.1k) & 0 \\
-0.1 - 0.1 \sin(0.1k) & 0.2 \cos(0.5k)
\end{bmatrix},
\]

\[
A_1 = \begin{bmatrix}
0.9 & 0 \\
-0.1 \cos(0.1k) & 0
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
0 & 0.7 \\
0 & 0.2 \sin(0.3k)
\end{bmatrix}, \quad C = [0 \ 1].
\]

It is clear that there is no \( L_{obs} \) such that the matrix \( D(k) = A(k) - L_{obs} C \) becomes Schur stable as well as nonnegative. For \( L_{obs} = [-0.50 \ 0.35]^T \) the
matrix \( D(k) = A(k) - L_{obs}C \) is Schur Stable, thus Assumption 5 is satisfied. Using Procedure 1 of [31], the non-singular transformation matrix is obtained as

\[
\mathbf{N} = \begin{bmatrix} 1.25 & -0.25 \\ -0.25 & 0.8 \end{bmatrix},
\]

such that the matrix \( M(k) = \mathbf{N}D(k)\mathbf{N}^{-1} \) becomes nonnegative.

The unknown input is

\[
b(k) = \gamma(k) + \lambda(k), \quad \gamma(k) = \begin{bmatrix} 0.5 \\ 0.9 \end{bmatrix}, \quad \lambda(k) = d \times \begin{bmatrix} 0.9 \\ 0.6 \sin(0.1k) \end{bmatrix}, \quad d = 0.05,
\]

where \( \bar{b}(k) = b(k) + d \) and \( \underline{b}(k) = b(k) - d \) represents the bounds of the external input, while the unknown and bounded noise is \( v(k) = V \times \sin(k) \), such that \( V = 0.1 \), the bounded fault parameter vector is

\[
\begin{bmatrix} 0 & -0.05 \\ 0.3 & -0.1 \end{bmatrix} \leq \delta = \begin{bmatrix} 0 & 0.05 - 0.1 \times \text{rand}(1) \\ 0.3 & 0.1 - 0.2 \times \text{rand}(1) \end{bmatrix} \leq \begin{bmatrix} 0 & 0.05 \\ 0.3 & 0.1 \end{bmatrix}.
\]

Thus all the conditions of the Theorem 2 are satisfied. The results of simulations for the interval state estimator obtained (14) are given in Fig. 3 and Fig. 4.
The results show that it is usually possible to design an interval state estimator for any system even though the matrix $D(k) = A(k) - L_{obs}C(k)$ is not Metzler using similarity transformation of coordinates. The only requirement for designing interval observer is that the matrix $D(k) = A(k) - L_{obs}C(k)$ must be Schur stable. The states of the system are always within the estimated bounds. Fig. 3 and Fig. 4 show the simulation results after transformation of coordinates for a system without and with component faults and uncertainty respectively. The component faults and uncertainty occurs in the system at 50s.

![Figure 3: Simulation results of second example after similarity transformation of coordinates without component faults](image1)

![Figure 4: Simulation results of second example after similarity transformation of coordinates with component faults](image2)

6. Conclusion

In this paper, an interval state estimator has been developed for LTV discrete-time systems subject to component faults and uncertainties. The aim is to find out two bounds for the real value of the state vector at each time instant that are consistent with the error bounds and also ensured the observer convergence. As compared to the previous design techniques for the LTV discrete-time systems, this paper proposes a simple and easy technique for such systems having component faults and uncertainty. First, with a gain satisfying the positivity of the observation error, an interval state estimator is proposed and then using similarity transformation of coordinates a stable LTV discrete-time system is transformed.
to a stable and cooperative LTV discrete-time system to make this technique applicable to a large class of LTV systems, and can be used in handling the effects of component faults in such systems. Two numerical examples show the efficiency of the proposed technique.
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