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D�r. Aleksandra Przegalinska explains why we �nd humanoid 
robots so creepy and considers whether watching machines play 
football is actually fun.

To Better 
Grasp  

Human Nature

ACADEMIA: What exactly is artificial 
intelligence?
ALEKSANDRA PRZEGALINSKA: That�s a good 
question, as it is still up for debate. Recently, Domini-
ka Maison published a report after having asked many 
experts to define AI � all the answers began with �it�s 
hard to say,� so there is something to it. I can tell you 
how I define AI. For me, it�s a discipline of knowledge, 
a field of R&D, that has been developing dynamically 
(albeit with periods of stagnation) since the ����s. It 
is an interdisciplinary umbrella, embracing at least 
several other sub-fields. Generally speaking, AI could 
be defined as a field in which we try to create artificial 
systems that can simulate human behavior, such as 
exhibiting intelligence, adapting to changing condi-
tions, and operating effectively in a changing world.

Some say that AI is about simulating human mental 
functions. In my opinion, that�s not the case. In a sim-
ulation, we pretend like there is something that in re-
ality is not there. When AI first came about, its first 
creator, a man named John McCarthy, said that AI 
is when machines perform an activity that we would 
consider to demonstrate intelligence if it were per-
formed by a human. If a system does the job as well 
as a human, that�s considered AI. This is a behavioral 
approach. I think that these days we�re not looking 
to pretend that something works like a human, but 
to actually try to recreate certain cognitive, mental 
functions of humans or intelligent living systems in 
artificial environments so that they can also act, adapt, 
and solve problems.

These are the general goals and assumptions of this 
field. Under that umbrella, the most important sub-
fields are machine learning, or the ability to process 
huge volumes of data, followed by machine vision, 

where an image is processed and the system is able to 
identify what is happening around it, such as seeing 
objects and people. The third most important sub-
field is natural language processing. This involves 
textual data being processed by various methods, but 
the main idea is to synthesize human speech so that 
it is understood and reproduced. In short, the goal 
is for these systems to work well operating not only 
with formal language, but with natural languages as 
well, such as Polish, English, or German. In addition 
to these main sub-fields, AI is also involved in some 
robotics, especially sensor technology, where a system 
adapts to its environment. Boston Dynamics [a lead-
ing American company specializing in engineering 
and robotics � editor�s note] creates systems that are 
able to deal with a changing environment, such as 
overcoming obstacles and standing stably on various 
surfaces. This is the part of robotics that is considered 
to involve artificial intelligence.

It’s interesting that you talk more about the 
capacity to adapt to the environment, not 
necessarily about simulating human traits.
Simulation is also important. For example, genetic 
algorithms simulate how a specific population func-
tions. Through such simulation we can demonstrate 
something that would be difficult to demonstrate in 
the physical world. It would be very difficult to create 
a real neural network able to process data efficiently, 
but such a network can be implemented as a computer 
simulation. But this is not simulation in the sense of 
pretending or cheating, but rather doing something 
in a virtual space when it cannot be done in physical 
space. That is different. When I talk about simula-
tion in a negative sense, I mean a simple system that 
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pretends to be something, but does so by means of 
simplistic tricks. This often happens in robotics, and 
for me this is not artificial intelligence, but simply 
pretending.

So, non-simplistic simulation of human behavior 
would involve AI being able not only to analyze 
large amounts of data, but also to make 
autonomous decisions, for example?
A good way to explain this difference is speech. The 
point is not to have a system capable of imitating the 
human voice, but of generating it, learning to speak. 
The point is to have a system that understands what 
we are saying at the semantic level, meaning it is able 
to map the meanings of words. It cannot simply be 
a box that processes phrases, tasked with forming 
a question from every declarative sentence. Such 
early bots did not understand content in language. 
They simply processed phrases, though they did so 
quite convincingly. Whatever was typed in, the sys-
tem would respond like a psychotherapist, turning the 
statement into a question. So if you typed in �I have 
a problem,� the system would ask: �You have a prob-
lem?� A therapist might do the same thing, but this 
does not involve understanding human statements 

or their content, just simple algorithmic operations. 
There are also many tricks to make it look like a sys-
tem is processing language, understanding the con-
tent, synthesizing human speech, when in fact that is 
not the case at all. This type of simulation was once 
legitimate, but these days it is no longer useful because 
we can do it in a much more comprehensive, sophis-
ticated, and complex way.

Is it possible for an AI to be empathetic during 
a conversation?
Not in terms of it actually feeling, but we can give it 
a sense of empathy. It is interesting that you ask about 
this, because DeepMind, which is a subsidiary of Goo-
gle (the same company that created AlphaGo Zero, 
which defeated a human in a game of go) announced 
that they would create something called ToMnet � the 
Theory of Mind Network. This is to be a network that 
develops the ability to attribute mental states to minds. 
When we enter into various interactions with each 
other, we are able to understand that the other per-
son, sending different messages, is experiencing cer-
tain emotional states, that there are intentions behind 
his or her words, etc. In philosophy, this is known 
as the �theory of mind.� However, I always thought 
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