Grid-tied converter operated under unbalanced and distorted grid voltage conditions
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Abstract. The paper presents a three-phase grid-tied converter operated under unbalanced and distorted grid voltage conditions, using a multi-oscillatory current controller to provide high quality phase currents. A distinctive feature of the proposed method is that the designer needs to define the required response and the disturbance characteristic, rather than usually unintuitive coefficients of controllers. Most common approach to tuning a state-feedback controller use linear-quadratic regulator (LQR) technique or pole-placement method. The tuning process for those methods usually comes down to guessing several parameters. For more complex systems including multi-oscillatory terms, control system tuning is unintuitive and cannot be effectively done by trial and error method. This paper proposes particle swarm optimization to find the optimal weights in a cost function for the LQR procedure. Complete settings for optimization procedure and numerical model are presented. Our goal here is to demonstrate a original design workflow. The proposed method has been verified in experimental study at a 10 kW laboratory setup.
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1. Introduction

Elimination of grid current distortion, understood as current unbalance and high content of higher harmonics, is a major area of interest in the field of control of power electronic converters operating under distorted voltage conditions [1–7]. Generally, the frequency spectrum of grid voltage disturbances is recognized. In three-phase three-wire systems, dominant higher harmonics appearing in grid voltage are 5th, 7th, 11th and 13th [4]. This regularity has consequences in the standards that define the maximum allowable percentage share of these harmonics in grid voltage [8]. Control systems of grid-tied converters are expected to provide a low content of higher current harmonics as well as reliable and safe operation in case of unbalanced and distorted grid voltage conditions. The recommendation regarding the quality of grid current is described in the IEC standards [9, 10].

Two main approaches to cope with periodic disturbances for grid connected converters include the concept of repetitive control or control structures with oscillatory terms (resonant controllers). Examples of implementation of the repetitive controller for AC/DC converters are presented in [11–13] and an attempt to compare these approaches is given in [6, 14]. A slightly different approach based on the virtual electromagnetic torque has been proposed in [15, 16]. Another one based on the model predictive control was shown in [17, 18].

Considering the fact that the number of dominant grid voltage harmonics is limited, it is convenient to create a disturbance model with oscillatory terms selected for given pulsations. The disturbance model applied in the controller structure allows to discard harmonics with the pulsation of selected oscillators. Usually, the range of higher harmonics compensation is limited to the 13th harmonic, due to the trade-off between computational complexity and the quality of the obtained current. For the state feedback control structure two analytical approaches, either pole placement [19–21] or LQR (linear quadratic regulator) [22, 23], are predominant. The pole placement method is labour intensive and does not take the control effort directly into account. Assurance of a proper and reasonable control signal is an additional burden for the designer. In contrast, LQR is an optimal multivariable feedback control approach that minimizes excursion in trajectories of state variables, at the same time securing minimum control effort. Thus LQR enhances stability performance and in comparison to the pole placement method, it requires less involvement of the designer [24]. The main concern is the parametric cost function of the LQR procedure. Two penalty matrices Q and R, to be selected by the designer, related to state variables and control signals respectively, are involved in the cost function. Iterative tuning of LQR by trial-and-error method is usually used [25]. The larger the number of state variables is, the more problematic the selection of Q and R matrices.

Many methods of selecting weighting matrices based on upper stage optimizers have been presented in literature to overcome the weighting matrices selection problem of a linear quadratic regulator. These methods include, i.e., ant colony optimization [26], artificial bee colony [27], and genetic algorithm
[28]. In the power electronics area, particle swarm optimization for a voltage-source inverter [29] and genetic algorithm for static synchronous compensator have been implemented [30]. These types of solutions have not been presented for grid connected converters. So far, there are no solutions introducing the cost function that do not require guessing of parameters.

In our previous publications the multi-oscillatory current controller applied for a grid-tied converter has been covered only in the basic approach [31]. The synthesis of the control system with linear-quadratic regulator have been presented for the case, in which selections of the $Q$ and $R$ matrix coefficients have been set by trial and error approach. Aforementioned strategy has been expanded with an supporting algorithm to limit the state signals of the current controller [32, 33]. Despite containing a phase lock loop (PLL) [41], this way, the current controller is equipped with oscillatory terms to obtain a nearly sinusoidal shape and balanced grid currents under unbalanced load [28]. In the power electronics area, particle swarm optimization has been identified as being robustness [37, 38].

In order to reduce the constant and sinusoidal component of the grid currents represented in the $d$–$q$ rotating frame results of the grid voltage considering harmonic distortion $h$ (Table). The orthogonal currents components $i_d$ and $i_q$ controlled by LQR are synchronized with the positive-sequence rotating reference frame with the frequency equal to the fundamental harmonic of the grid voltage. The orthogonal currents components $i_d$ and $i_q$ are related to the active and reactive power on the AC side respectively. The current controller is equipped with oscillatory terms to obtain a nearly sinusoidal shape and balanced grid currents under unbalanced and distorted grid voltage. In order to convert the control system from the continuous to the discrete domain, the Tustin approximation with pre-warping is used [42].

2. The control system

This study involves a three-phase three-level neutral point clamped grid-tied converter. The proposed control structure, presented in Fig. 1, is based on voltage oriented control [40].

The outer voltage control loop includes a proportional-integral (PI) controller. In order to ensure a maximum linear range a pulse width modulation with triple harmonic zero-sequence signal (TH-ZSS-PWM) is used. The scaling gains $k_i$ and $k_{di}$ are used to obtain a per-unit control system.

Control of phase currents is accomplished by controlling the current vector in the two rotating coordinates $d$, $q$. The current feedback signals are transformed to the synchronous frame using a phase lock loop (PLL) [41]. This way, the current components $i_d$ and $i_q$ controlled by LQR are synchronised with the positive-sequence rotating reference frame with the frequency equal to the fundamental harmonic of the grid voltage. In order to convert the control system from the continuous to the discrete domain, the Tustin approximation with pre-warping is used [42].

2.1. Linear-quadratic controller. For the purposes of a current controller design, $v_{DC}$ is assumed to be $V_{DC} = \text{const.}$ and the state-space model of the system is described in the rotating reference frame as follows [40, 43]:

$$\frac{d}{dt} x = Ax + Bu + Ev$$

$$y = Cx + Du$$

Fig. 1. Control scheme for a grid-tied converter
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The state equation for the augmented system in synchronous RRF is given as follows:

\[
\frac{dx}{dt} = A_{aug}x_{aug} + B_{aug}u + E_{aug}v, \tag{5}
\]

where

\[
A_{aug} = \begin{bmatrix}
A_0 & 0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} \\
A_{1(2)} & A_{2(2)} & 0_{4 \times 4} & 0_{4 \times 4} \\
A_{1(2)} & A_{2(2)} & 0_{4 \times 4} & A_{2(12)} \\
A_{1(2)} & 0_{4 \times 4} & 0_{4 \times 4} & A_{2(12)}
\end{bmatrix},
\]

\[
x_{aug} = \begin{bmatrix}
x_0 \\
r_{(2)} \\
r_{(6)} \\
r_{(12)}
\end{bmatrix},
\]

\[
B_{aug} = \begin{bmatrix}
0_{14 \times 2} \\
0_{14 \times 2} \\
0_{14 \times 2} \\
0_{14 \times 2}
\end{bmatrix},
\]

\[
E_{aug} = \begin{bmatrix}
E \\
0_{14 \times 2} \\
0_{14 \times 2} \\
0_{14 \times 2}
\end{bmatrix},
\]

\[
A_{1(h)} = -h\omega \begin{bmatrix}
0_{2 \times 2} \\
0_{2 \times 2} \\
I_{2 \times 2} \\
0_{2 \times 2}
\end{bmatrix},
\]

\[
A_{2(h)} = h\omega \begin{bmatrix}
0_{2 \times 2} \\
I_{2 \times 2} \\
0_{2 \times 2} \\
0_{2 \times 2}
\end{bmatrix}
\]

and

\[
x_0 = \begin{bmatrix}
\hat{p}_d \\
\hat{p}_q \\
P_d \\
P_q
\end{bmatrix}^T,
\]

\[
r_{(h)} = \begin{bmatrix}
\hat{r}_{(h)} \\
\hat{r}_{(h)} \\
\hat{r}_{(h)} \\
\hat{r}_{(h)}
\end{bmatrix}^T
\]

for \(h = \{2, 6, 12\}\). The subscript \(\text{aug}\) corresponds to matrices describing the augmented system.

In order to design the full state-feedback current controller the \texttt{lqrd} MATLAB®’s function is applied [45]. This function calculates the matrix \(K_{aug}\) for digital implementation where the
state-feedback law \( u(k) = -K_{\text{aug}}x_{\text{aug}}(k) \) minimizes the discrete cost function equivalent to the continuous one:

\[
J = \int_0^\infty \left( x_{\text{aug}}^T Q_{\text{aug}} x_{\text{aug}} + u^T R u \right) \, dt ,
\]

where \( Q_{\text{aug}} \) and \( R = \text{diag}([r,r]) \) are weighting matrices. Scaling of \( Q \) and \( R \) by the same factor does not change the extrema of the cost function. Thus, it is important to define \( Q \) matrix in relation to \( r \). As a consequence, in this study \( R \) is an identity matrix \( R = I \) and only \( Q \) is subjected to tuning problem.

It was assumed, that the same penalty weights are applied in both \( d \) and \( q \) axes of the current control structure. Accordingly, weighting matrices are presented as follows:

\[
Q_{\text{aug}} = \begin{bmatrix}
Q_0 & 0 & 0 & 0 \\
0 & Q_{r(2)} & 0 & 0 \\
0 & 0 & Q_{r(6)} & 0 \\
0 & 0 & 0 & Q_{r(12)}
\end{bmatrix}
\]

(7)

where \( Q_0 = \text{diag}([q,q,q,q]) \) and where \( Q_{r(h)} = \text{diag}\left( \left[ r_{1d}^{(h)} \, r_{1q}^{(h)} \, r_{2d}^{(h)} \, r_{2q}^{(h)} \right] \right) \) for \( h = \{2, 6, 12\} \).

The penalty weights are selected in the PSO procedure.

2.2. Particle swarm optimization. Particle swarm optimization is a metaheuristic gradientless method that employs a set of virtual particles, called a swarm, to find a solution. The particles are moving over a multidimensional space. The number of dimensions is defined by the number of parameters to be found. Thus, the particles’ coordinates in the search-space are a candidate solution of the optimization problem. In the case discussed in this paper, the resulting search space is five-dimensional according to (7), i.e. there is a need to determine values of the following parameters: \( q, q_p, q_{r1}^{(2)}, q_r^{(6)} \) and \( q_r^{(12)} \). However, in this study, the sought parameters \( p_i \) in the optimization process are the exponents of 10 rather than the direct values of \( Q_{\text{aug}} \) matrix entries. The selection of exponents facilitates the tuning process and it is a common approach for LQR [46, 47]. Thus, the \( Q_{\text{aug}} \) entries correspond to \( p_i \) as follows:

\[
q = 10^{p_1} , \quad q_p = 10^{p_2} , \quad q_r^{(2)} = 10^{p_3} , \quad q_r^{(6)} = 10^{p_4} , \quad q_r^{(12)} = 10^{p_5} .
\]

The initial positions of the particles are randomised (Fig. 3a). Then, in an iterative manner, all potential solutions determined by the current position of the particles are evaluated and next a new position of each particle is determined. The change in position over one iteration is velocity. Particle velocity in a given iteration is determined on the basis of its outgoing velocity and also on the basis of the so far best solutions found by a given particle and by all particles in the swarm. The rules for updating the swarm are described by the following equations:

\[
v_r^j(k + 1) = c_1 v_r^j(k) + c_2 r_1 \left( x_{r(\text{best})}^j - x_r^j(k) \right) + c_2 r_2 \left( x_{r(\text{best})}^j - x_r^j(k) \right),
\]

where \( v_r^j(k) \) and \( x_r^j(k) \) are respectively velocity and position in the \( j \)-th dimension of the search-space for the \( j \)-th particle in the \( k \)-th iteration. While \( x_{r(\text{best})}^j \) represents the best so far found solution of a given particle and \( j_{\text{best}} \) is the index of the global best particle, that is selected from the swarm after each iteration. Weights coefficients \( c_1, c_2, c_3 \) are constant and are called the inertia, cognitive and social coefficient, respectively. In this study, these coefficients were determined on the basis of the typical formula for PSO algorithms [48, 49] and are as follows: 0.73, 1.5 and 1.5. Variables \( r_1 \) and \( r_2 \) are random numbers with a uniform distribution in the range \((0, 1)\). The velocity component associated with the global best position in equation (8) causes the swarm to gradually converge around the found optimum. When a stopping condition is met, the optimization

![Fig. 3. Initial particles positions (a), positions after the 20th (b) and 100th (c) iteration](image_url)
is completed and the vector $x^\text{best}(k^\text{best})$ represents the final solution found by the swarm.

The diagram of the numerical model applied for the optimization is presented in Fig. 2. The crucial issue that influences the quality of the obtained results is the selection of an appropriate objective function and the test cycle in which this function is calculated. The conditions describing the test cycle are the disturbance and reference signals.

Considering the current control loop of the AC/DC converter, the disturbance is the grid voltage. The profile of the grid voltage in the rotating reference is presented in Fig. 4. A portion of the grid voltage waveform in the stationary reference frame is shown in Fig. 5. In the time intervals 0–0.1 s and 0.9–1.0 s three phase sinusoidal and symmetrical voltage is applied. In order to excite the oscillatory terms in the control structure higher voltage harmonics are included in voltage grid signals in the period 0.1–0.9 s. For the same purpose, voltage sag and voltage unbalance are incorporated in the periods 0.3–0.4 s and 0.7–0.8 s. The reference signals for the test cycle are presented in Fig. 6. The shape of the reference signal is obtained from a rectangular pulse generator and the first-order lag system connected in series. In that way the frequency bandwidth of the reference signal is limited. It corresponds with the dynamics of the reference signal in real system that is, in the presented control system, indirectly limited by DC-link capacitance.

![Image](Image 1)

Grid-tied converter operated under unbalanced and distorted grid voltage conditions

Of note here is that theoretically possible full access to $Q_{\text{dc}}$ by PSO means that the control effort is not taken into account. Because of unavoidable identification errors and measurement noise, the found solution may turn out to be unstable in a real system, if the control effort is neglected. It causes that some restrictions on the control signal in the dynamic state are required. It can be performed in many ways. In the study presented in [29] the penalty function has been added to the objective function. This method comes with a drawback, because the new element in performance index needs a subjective weight that has to be set by guessing and checking. In this study, the adjustment of reference signal has been proposed to penalize too aggressive control behaviour. The desired dynamic of the current control loop is directly defined by the reference signal in the test cycle and there is no need to use a combined performance index. The reference signals are shaped using the low-pass filter $\text{LPF}_{\text{ref}}$ as presented in Fig. 2. This filter is used only at the optimization stage. In the full control system, that is implemented in the converter platform, the reference current signal $i_{\text{ref}}$ is generated by the PI DC-link voltage controller.

It is important to identify delays in the current control loop. In this study it was done in accordance with [50], therefore the total delay time $T_{\text{total}}$ is as follows:

$$T_{\text{total}} = T_{\text{mc}} + T_{\text{PWM}} + T_{\text{aver}},$$

where $T_{\text{mc}}$ is the processing delay of microcontroller and equals switching period $T_s$, $T_{\text{PWM}} = 0.5T_s$ is the delay time associated with modulation technique, $T_{\text{aver}} = 0.5T_s$ is the time linked with additional averaging filter in the feedback loop. Thus, the total delay in the system is $2T_s$ and is modeled as $z^{-2}$ in the discrete time domain.

More details on $N$ calculation for current controller of grid-connected converter has been presented in our previous work [31].
Optimization is performed offline based on the numerical model in MATLAB environment. Because of using a parallel computing approach to run the optimization process [51], the number of particles was selected as a multiple of the number of CPU cores. In our study eight cores were used and the swarm consisted of 40 particles. The optimization process was stopped after 100 iterations and the course of the optimization processes is presented in Figs 3 to 6. Exemplary states illustrating the particles’ position in the search space are presented in Fig. 3. The red marker denotes the best position found so far. After 100 iterations (Fig. 3c) 90% of all particles are usually in a radius of 0.05 from the global best position, taking into account all dimensions of the search-space. The other particles, that are more distant from the best position, are not converging intensively because of a long distance between global best position and their personal best position. It should be noted that very high convergence of some particles does not affect the quality of the final solution. The change over iterations of the performance index $J_{pso}$ for the global best solution is presented in Fig. 8. The value of sought parameters proposed by the swarm after each iteration is presented in Fig. 9. Big changes from one iteration to the next iteration in the parameter value, which are not typical for gradient methods, are characteristic of PSO and result from a change of the particle that represents the global best solution. The improvement of the current response for the best so far found solution over the optimization progress is illustrated in Fig. 6 and Fig. 7. There is a clear trend of decreasing the higher harmonics content in line with optimization progress.

2.3. DC-link voltage controller The PI controller with the clamping anti–windup mechanism is used in the outer control loop in the d axis to control DC-link voltage. The notch filter (NF20) is used to attenuate interference of double grid frequency in case of operating under unbalanced grid voltage conditions. The central rejected frequency is 100 Hz. Due to the fact that the DC-link voltage signal has higher harmonics and measurement noise the low-pass filter (LPF) is used. The design of the voltage controller is performed after the completion of the current controller design. For the purpose of voltage controller design, the dynamic of the inner current control loop in the $d$ axis is approximated by the first order lag transfer function:

$$G_{\text{inner}} = \frac{1}{T_{\text{inners}} + 1}. \quad (12)$$

The transfer function of the controller is as follows:

$$G_{\text{PI}} = \frac{K_v (T_{\text{ref}} + 1)}{T_{\text{ref}} s}. \quad (13)$$

Based on the equation describing the dynamics of $v_{\text{DC}}$:

$$\frac{d}{dt} v_{\text{DC}} = \frac{1}{C_{\text{dc}}} \left(3 \frac{V_{\text{dc}}}{2} i_d - \frac{3}{2} i_q - i_{\text{load}} \right). \quad (14)$$

assuming $i_q = 0$ and the mentioned simplification of the current control loop, the voltage control loop is considered for the design purpose in the form presented in Fig. 10.

Using the symmetrical optimum method for the tuning of voltage controller, the parameters of the PI controller are expressed as follows [52]:

$$K_{rv} = \frac{2 C_{\text{dc}} V_{\text{dc}} k_{\text{dc}}}{3 \frac{V_{\text{dc}}}{V_{\text{r}}} \frac{k_v}{k_i}}, \quad (15)$$

$$T_{rv} = \alpha^2 \tau, \quad (16)$$

where $\tau = T_{\text{inners}} + T_{\text{filt}}$ and $\alpha = 2$. 

$$G_{\text{ref}} \quad G_{\text{inners}} \quad V_{\text{ref}} \quad \frac{V}{k_v} \quad i_d \quad i_{\text{load}}$$

$$\frac{1}{sT_{\text{inners}} + 1} \quad \frac{1}{sC_{\text{dc}}} \quad v_{\text{in}}^{\text{ref}} \quad v_{\text{in}} \quad k_v \quad V_{\text{dc}} \quad i_d$$

Fig. 10. Simplified control scheme for a grid-tied converter

**Fig. 7.** Zoom on the waveforms from Fig. 6 in the range from 0.19 s to 0.23 s

**Fig. 8.** Evolution of the performance index

**Fig. 9.** The best set of parameters $p_i$ found during the optimization process
3. Experimental study

The performance of the control system, designed using the proposed method for the grid-tied converter has been verified in experimental tests using 10 kW laboratory setup presented in Fig. 11. Parameters of the system are presented in Table 1. Physical experiment results presented in this section were recorded by oscilloscopes in digital form. In the laboratory setup two three-phase voltage source converters with common DC circuit have been used. The first one is operated as grid-side converter and the second one was used an active load. Both converters are controlled by a control board with TMS 320F28335 microcontroller. The calculations related to the implemented oscillatory terms for pulsations $2\omega, 6\omega, 12\omega$ take 2.1 µs. It implies the compensation of several harmonics is not an excessive computational burden for the converter operating with 10 kHz switching frequency and overall time available for calculation of 100 µs. The implementation details are presented in [6].

![Fig. 11. Laboratory setup](image)

### Table 1
Parameters of the experimental setup with the grid-tie converter

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{dc}$</td>
<td>700 V</td>
<td>Nominal DC–link voltage</td>
</tr>
<tr>
<td>V</td>
<td>400 V</td>
<td>Nominal input voltage RMS value</td>
</tr>
<tr>
<td>$\omega$</td>
<td>1000π s$^{-1}$</td>
<td>Nominal pulsatance of the input voltage</td>
</tr>
<tr>
<td>L</td>
<td>2 mH</td>
<td>Inductances of the input filter</td>
</tr>
<tr>
<td>R</td>
<td>0.2 Ω</td>
<td>Resistances of the input filter</td>
</tr>
<tr>
<td>C</td>
<td>1.5 mF</td>
<td>Capacitance of the DC–link capacitor</td>
</tr>
<tr>
<td>$P_n$</td>
<td>10 kW</td>
<td>Nominal power</td>
</tr>
<tr>
<td>$F_s$</td>
<td>10 kHz</td>
<td>Switching/sampling frequency</td>
</tr>
<tr>
<td>$k_{dc}$</td>
<td>1/700</td>
<td>DC–link voltage scaling factor</td>
</tr>
<tr>
<td>$k_i$</td>
<td>1/20.5</td>
<td>Current scaling factor</td>
</tr>
</tbody>
</table>

To highlight the contribution of oscillatory terms, first, the results for the control structure without oscillatory terms are presented in Fig. 12. The design and the optimization process were performed analogously to the procedure presented in previous sections, with the difference that the augmentation contains only integral terms. This result expressly shows how asymmetry and higher harmonics components of grid voltage affect grid current. The voltage higher harmonics contribution is as follows: 5th – 4%, 7th – 1.6%, 11th – 1%, 13th – 0.5% and the current harmonics contribution is 9.7%, 4.8%, 3.2%, 1.9% respectively. The obtained results explain the motivation to expand the control structure by oscillatory terms. The mathematical justification for such a decision results from the internal model principle.

![Fig. 12. Operation of the grid converter without oscillatory terms under asymmetrical and distorted voltage condition](image)

The next presented results concern the described control structure with the oscillatory terms (Fig. 1). Fig. 13 presents operation under the distorted voltage condition for a suddenly change of the load. In the period from 0.013 s to 0.137 s the nominal load was applied to the DC side. THD of the grid voltage is 8%. In the steady state under the load condition, the THD of the grid current is 2%. This case shows the performance of the control structure in terms of output voltage stabilization and providing the sinusoidal grid current.

The response of the system to load changes has meet our expectations. However, in this case, due to the dynamics of voltage changes in the DC circuit, even step changes of load current are unable to greatly actuate the current controller in the range of higher frequencies. In the next tests, a change of grid voltage distortion was applied. Figs 14 and 15 show the transient states after a sudden increase and decrease of higher harmonics content in the grid voltage. The presented results demonstrate that the system is working properly and also handles disturbances that affect the current controller in the range of high frequencies. The rejection higher harmonics takes place ca. 1.5 of the period after the change.

In the next case (Fig. 16), apart from distortion of grid voltage, dynamic asymmetric voltage dip was applied. In the period from 0.05 s to 0.24 s, there is a voltage dip with a 15% share of the negative sequence component resulting in grid voltage asymmetry. The Fourier spectrum of grid voltages and currents for steady state during the asymmetrical dip is shown in Fig. 17.
This case shows the ability of the presented control structure to provide symmetrical currents with a low content of higher harmonic under conditions of voltage distortion and asymmetry. Moreover, the analysis of the transient states (Fig. 16) has been addressed and the results should be assessed as in line with expectations. In the vicinity of 0.25 s, in addition to the temporary saturation of oscillatory terms in the current controller structure. Such a state does not cause any malfunction and the system returns freely to normal operation.

4. Summary

This paper has investigated the LQR-based control system for the grid-tied converter. It has been demonstrated that the selection of weighting matrices in LQR can be effectively done using particle swarm optimization. The selection of weighting entries directly by the designer might be very onerous, especially for systems with a large number of state variables. The automated method presented in this study allows to deal with this problem in an accessible way. The original pattern of the optimization configuration including selection of i.a. the cost function, the search-space domain, the numerical model and the test cycle is proposed. The developed test cycle is takes into account all crucial types of disturbances as voltage unbalance, higher harmonics and voltage dip. The experimental study has been conducted.
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