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The initial transient of an organ pipe is known to be of great influence to the perceived sound quality. At the same time, the unsteady process of the tone onset is essentially nonlinear and lacks exact repeatability, so the search for a robust descriptor is in place. Initial transients were recorded using an adjustable flue organ pipe. The blowing pressure and cut-up height were varied. Prony’s method was employed to analyze the results. Utilizing the Principal Component Analysis (PCA) on the standardized exponential model coefficients, it was shown that the transients are well described by just one scalar parameter. Its value is predominantly dependent on the number of important Prony’s components taking part in the transient process (i.e., the overall complexity of the transient signal). A strong correlation was found between the PCA component and the Strouhal number inverse.
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1. Introduction

The initial transient of a flue organ pipe is known to be an essential source of tone quality differences, which makes it a subject of high relevance for research. Despite this fact, our knowledge of the process (in acoustical theory as well as the signal processing analysis) could be more profound and even establishing of a rough rule of thumb would be appreciated in organ building and pipe voicing applications. A nontrivial mixture of turbulence-induced noise, a build-up of future steady-state harmonics and tones supported by direct hydrodynamic feedback (whistle tones, mouth tones, aeolian tones, edge tones among other names) should be expected (Fabre, 2016; Außerlechner et al., 2009).

State of the art aeroacoustics of fluid-structure interactions is unable to analytically predict the transient features, at least not unless substantial simplifications (Fabre, 2016). Experimental approaches employing the Particle Image Velocimetry or similar techniques (Yoshikawa et al., 2012; Mickiewicz, 2015; Hruška, Dlask, 2017; 2019) show important connections between the pipe hydrodynamics and sound features but their description gives only rough outlines of the sounding far-field spectrum, not to mention that there is only a very limited amount of observations during the transient (Verge et al., 1994; Yoshikawa, 2000). The Direct Numerical Simulations (Miyamoto et al., 2013; Yokoyama et al., 2015) are of growing importance, but since the computations are very costly even with the Large Eddy Simulation, it is not a method of wide practical use so far. The lumped-element models usually assume a steady-state operation in order to introduce a stable feedback loop (Dequand et al., 2003; Fabre, Hirschberg, 2000). Some interesting results were brought by making use of the nonlinear dynamical systems theory (e.g., (Fischer et al., 2016)), including the classical work on the flue organ pipe transient by Fletcher (1976).

This work focuses on the experimental approach and its signal processing connotations. A good deal of work has been done on the subject (Rioux, 2000; 2001; Angster, Miklós, 2000; Angster et al., 2012; Taesch et al., 2004; Nolle, Finch, 1992; Kob, 2010) using conventional frequency domain approach to isolate typical sound features. However, the spectral description making use of spectrograms have a major drawback. Its outcome is highly dependent on the algorithm parameters (such as the window length gov-
ering the time/frequency resolution). We are introducing a more holistic approach allowing for simple and efficient parameter count reduction based on the Prony’s method. The method has been introduced to the field of music acoustics before (cf. Matrix-Pencil and ESPRIT algorithms as well), especially in the physically quite different context of idiophones and string vibrations (Laroche, 1993; Carrou et al., 2009; Boutillon, David, 2002; Thomas et al., 2003; Chaigne, Lambourg, 2001; Taillard et al., 2018). Nevertheless, its application in the time-domain analysis of an aerophone signal, as presented below, is original.

The paper is organized as follows. First, the Prony’s method (cf. Marple, 1987) is reviewed, the transient detection procedure introduced (Sec. 2) and the measurement setup defined (Sec. 2). The results (Sec. 4) show the outcome of Prony’s method, along with some necessary restrictions arising from the decomposition quality. Finally, the discussion and some conclusions are given (Secs 5 and 6).

2. Methods

2.1. The Prony’s method

The Prony’s method decomposes a signal consisting of $N$ samples $x = \{x_0, x_1, \ldots, x_{N-1}\}$ into a sum of complex exponentials (Marple, 1987). More precisely, it fits following exponential model in a least squares sense

$$\mathcal{T}_n = \sum_{k=1}^{p} A_k e^{(\alpha_k+i2\pi f_k)T} = \sum_{k=1}^{p} h_k z_k^{-n-1},$$

where $h_k \equiv A_k e^{i\phi_k}$ and $z_k \equiv e^{(\alpha_k+i2\pi f_k)T}$. $A_k$, $\alpha_k$, $f_k$, $\phi_k$ are the amplitude, damping coefficient, frequency and initial phase of the $k$-th mode respectively. An inverse of $T$ is the sampling frequency. The value of $p$ is the polynomial order of linear prediction used in the method (see below). It is defined as 11/12 of maximal order, which is given as half of the signal length (in samples).

A sequence of three steps is usually described when the method is introduced. First, the linear prediction model is computed

$$[x_p] = [x_{p-1} \ x_{p-2} \ \cdots \ x_0] \ [a_1 \ a_2 \ \cdots \ a_p]^T,$$

where $a$ is the parameter vector and the matrix is of Toeplitz type. The Eq (2) is solved for $\hat{a}$ using the Moore-Penrose matrix pseudo-inverse (for a matrix $B$, the pseudo-inverse $B^+$ is given as $B^+ \equiv (B^H B)^{-1} B^H$, where $(\ )^H$ denotes the Hermitian transpose).

In the second step, the values of $z$ are obtained as the roots of the characteristic polynomial

$$z^p - (a_1 z^{p-1} + a_2 z^{p-2} + \ldots + a_p z^0) = 0.$$  (3)

The roots $z$ are discrete-time $Z$-domain approximations of continuous-time eigenvalues. The damping ratio $\alpha_k$ and frequency $f_k$ are then calculated as

$$\alpha_k = \frac{1}{T} \ln |z_k|,$$

$$f_k = \tan^{-1} \frac{\Re(z_k)}{\Im(z_k)}.$$  (5)

The last step consists of modal amplitudes and initial phases computation using a linear regression model

$$[x_0] = [1 \ 1 \ \cdots \ 1] [h_1]$$

$$[x_1] = [z_1^1 \ z_1^2 \ \cdots \ z_1^p] [h_2]$$

$$\vdots$$

$$[x_{N-1}] = [z_1^{N-1} \ z_2^{N-1} \ \cdots \ z_p^{N-1}] [h_p],$$

where the matrix is of Vandermonde type. The $\hat{h}$ is again obtained by matrix pseudo-inverse and consequently the amplitudes and phases are calculated:

$$A_k = |h_k|,$$

$$f_k = \tan^{-1} \frac{\Re(h_k)}{\Im(h_k)}.$$  (8)

Since the Prony’s method on high-resolution signals is computationally very costly, the signals were down-sampled before the computation. The downsampling took place after the zero-phase anti-aliasing lowpass Butterworth filter had been applied.

The performance of the algorithm is better when the decomposed signals have not the initial amplitudes close to zero (i.e., when the signal is fading out, not building up). Therefore the initial transients were decomposed in reversed time. Note that it does not influence the interpretation of the results given below in any manner.

The algorithm was implemented in GNU Octave using its built-in functions (pinv, roots, butter etc.).

2.2. Transient detection

In experimental practice, there is no possibility of obtaining a perfect steady-state of the sound signal and consequently distinguish the transient part as a remainder. We shall come up with an appropriate way of the transient detection that is close enough to the abstract ideal case and make use of it despite inevitable imperfections.

We suppose that our signals are long enough to reach the steady-state in the first place. The recording
started at the keystroke and lasts over 0.5 s. Since the periodicity is one of the essential traits of the steady-state, we begin with it. By means of autocorrelation, we obtain the duration of one period and divide the whole signal into parts of its length. Next, we calculate the fast Fourier transform (FFT) of each part and focus on the first three coefficients (i.e., the first three harmonics, because the FFT window is of exactly one period in length).

We assume that the last quarter of the signal (ca. 0.4 s after the keystroke) is steady-state. Hence, we have the steady values of the first three harmonics. However, the “steady-state” exhibits non-negligible fluctuations in many voicing setups. We adjust our definition accordingly. The signal is investigated backward, i.e., starting in the assumed steady-state and receding to the presumed transient. We define that the signal segment is not of the steady-state any more if any of the three harmonics reach a value that is not within 6 standard deviations \( \sigma \) of its steady-state value.

On the other hand, a starting point of the transient is much easier to be found. We define that the signal segment is already a sound signal of interest if its power is at least 0.1% of the mean steady-state period power.

The introduced method is summarized in Fig. 1 and an example is depicted in Fig. 2.

Fig. 1. Block diagram of the transient detection procedure.

Fig. 2. Example of the transient detection procedure. Top: the analysed signal, bottom: the values of the three harmonics amplitudes (1st – blue, 2nd – green, 3rd – red). In the background the timespan of the transient is marked.

3. Measurement

A rectangular plexiglass open flue organ pipe of fundamental frequency 207 Hz was used for measurements (Fig. 4). The cut-up height \( W \) was adjustable by shifting the languid (or “the block” in rectangular organ pipes) and ranged from 9 to 26 mm during the experiment (Fig. 3). The organ pipe was attached

Fig. 3. Drawing of the adjustable flue organ pipe.

The values are in millimeters.
to a small laboratory windchest with a curtain valve mechanism to maintain a constant blowing pressure. Since the pressure control screw was placed at the foot entrance, the actual blowing pressure inside the foot was measured above it. The foot (over-)pressure $p_f$ ranged from 35 to 150 Pa, and it was used to assess the jet velocity $U_{jet}$ according to the Bernoulli’s formula given that the air velocity just above the screw is small compared to the flue velocity

$$U_{jet} = \sqrt{\frac{2p_f}{\rho_0}},$$

where $\rho_0$ denotes the ambient air density.

The set-up labeled by the organ-builder as the pipe optimum (based on his craftsman experience and sensation) was $W = 18$ mm, $p_f = 86$ Pa. The flue width $h$ was 1.35 mm, which gives an estimate of the Reynolds number $Re = U_{jet}h/\nu$ between 800 and 1700 ($\nu$ denotes the kinematic viscosity of air). The $W/h$ ratio was approximately 8–19.

Sound recordings took place in an anechoic chamber. Five takes were recorded and further treated by the $W-p_f$ setup (in order to assess the uncertainty given by the bad repeatability). There was at least 10 s break between the takes to assure that the inertial effects inside the pipe ceased. The microphone was placed 2 m from the pipe axis. The original 192 kHz sampling rate was downscaled to 12 kHz for the Prony’s method computation.

4. Results

The transient signals were described by the three most important Prony’s components (i.e., 3 pairs of components with the complex argument of the exponent). A simple rule assessed the component importance: the most important mode minimizes the power of the residual signal (the Prony’s component subtracted from the original signal), the second one minimizes this residuum in the same manner and so on. The fit was deemed satisfactory if the three components contain over 80% of the transient signal power. The relative powers of the residual signals left were recorded for each component. For the reader’s convenience, further treatment is summarized in a block diagram in Fig. 5.

![Fig. 5. Block diagram summarizing the treatment of the results.](image)

The previous steps result in a representation of a transient signal with a vector consisting of 3 component frequencies, 3 component damping factors, 3 residual signal powers and a ratio of the total power of the signal and its length was added as the 13th component. Subsequently, all the vector components were standardized over all recordings (i.e., the mean value of component was subtracted, and then all matching components were divided by their standard deviation).

So far, the information from each of the recordings was reduced to 13 vector components. The number of necessary parameters was further diminished by principal component analysis (PCA). As it is shown in Fig. 6, there is only one important mode explaining almost 30% of the variance.

The 1st PCA component score turned out to be represented by the overall complexity of the transient. Signals consisting of one characteristic frequency, a slow gradual attack leading directly to the steady-
Fig. 6. Variance explained by the principal components.

state and with an abrupt fall of the residual power after just one or two Prony’s components exhibit low values of the component score. On the other hand, signals of complicated attack, high frequency diversity, and several almost equally important Prony’s components are labeled with high values of the 1st PCA component. For a better illustration, three characteristic signals, along with their Prony’s components, are shown in Fig. 7. The first example on the left (low score) has the frequencies of all components in the vicinity of the 1st harmonic, and the 3rd Prony’s component is already quite weak. On the other hand, the third example (high score) has all components of significant importance, and the first two have frequencies at the 2nd harmonic.

A significant correlation (0.79, p-value 0 to the machine precision) was found between the 1st PCA parameter and the Strouhal number inverse \( \frac{1}{Sr} \) defined as

\[
\frac{1}{Sr} = \frac{U_{jet}}{fW} = \frac{1}{fW} \sqrt{\frac{2p_f}{\rho_0}},
\]

where \( f \) denotes the pipe (acoustical) fundamental frequency \( f = 207 \) Hz.

It implicates that simple and smooth attack transient signals should be expected for the pipe and wind-chest setups leading to high Strouhal numbers (i.e., high cut-up and low blowing pressure) and conversely

Fig. 7. Three examples corresponding to the low (left), middle (middle) and high (right) values of the 1st PCA component. In the last row the original signal (red) and sum of the 3 Prony’s components (blue, dashed) is shown. The corresponding Prony’s components are depicted in columns above (the most important in the first row and then in descending order). The cut-up height \( W \) and the foot pressure \( p_f \) were 17 mm – 36 Pa (left column), 18 mm – 101 Pa (middle column), 11 mm – 151 Pa (right column) [color online].
for small cut-ups and strong airflow. See the 1st PCA component score plotted against the 1/Sr in Fig. 8. Note, however, that very simple transient might not be the goal from the musical point of view. The dependence of the key features of the organ pipe sound on the Strouhal number is in accordance with the previous research on the internal amplitude of the acoustic field (VERGE et al., 1997).

Fig. 8. The 1st PCA component score of the 411 transients plotted against the 1/Sr. A linear fit is indicated by the dashed line.

Although the 1st PCA component explains only 28% of the variance, the coefficient 1/Sr is probably the only one robust descriptor connecting the initial transient quality with the pipe set up. Note that the 1st component explains twice the variance compared to the 2nd one and the variance explained by the components apart from the 1st converges almost uniformly. The 2nd PCA component is primarily responsible for the total power in the signal, but it is only weakly correlated (0.48) with the foot pressure. No other significant correlations were found among the remaining PCA components, even for basic nonlinear combinations of the voicing parameters. It might suggest that these modes decompose only a non-deterministic content of the total variance. Finally, given the well-known bad repeatability of the transients, the component explaining more than a quarter of the overall variance should not be deemed weak.

5. Discussion

The main goal of the following paragraphs is an estimation of effects due to the treatment parameters. Since the mouth area was varied during the experiment, the length corrections might have been taken into account (cf. (FLETCHER, ROSSING, 1998)). However, their introduction changes neither the correlation values nor the interpretation of the results. If four or five Prony’s components are used instead of three, the correlation coefficient of the 1st PCA component varies ± 0.03, and again, the interpretation remains unchanged.

The recordings took place not far from the pipe (2 m). Therefore the role of interference due to the mouth and the open end radiation cannot be excluded (cf. e.g., (FABRE, 2016)). Such issues are inevitable due to limited space in the anechoic chamber: it is not possible to reach the far-field of the quasi-dipole with 0.7 m separation of sources. In order to assess the influence of interference, the same procedure has been applied to smaller amounts of signals in different directions. Although the specific corresponding signals are obviously not identical, the overall trend and its implications stay the same.

The initial phases of the three most important Prony’s components were not included in the analysis above as they had very little effect on the results. There was not any trend found among them.

The differences in the foot pressure build-up among the same voicing setups was measured. The magnitude of the differences was under 1% of the overpressure value.

There is no practical possibility of making the input parameters range denser or wider. The pipe failed to play or started to overblow for pressures and cut-up heights outside the presented matrix. The accuracy of the windchest pressure or cut-up heights cannot be assured for finer steps (e.g., cut-up height steps smaller than 1 mm). In other words, the correlations would be highly polluted by the input parameters uncertainties.

Naturally, from the introduced approach, any details of pipe mouth fluid dynamics cannot be directly assessed.

When more voicing parameters are varied (e.g., the flue width) the 1/Sr might not be the only descriptor needed.

Errors of the Prony’s method due to outliers or non-gaussian noise were not observed so far. The conventional Prony’s method was sufficient for the task (see, e.g., (NETTO, MILLI, 2017) for further discussion).

6. Conclusions

Prony’s method has been used as a tool for the flue organ pipe transient analysis. By investigation of attack transients of different setups (cut-up height and blowing pressure), the robust descriptor of the waveform has been found, namely the quantity 1/Sr. The main differences among studied signals have been found in the overall complexity of the waveform – the number of important Prony’s components taking part and variety of strong frequencies occurring during the transient (see Fig. 7).
The future research should focus on more sophisticated criteria based on which the important Prony’s modes are chosen (Aguirre, 1993; Reynders et al., 2012). The other logical direction is the generalization of the introduced $p_f - W$ parameter plane by more voicing parameters.
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