Enhancement of COVID-19 symptom-based screening with quality-based classifier optimisation
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Abstract.
Efforts of the scientific community led to the development of multiple screening approaches for COVID-19 that rely on machine learning methods. However, there is a lack of works showing how to tune the classification models used for such a task and what the tuning effect is in terms of various classification quality measures. Understanding the impact of classifier tuning on the results obtained will allow the users to apply the provided tools consciously. Therefore, using a given screening test they will be able to choose the threshold value characterising the classifier that gives, for example, an acceptable balance between sensitivity and specificity. The presented work introduces the optimisation approach and the resulting classifiers obtained for various quality threshold assumptions. As a result of the research, an online service was created that makes the obtained models available and enables the verification of various solutions for different threshold values on new data.
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1. Introduction

The screening tests [1] are an important tool allowing for identification of people at risk of the disease being the subject of the analysis. Screening tests are widely used to reduce morbidity and mortality, especially for diseases such as cancer [2, 3, 4]. In the case of cancer, early diagnosis is important as it allows for an effective fight against the disease. The role of screening tests for viral diseases is to limit the spread of the pathogen by people who may be sick. This is exactly the task facing COVID-19 screening tests [5], especially when the number of infected is rapidly increasing and the health system is overloaded.

The very vigorous response of the scientific community to the SARS-CoV-2 virus pandemic resulted in numerous examples showing how the technology can help in the fight against the pandemic. These examples include the use of artificial intelligence methods ([6]), which can e.g. support decision-making in diagnostics in hospitals. Besides, numerous online applications were created, allowing people concerned about their health to pre-determine whether they are at risk of COVID-19 disease.

The main motivation for the conducted research was the willingness to provide technological solutions that may be useful in dealing with the progressing epidemic. Although the work [7] concludes that diagnosis based on symptoms may not be effective when distinguishing between COVID-19 and the other diseases caused by respiratory viruses, such tests can meet the requirements defined for screening tests [8] as shown in [9]. Moreover, these types of screening tests are most readily available. This is important because, as experience shows, carrying out a large number of, e.g., PCR tests in some countries can be a challenge. However, there is no work showing how the classification models used for screening tests can be tuned and what the impact of such optimisation on the quality of the classification is. The lack of such research was another motivation for the presented study.

To the best of the authors’ knowledge, there is no available online tool enabling physicians or any other researchers to perform screening tests for COVID-19 based on symptoms of patients. The self-diagnosis tool presented in [9] does not provide insight into the quality-based optimisation of classifiers and does not allow the user to analyse multiple records. Whereas, such a tool providing various classifiers generated in properly documented research study may be of interest to those who are looking for methods offering extended screening results.

The study aimed to assess the impact of the model optimisation on the results when it is performed towards the selected classification quality measure. The evaluation of screening tests should be performed based on a set of measures that includes: predictive values (positive - PPV and negative - NPV) and sensitivity and specificity [1, 8]. For this reason, it was important to create models optimised for these measures. In addition, the goal was to create an online application that would allow a symptom-based screening test for COVID-19 to be performed. In this way the developed methods can be made available for the wider community and analysis of further data sets is possible.
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Contribution of this study consists of the analysis of the impact on the classification quality measures commonly used for screening test evaluation when a classifier is optimised for various combinations of these measures. Based on the classification quality changes and their influence on screening tests’ characteristics, an expert can consciously choose the parameter thresholds, adjusting the methods to the analysis goal. Moreover, contribution includes the presentation of the full methodology of optimisation steps enabling the creation of models for two classification algorithms: Logistic Regression and XGBoost.

The performed analysis resulted in an online service available for physicians and researchers interested in symptom-based screening for COVID-19 enriched with the results for multiple models generated for various optimisation schemes.

The structure of this paper is as follows. Works related to the topic discussed are described in Section 2. Section 3 presents the classifiers’ optimisation process for the selected classification quality measures. Section 4 presents the results of the experiments performed. Section 5 outlines the developed web application. Section 6 concludes the paper.

2. Related work

Applications of machine learning (ML) methods to COVID-19 diagnostics and screening were reviewed in several studies [10, 6, 11, 12]. In these works, the available solutions were analysed in terms of the ML methods used [10, 12] and in terms of the areas of application such as screening, contact tracing, forecasting and drugs, and vaccination [11]. The most extensive work [6] reviews 145 studies and classifies the approaches presented there into diagnostic models, prognostic models and models to predict risks of COVID-19 in population. Additionally, this review reports the data sets used in the analysis and the risks of bias for the approaches presented.

Focusing on the machine learning-based approaches for COVID-19 screening tests, it can be noticed how different characteristics and data representations are taken into account in such studies. Some of the approaches require a medical background and infrastructure because they are based on blood tests [13] or X-ray image analysis [14, 15, 16]. Another reported approach requires a specialised sensor - electronic nose to collect data for further analysis by means of machine learning methods [17]. Besides, there are approaches to COVID-19 diagnosis and screening that are based solely on sound recordings that can be collected via web page [18] or telephone [19]. Finally, there is an approach presenting symptom-based classification [9] supporting screening for COVID-19. This solution, developed as an online service, is based on the information collected in the form of a questionnaire upon admission to the hospital. The screening approaches listed above used various data representations and various classification methods. For image and voice analysis, Convolutional Neural Network (CNN) was used. Moreover, the Artificial Neural Network was used as a classifier identifying COVID-19 by means of electronic nose

and in case of blood analysis, where the Random Forest and Logistic Regression classifiers were additionally used. In the case of disease symptoms analysis, the Logistic Regression and XGBoost methods were used.

Some of the proposed approaches to COVID-19 diagnostics using machine learning resulted in online tools. Examples of such works are [20, 21], in which diagnostics with the use of various classifiers was performed based on blood indices. The above works are related to the tools [22, 23] enabling the use of the created classifiers. There are much more tools that are user-friendly and possibly easier accessible to a wider group of users [24, 25, 26, 27]. These tools support self-diagnosis based on recognised symptoms. However, they are not accompanied by a description of how the approach was developed and evaluated. In addition to the above-mentioned tools, COVID-19 risk calculator [28] should be distinguished since this tool, like the presented solution, was created on the basis of cases positively diagnosed with COVID-19 in Poland. However, COVID-19 risk calculator predicts severity of COVID-19 for an individual and was not designed for screening purposes.

The presented review of the related works shows various approaches to screening for COVID-19 using machine learning methods. They take into account different representations of patient information and use different classification methods. The discussed works show the quality of the proposed approaches, and in the case of online tools, it is possible to verify what the prediction result will be for a single person. However, there is a lack of studies that show how the optimisation of the selected quality measure affects the overall results. There is also a lack of tools that allow for the use of such various models and their verification on new data sets.

3. Methods

It was decided that one of the model generation methods would be logistic regression [29] representing statistical approaches which are preferable in medical community, while the second would be the XGBoost method [30] implementing Gradient Boosting model that is a leading data-driven machine learning approach. For each of these two approaches a set of models optimised for different values of the quality assessment measures would be generated.

Knowing that two pairs of quality measures are used for screening, i.e. positive predictive value (PPV) and negative predictive value (NPV) on the one hand, and sensitivity and specificity on the other, it was decided to use both. Two measures were defined, described by equations (1) and (2), where $M_{pv}$ is the weighted harmonic mean of predictive values and $M_{ss}$ is the weighted harmonic mean of sensitivity and specificity:

$$M_{pv} = \left( \frac{\alpha}{NPV} + \frac{1 - \alpha}{PPV} \right)^{-1},$$

$$M_{ss} = \left( \frac{\alpha}{sensitivity} + \frac{1 - \alpha}{specificity} \right)^{-1}.$$  

The $\alpha$ parameter allows a user to define the significance of individual measures: NPV and PPV for $M_{pv}$ or sensitivity and
specificity for $M_{ss}$.

The generation of each classifier was related to the optimisation (maximisation) of one of the $M$ measures for the selected $\alpha$ value. The set of $\alpha$ values was generated in the following way: its lower bound was set to 0.15, upper bound was set to 0.85, and the parameter values were selected with a step 0.1. Additionally, a value 0.5 was included, which resulted in the following set of 9 values: $\alpha \in \{0.15, 0.25, 0.35, 0.45, 0.50, 0.55, 0.65, 0.75, 0.85\}$

### 3.1. XGBoost classifiers
Classification models based on the XGBoost approach were generated using H2O machine learning platform [31]. Each XGBoost classifier was trained to maximise the selected $M$ measure for the selected $\alpha$ value. Five parameters of the XGBoost method were selected for the optimisation purpose and their values were adopted using hill climbing optimisation approach. The parameters, the range in which the best value of the parameter was searched for, the step with which the search was performed and initial (default) parameter values are presented in Table 1. The parameters in Table 1 are listed in the order in which the climbing optimisation process was carried out. Therefore, at first the $\text{learn\_rate}$ parameter value was optimised and the other parameters were set to default values. 10x10 fold cross validation process was used to generate the model for consecutive parameter values within the given range and to evaluate the classifier with respect to a chosen $M$ measure. Next, $\text{sample\_rate}$ parameter was optimised performing 10x10 fold cross validation for consecutive parameter values, and the values of the other parameters were set to default except $\text{learn\_rate}$ value which was already set in optimisation process. The process continued until all five parameters were optimised.

The XGBoost classifier returns a scoring value in a range (0, 1). In order to transform this scoring into binary decision, a threshold must be set that will determine which values correspond to class 0 and class 1. In the presented approach, a threshold with values from the following set was taken into account: $\text{threshold} \in \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\}$. Each time the cross validation process was executed each of the threshold values was verified to select the best one.

When the parameter values were selected, their neighbourhood was verified as additional optimisation step. Once again 10x10 fold cross validation process was applied and the selected parameters were verified in the same order. Each parameter was analysed within the $\epsilon$ neighbourhood of its current value, taking into account the constraints set for this parameter. The verified $\epsilon$ values and the constraints for each parameter are presented in Table 2.

Finally, having all the parameter values set, the selected threshold value was optimised within its neighbourhood. The current threshold value was modified within the ±0.06 ranges with a step set to 0.01 what resulted in 13 threshold values which were verified in 10x10 fold cross validation again.

#### 3.2. Logistic regression classifiers
In case of the second approach, the analysed observations were randomly divided into training and validation sets in a balanced manner with equal proportions. For the training set, a logistic regression model was built with the forward selection method: new variables were iteratively appended, starting from the null model. In each step, the model with the selected variable met 2 requirements: 1) its Bayes Factor was the highest among all models considered in a step; 2) its Bayes Factor was not lower than 1. Each logistic regression model provided the probability of belonging to the SARS-CoV-2(+) class. To identify the optimal threshold probability for classification, models were tuned to maximise the quality metrics ($M_{pv}$ or $M_{ss}$) for assumed $\alpha$ value. Forward feature selection and tuning procedures were repeated for 100 divisions into training and validation sets.

The resulting set of 100 models served for feature ranking generation. Variables included in each model were sorted from the lowest Wald’s test p-value. Each variable was assigned a weight $w$ given by:

$$w = 1 - \frac{k - 1}{m}.$$

The $k$ parameter is the position according to p-values and $m$ is a maximal number of features among all models. Each weight was multiplied by model quality represented by $M_{pv}$ or $M_{ss}$ for assumed $\alpha$. Products summed up among all models gave an importance score for each variable.

To be included in the final model, a variable had to fulfil two conditions: 1) it was supposed to appear in at least 50% of models; 2) its importance score could not be lower than 70% of the importance score for variable preceding in the ranking. Variables that met those requirements were used in the final model, which was tuned afterwards to maximise the assumed quality metrics. Therefore, the set of selected variables used in the logistic regression model may differ for each value of the $\alpha$ parameter.

### 4. Experiments and results
The experiments were performed on the data set of the patients admitted to the Specialised Hospital No. 1 in Bytom, Poland.
with COVID-19-like symptoms. Each patient was asked to fill in the survey describing the observed symptoms and then was tested with RT-PCR test to confirm SARS-CoV-2 infection. The survey data was collected between February and September 2020 and consisted of 1941 patients: 1355 patients with negative SARS-CoV-2 RT-PCR test result and 586 patients with positive SARS-CoV-2 RT-PCR test result. Each patient was initially described by 32 attributes (18 attributes describing symptoms, 7 attributes listing comorbidities, 3 attributes representing the patient’s condition and 4 attributes representing other epidemiological attributes, namely: age, sex, blood-group and contact with infection) from which the most important features were selected depending on the classifier. The attributes used by the XGBoost classifier were adopted in accordance with the results presented in [9]. The attributes used by the Logistic regression classifier were selected in accordance with the method presented in Section 3.2.

Logistic regression approach does not deal with missing data. Hence, in case of this method the data set was reduced in terms of variables and patients before the analysis. The set of features with the highest percentage of lacks (≥ 60%) was not considered. Observations were also excluded due to missing information concerning any of the remaining features. Consequently, for the logistic regression approach, the final data set consisted of 399 SARS-CoV-2(+) and 699 SARS-CoV-2(−) symptomatic cases with 16 features and their pair interactions. Two-feature interactions were also considered as potential model variables and reflected the co-occurrence of symptoms supporting the diagnosis.

The final parameters of the XGBoost classifiers generated on the characterised data and the final parameters of the Logistic regression classifiers generated on the reduced data set were included in the appendix available on the website2.

In typical analyses of binary classifier performance, quality indices such as Area Under Curve (AUC), F1, Matthews correlation coefficient (MCC) or Balanced Accuracy (BAcc) are usually used to assess the ability of the classifier to detect examples both from positive and negative classes. The aim of our analysis is to show how different parameter settings can be used to optimise classifier performance for different scenarios of data analysis as usually increasing the ability of a classifier to detect one class leads to decreasing its ability to detect the other class.

By optimising the classifiers with regard to different performance measures (\(M_{pv}\) or \(M_{ss}\)) and different values of the \(\alpha\) coefficient, it can be decided what characteristics of the classifier are important for a purpose of a particular type of analysis. Specifically, in case of population screening purposes it is usually better to optimise the classifier with to its PPV and NPV quality indices, while in case of assessing the quality of particular test results, it is better to use specificity and sensitivity as performance indicators [8]. On the other hand, quality indices such as sensitivity and NPV are focused on maximising the ability of a classifier to predict positive examples (in our case patients with the positive result of RT-PCR test) while specificity and PPV are focused on the ability to distinguish examples belonging to the negative class (in our case patients that are not infected with the SARS-CoV-2 virus). Therefore, depending on the situation, we might be interested in treating different misclassifications differently.

While analysing the results presented in the Table 3 for the XGBoost classifier for \(M_{pv}\) measure with \(\alpha=0.15\) we notice high values both for NPV and PPV measures. Maximising value of the PPV measure allows us to train the classifier with the high fraction of true positive results among all positive examples. However, doing this we allow for low values of sensitivity measure which means that our classifier is not able to detect positive cases from the population of positive patients.

By increasing the value of the \(\alpha\) coefficient we can optimise the classifiers for higher values of the sensitivity measure. While analysing obtained results, we can see that the highest values of the sensitivity are obtained for the regression classifier for the \(M_{pv}\) measure with \(\alpha=0.85\) (Table 4). However, this is a clear trade-off with regard to the values of PPV measure, as the higher sensitivity is, the lower PPV is. Such classifier is able to detect most of the positive cases from the population of positive patients, however there is less probability that a particular example assigned by a classifier to a positive class is a truly positive case.

We can also notice that optimising classifier with regard to the \(M_{ss}\) measure gives us higher values of the BAcc measure for the both classifiers. This is due to the fact that BAcc measure consists of specificity and sensitivity components which are also components of the \(M_{ss}\) measure. Another observation is that with regard to \(M_{pv}\) optimisation we do not notice changes in the values of different quality indices in the lower ranges of the \(\alpha\) coefficient. This can be seen by analysing the graphical representation of the results presented in the Figure 1 where we can notice that while optimising with regard to the \(M_{ss}\) measure changes of quality indices have linear characteristic, while in case of optimising with regard to \(M_{pv}\) measure, changes of their values have sigmoidal characteristic.

5. Created solution

The solution created was implemented as a web application that extends the existing DECODE service supporting self-verification in terms of COVID-19 [32]. The DECODE service has the form of a questionnaire that collects the information needed for the assessment of the possibility of being sick with COVID-19. After completing and sending the questionnaire, the patient receives suggestion in the form of Negative/Positive verification in terms of COVID-19 [32]. The DECODE service extension introduced in this study is available after signing in as a new user. From the user’s perspective (see Fig. 2), the service offers a choice of one of two classifiers: Logistic regression or XGBoost, one of two evaluation measures ((1) or (2)), and a value of parameter \(\alpha\). The chosen configuration defines which of the available 36 classifiers will be applied. The methods of generating the classifiers and selecting their parameter values are presented in Section 3.

Table 3
Results of the XGBoost classifiers

<table>
<thead>
<tr>
<th>Measure</th>
<th>$\alpha$</th>
<th>PPV sd</th>
<th>NPV sd</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>BAcc sd</th>
<th>PPV</th>
<th>NPV</th>
<th>Sens. sd</th>
<th>Spec. sd</th>
<th>BAcc sd</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{pv}$</td>
<td>0.15</td>
<td>0.566</td>
<td>0.786</td>
<td>0.466</td>
<td>0.845</td>
<td>0.656</td>
<td>0.081</td>
<td>0.032</td>
<td>0.076</td>
<td>0.035</td>
<td>0.040</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.544</td>
<td>0.802</td>
<td>0.541</td>
<td>0.803</td>
<td>0.672</td>
<td>0.069</td>
<td>0.032</td>
<td>0.071</td>
<td>0.038</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td>0.35</td>
<td>0.494</td>
<td>0.841</td>
<td>0.698</td>
<td>0.690</td>
<td>0.694</td>
<td>0.054</td>
<td>0.033</td>
<td>0.064</td>
<td>0.042</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td>0.45</td>
<td>0.489</td>
<td>0.850</td>
<td>0.726</td>
<td>0.673</td>
<td>0.699</td>
<td>0.052</td>
<td>0.031</td>
<td>0.059</td>
<td>0.038</td>
<td>0.034</td>
</tr>
<tr>
<td>$M_{ss}$</td>
<td>0.5</td>
<td>0.488</td>
<td>0.849</td>
<td>0.723</td>
<td>0.672</td>
<td>0.697</td>
<td>0.050</td>
<td>0.031</td>
<td>0.056</td>
<td>0.039</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>0.55</td>
<td>0.474</td>
<td>0.856</td>
<td>0.751</td>
<td>0.639</td>
<td>0.695</td>
<td>0.051</td>
<td>0.031</td>
<td>0.054</td>
<td>0.040</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>0.65</td>
<td>0.466</td>
<td>0.868</td>
<td>0.798</td>
<td>0.571</td>
<td>0.685</td>
<td>0.045</td>
<td>0.034</td>
<td>0.054</td>
<td>0.041</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.410</td>
<td>0.884</td>
<td>0.859</td>
<td>0.464</td>
<td>0.662</td>
<td>0.044</td>
<td>0.034</td>
<td>0.044</td>
<td>0.048</td>
<td>0.029</td>
</tr>
</tbody>
</table>

Table 4
Results of the Logistic Regression classifiers

<table>
<thead>
<tr>
<th>Measure</th>
<th>$\alpha$</th>
<th>PPV sd</th>
<th>NPV sd</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>BAcc sd</th>
<th>PPV</th>
<th>NPV</th>
<th>Sens. sd</th>
<th>Spec. sd</th>
<th>BAcc sd</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{pv}$</td>
<td>0.15</td>
<td>0.567</td>
<td>0.646</td>
<td>0.057</td>
<td>0.977</td>
<td>0.517</td>
<td>0.223</td>
<td>0.014</td>
<td>0.084</td>
<td>0.036</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.566</td>
<td>0.648</td>
<td>0.067</td>
<td>0.973</td>
<td>0.520</td>
<td>0.222</td>
<td>0.018</td>
<td>0.102</td>
<td>0.042</td>
<td>0.031</td>
</tr>
<tr>
<td></td>
<td>0.35</td>
<td>0.564</td>
<td>0.649</td>
<td>0.075</td>
<td>0.970</td>
<td>0.523</td>
<td>0.222</td>
<td>0.022</td>
<td>0.118</td>
<td>0.047</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>0.45</td>
<td>0.560</td>
<td>0.655</td>
<td>0.103</td>
<td>0.958</td>
<td>0.531</td>
<td>0.219</td>
<td>0.030</td>
<td>0.156</td>
<td>0.063</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.558</td>
<td>0.656</td>
<td>0.109</td>
<td>0.956</td>
<td>0.532</td>
<td>0.219</td>
<td>0.031</td>
<td>0.159</td>
<td>0.065</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>0.55</td>
<td>0.559</td>
<td>0.659</td>
<td>0.124</td>
<td>0.949</td>
<td>0.536</td>
<td>0.218</td>
<td>0.036</td>
<td>0.181</td>
<td>0.078</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>0.65</td>
<td>0.548</td>
<td>0.700</td>
<td>0.294</td>
<td>0.860</td>
<td>0.577</td>
<td>0.210</td>
<td>0.074</td>
<td>0.317</td>
<td>0.158</td>
<td>0.082</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.498</td>
<td>0.832</td>
<td>0.791</td>
<td>0.526</td>
<td>0.659</td>
<td>0.047</td>
<td>0.053</td>
<td>0.114</td>
<td>0.163</td>
<td>0.040</td>
</tr>
<tr>
<td></td>
<td>0.85</td>
<td>0.411</td>
<td>0.925</td>
<td>0.959</td>
<td>0.204</td>
<td>0.582</td>
<td>0.034</td>
<td>0.054</td>
<td>0.047</td>
<td>0.131</td>
<td>0.044</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Measure</th>
<th>$\alpha$</th>
<th>PPV sd</th>
<th>NPV sd</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>BAcc sd</th>
<th>PPV</th>
<th>NPV</th>
<th>Sens. sd</th>
<th>Spec. sd</th>
<th>BAcc sd</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{ss}$</td>
<td>0.15</td>
<td>0.582</td>
<td>0.720</td>
<td>0.439</td>
<td>0.820</td>
<td>0.630</td>
<td>0.027</td>
<td>0.015</td>
<td>0.054</td>
<td>0.029</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.566</td>
<td>0.745</td>
<td>0.541</td>
<td>0.762</td>
<td>0.652</td>
<td>0.029</td>
<td>0.019</td>
<td>0.059</td>
<td>0.039</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>0.35</td>
<td>0.557</td>
<td>0.767</td>
<td>0.612</td>
<td>0.722</td>
<td>0.667</td>
<td>0.024</td>
<td>0.022</td>
<td>0.059</td>
<td>0.035</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>0.45</td>
<td>0.545</td>
<td>0.785</td>
<td>0.672</td>
<td>0.679</td>
<td>0.675</td>
<td>0.023</td>
<td>0.024</td>
<td>0.056</td>
<td>0.040</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.541</td>
<td>0.792</td>
<td>0.690</td>
<td>0.665</td>
<td>0.678</td>
<td>0.023</td>
<td>0.024</td>
<td>0.057</td>
<td>0.044</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>0.55</td>
<td>0.536</td>
<td>0.795</td>
<td>0.703</td>
<td>0.651</td>
<td>0.677</td>
<td>0.022</td>
<td>0.026</td>
<td>0.060</td>
<td>0.045</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>0.65</td>
<td>0.519</td>
<td>0.811</td>
<td>0.751</td>
<td>0.601</td>
<td>0.676</td>
<td>0.024</td>
<td>0.025</td>
<td>0.053</td>
<td>0.052</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.502</td>
<td>0.823</td>
<td>0.790</td>
<td>0.551</td>
<td>0.670</td>
<td>0.023</td>
<td>0.028</td>
<td>0.050</td>
<td>0.053</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>0.85</td>
<td>0.481</td>
<td>0.839</td>
<td>0.836</td>
<td>0.484</td>
<td>0.660</td>
<td>0.020</td>
<td>0.029</td>
<td>0.041</td>
<td>0.050</td>
<td>0.023</td>
</tr>
</tbody>
</table>
and their performance is discussed in Section 4.

The data that is to be analysed by the system is loaded as a batch and it has to be provided by a user. The user has to ensure proper formatting of the loaded data set and its compatibility with the features of training data set [9].

As a result of its operation the system returns the original data set extended with combinations of features used by the classifiers and both scoring values and binary classification results of each example.

6. Conclusions

This paper presents research on symptom-based screening tests for COVID-19 using machine learning methods. Since screening tests should be assessed taking into account several classification quality measures, the aim of the conducted research was to verify how the results of the used classifiers are affected by the model optimisation in relation to the selected measures.

Therefore, a scheme of activities was proposed based on the selection of thresholds defining the weights of classification quality measures used for screening tests, optimisation of classifier parameters and finally, generation and quality assessment of the obtained models in the cross-validation process. The adopted scheme and the analysis performed constitute a contribution of this work.

Results presented in this study show that by changing the value of the $\alpha$ parameter in formulas (1) and (2) the classifiers can be optimised for different purposes. However, there is always a trade-off between ability of the classifier to detect positive cases from the population and the confidence in the classifier results. Understanding the dependencies between different types of the classifier performance measures is crucial in order to train the model according to the specific needs of medical doctors or researchers. For example, in the case of patient screening for a highly contagious disease such as COVID-19, it is more important to be able to detect all the positive cases even at the cost of being oversensitive and classifying negative examples into positive class.

The tool created as a result of the research allows physicians and researchers for flexible analysis of the collected data representing the symptoms of sick patients. The analysis may include the selection of a properly calibrated classifier or the verification of different classifiers for different thresholds determining the weight of the classification quality measure.
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