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The unique solvability of stationary and non-stationary
incompressible melt models in the case
of their linearization

Saule Sh. KAZHIKENOVA

The article presents e-approximation of hydrodynamics equations’ stationary model along
with the proof of a theorem about existence of a hydrodynamics equations’ strongly generalized
solution. It was proved by a theorem on the existence of uniqueness of the hydrodynamics
equations’ temperature model’s solution, taking into account energy dissipation. There was
implemented the Galerkin method to study the Navier—Stokes equations, which provides the
study of the boundary value problems correctness for an incompressible viscous flow both
numerically and analytically. Approximations of stationary and non-stationary models of the
hydrodynamics equations were constructed by a system of Cauchy—Kovalevsky equations with
a small parameter . There was developed an algorithm for numerical modelling of the Navier—
Stokes equations by the finite difference method.

Key words: Navier—Stokes equations, hydrodynamic, approximations, mathematical mod-
els, incompressible melt

1. Introduction

Numerous hydrodynamic paradoxes point to the long and thorny path that
has been covered since its inception. The first long stage was associated with the
study and research of ideal incompressible liquid’s potential flows. Mathematical
methods of their research using the theory of complex variable functions seemed
almost perfect. Imperfection of the ideal liquid theory was indicated by the famous
Euler-d’Alembert paradox: the total force acting on a body flowing around a
potential flow is equal to zero. Then there was created a mathematical model of
a viscous incompressible fluid with its basic Navier—Stokes equations. Proposed
section outlines various methods for solving and studying the Navier—Stokes
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equations [1-15]. Each considered work offers its own method, but it must be
borne in mind that it can be used, perhaps with some necessary modifications.

Asymptotic decomposition and the conditions of their convergence for the
class of incompressible viscous liquids under non-standard boundary conditions
are researched in the paper [1]. There are introduced generalized elliptic systems
of hydrodynamic type’s equations, which under certain conditions are trans-
formed into the Navier—Stokes equations. There is proposed a method of the
homogenization theory, which allows a numerical study of the eigenvalue prob-
lem in nonhomogeneous fields. For the description of nonhomogeneity a large
number of holes of esize is considered. As shown in the paper, at € — 0 solution
is proved convergent. Tending to zero is the homogenization essence.

There is presented a spectral method of the Navier—Stokes equations numerical
integration for an incompressible viscous liquid in the paper [2]. Solution has
been decomposed into Chebyshev polynomials for the main flow, and the Fourier
transformation is applied for the transverse flow. It is necessary to note the
peculiarity of proposed algorithm. It lies in the fact that there is used a special
iterative procedure. According to the authors of the paper, proposed algorithm
can be used in modeling the internal and external boundary flow’s layers. At the
same time there is the possibility of viscosity coefficient variation. According
to the authors, spectral method is more economical than the well-known finite
difference methods.

There are considered some fundamental questions of the incompressible liquid
dynamics in the paper [3]. All things considered an interstructural review on the
Navier-Stokes equations is made where special attention is paid to computational
problems.

Also, there are considered mixed boundary value problems for evolutionary
equations in the paper. Various boundary and initial conditions that are used in
the calculations are presented.

Viscoelastic theory’s distinctive feature, which has received widespread at
this time, is a unified liquid and solid states description. In this regard, the article
sets and solves the following problems: approximation of stationary and non-
stationary models of hydrodynamic equations in order to reduce the nonlinear
Navier—Stokes equations to the system of Cauchy—Kovalevsky equations; building
finite-difference schemes for Navier—Stokes equations; developing an algorithm
for numerical integration of hydrodynamic equations, allowing to predict the
technological parameters of metal melt casting.

2. Problem formulation. Nonlinear stationary Navier—Stokes equations

In the article, we establish one of the important aspects of the Navier—Stokes
equations’ theory: the unique stationary problems’ solvability in the case of their
linearization. This is most easily done in a Hilbert space with a well-defined
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extension of the solution concept, which will be described below. The studies
conducted in this chapter allow us to state the fact that not only considering
problems’ unique solvability, but also the possibility of applying approximate
methods for finding these solutions, for example, the Galerkin method.

In a limited area Q c R? with a smooth border S we consider the following
system of nonlinear stationary equations that is a representation of a mathematical
model of the incompressible melt’s motion:

(ov-VYu=uAv-Vp+ A(Vp-Vyu+ A(v-V)Vp

— A%div ((%-Vp-V) p) + pf, (1)
(v-V)p = AAp, (2)
divv = 0, 3)

with the boundary conditions:

vlg =0, pls = ps(x), 4)

where v(x) = v(xy, x2, x3)— velocities’ vector function, p(x) = p(x1, X2, xX3) —
density field, p(x) = p(x1, x2, x3) — melt pressure field, f(x) = f(x1, x2, x3) —
mass force vector, A, u — diffusion and viscosity coefficients, and 1 > 0, u > 0,
S = 0Q — sufficiently smooth border area Q.

Problem’s solvability (1)—(4) was researched in the works [4—7]. It is known
that the system of equations (1)—(3) is not evolutionary (i.e. it is not a system
of Cauchy—Kovalevskaya type), and therefore direct application of numerical
methods is difficult.

To solve the difficulty, we will consider another model of an nonhomogeneous
melt, which is an approximation of the original model (1)—(4) with a small
parameter € (& > 0).

So, let’s consider the following task:

(p°v® - V)v® = uAv® — Vp® + A(Vp® - VIv® + A(v® - V)Vp°®
1 1
- A%div ((— -Vp® - V) p‘g) + p° f — =p®vdivv®, (5)
p° 2

W - V)p® = AAp%, (6)
ep® +divv® =0, (7)

with the boundary conditions:

vilg =0, Pls = ps(x). (8)
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As it is known, the system of equations (5)—(8) is a system of Cauchy—
Kovalevskaya type.
We recall that R" — Euclidean space; L,(€2) is a Hilbert space; L,(Q2), 1 <

p < 6is a Banach space; W21 (Q) is a space consisting of elements L,(€2), having

squarely summable over Q generalized first order derivatives; WQZ(Q) is a space
consisting of elements L,(£2), having squarely summable over Q generalized

0
derivatives of the first and second orders; a space Wé(Q) — subspace W21 (©2) and
is the closure of infinitely differentiable finite vector functions’ set [6].

Definition 1 Strongly generalized solution of the problem (5)—(8) is called the
set of functions {v®(x), p®(x), p®(x)}, which satisfies the following conditions:

0
1) v®(x) € WL(Q), p°(x) € WiQ), 0 < m < p®(x) < M < o0;

0
2) Vo(x) € W;(Q) — integral equality is fulfilled:

f{ps(ug V)F - 0F — (VUF, V) — A(VpF - Vg -
Q

1
+ Epgdiv v (UPp) — A (¢ V) pfdivv® — A (V¥ -V) - Vp°©
1
+ pdiv g + A2 ((— -Vp?- V) pg) Vo - ng‘P}dx =0,
pE

3) Equations (6), (7) and the boundary conditions (8) are fulfilled almost
everywhere in the Q) where possible.

Let’s formulate the main result.

3
Theorem 1 If f € L%(Q), Ps € W2/2(S), then with a sufficiently small A:
M m? U
/1 < = i = 5 } >
¢ mln{16 Cim? + CM? M —m

there exists at least one strongly generalized solution of problems (5)—(8), where
C1, C; are constants that depend only on the task data and do not depend on the
functions v®, p®, p®.

Proof. The proof of the theorem consists of three stages: obtaining a priori
assessments using the Galerkin method and limit transfer.
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First, we obtain the necessary priori estimates. We multiply (6) on Ap®(x)
scalar in Ly (Q):

A = [0 - 0)p a0 ©

Integration in parts is applicable to the right side:

f(v V) p° - Apdx——fV((v V) p) - Vpdx+f(v V) pf ‘9" =

Q

—f(va V) p - Vpidx -2 f(vg VAP Pdx < CllE| - IV o1

C gl Clo®ll + max [o] - [|Ap"]) -
From Egq. (6) according to the maximum principle we get:

Am,M: 0 <m < p®(x) < M < oo,

Then we have the following assessment:

f( V) o7 - ApPdx < IV (Cr + ColIAPEI]) < SIIARSIIP + C()IIVE] + C.
A .
We take 6 = EX then from Eq. (9) it follows:

A
EnApsn2 < CD|IE* + C. (10)

Now let’s multiply Eq. (5) on the function v®(x) scalar in space C,(€2), we
get the assessment:

1
3 f(psvs V) [ dx + o8| = fpgfvgdx + fpsdiv vidx+
Q

Q Q

A
+5 f(Vpg V) [P dx + A f(va V) Vp? - vfdx+
Q

Q
1
+A2 f(— -Vp® - V) p° - Vuedx.
pé‘

Q
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From above we have:
c112 1 . en2
M ||Ux||C2(Q) + - ldiv v®lley ) =

= f {—/1 (v®-V)v®-Vp® + 2 (v2 : V) pediv v‘g} dx+
Q

+ f {/12 ((is -Vp® - V) pg) -Vu® + pgfvg} dx.
9 Y

Further, by estimating the integral terms in the same way as in [16], we obtain:

12 12
) + = Ildzvv I < MllAp Il - IIUEII+ IIp Il - [lvgll +

Z P

+ Cill fllLg @ - [lv5]l + /1
5

Here we assume that the inequality u— A >

M_
/l<—m.

By using Jung’s inequality repeatedly we obtain:

M
> > is true, which implies:

u | M?
I + = lldivoe P < S 18pI2 + 5 2°C(0) vl + 61 ol +

+C (4, m, M, 51> t7 sl + Ll £12,.
5
Let’s choose 6 = A3, §; = § and, taking into account (10), we have:

M2
§|| v +— ldiveell < CllvalP+ 2% o+ Co—z+ el *+CL I f Il +C.
5

Further let’s assume that the following conditions are held:

Y= K and y < £. m—2
3242 16 C1m2 + C2M2
Then:
5 WP + = llaiv eI < ¢ ) 1717, + C.
5
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Thus, as a result, we obtain the assessment:
1
2|17 + = |ldivv®]|* < € < oo, (11)
E

with enough smallness of y:

2
A<a:min{%-clsz_C2M2, Mlim} (12)
From the embedding theorems [6] it follows:
v (x) € Lp(Q), I <p<eé. (13)
And from (10) taking into account (11) it follows:
IAp°|* < € < oo, (14)
By virtue of Eq. (6) we get:
p°(x) € L,(Q), 1 <p<eé6. (15)
Further, assessing similarly to [16] the p® in the negative form, we have:
Ip°ll < C{IVP°|l < eo. (16)

Now let’s proceed to the second stage i.e. Galerkin method for constructing
approximate solutions.
Let {w;} be basis in a space L,(€2) from the problem:

pAw; = Vp; = Ajw;,
epi +divw; =0, (17)

Approximate solution vV, pN¢, PN:¢ is present in the form:

N
o= % ey, (18)
i=1

where density and pressure are the classic solution to the problem:

{(UN,s . V) pN,s — /lApN’s,

19
pMels = ps(x), (19)
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ep™e + divu™ = 0. (20)
Values of the numbers & ,](V are taken from the following system of equations:

(pN,s (UN,s . V) UN,S _ ,LLAUN’g ] (VpN,g . V) vN,e -2 (UN,s . V) pN,s+

2

1
) pN’s) - —PN’SUN’Ediv vV, wi) =0, 2D

i=1,N.

Using the Brauer Lemma, we prove the existence of a solution to the problems

(18)—(21) and show that for approximate solutions v

Ne pN"g, PNE g priori

estimates (9), (11), (13)=(16) are true. Then from sequences {v-¢}, {p:¢}, {p™}
we can identify the subsequences for which the following are true:
inthe Lo (Q),

pNe — p? « weakly
117 — L « weakly
pre Pt
pVe = pf weakly
pVe = pf strongly
vV — f weakly
uNe - pf strongly
Ve = pf weakly

the problem (5)—(8).
The Theorem 1 is proved.

in the L. (Q),
. 2
in the W3 (Q),

inthe L,(Q), 1<p<6,

in the W, (Q),

inthe L,(Q), 1<p<6,

in the L,(Q).
By going to the limit of the selected sequences in the integral identity that

is corresponding to the integral identity in Definition 1 and in (19)—(20) we
conclude that the limit functions v®, p®, p® are a strongly generalized solution of

O

Theorem 2 Let all conditions of Theorem 1 be fulfilled, then the strongly general-
ized solution of the problem (5)—(8) at € — 0 converges to a strongly generalized
solution of the problem (1)—(4).

Proof. By virtue of the obtained necessary prior assessments, we have:

1

— - = * weakly
p p

pof—p * weakly
pS—p weakly
pf > p strongly
v® s v weakly
v¥ > v strongly

ep® -0 strongly

in the

in the
in the
in the
in the
in the
in the

Lo (),

Lo (),

eW; (),

L,(Q), 1<p<6,
W, (Q),

L,(Q), 1<p<6,
Ly (Q).
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By passing to the limit at & — 0 in the corresponding identities, it is easy
to establish that limit functions v, p, p are a strongly generalized solution of the
problem (1)—(4).

The Theorem 2 is proved. O

3. &% + gh? approximation of the temperature model of nonhomogeneous melts
with given energy dissipation

The section presents a study of the initial boundary value problem for the
non-stationary Navier—Stokes equations. Let’s consider the temperature model of
nonhomogeneous melt in the area Q c R%:

p(aa—’;ﬂv-V)u):yAu—vp+e9p+pf, (22)
op 3
Lrw-Vp=o. (23)
divv =0, (24)

0 .
P (E + (- V) 9) = div (1(0)V6) + uo, (25)

2 2
(91},' 611]'

- 2

7 ijz::l (ax]' - ax,-) ’ ( 6)

with the initial boundary conditions:

l,_o = vo(x), pl—o = Po(x), 6,—o = 6o(x),

96 27)
vlg =0, anS—O, t €0, T],
where o — energy dissipation, v(x,t) — velocities’ vector function, 6(x,t) —
temperature field, p(x,t) — density field, p(x,t) — pressure field, f(x,t) — mass
force vector, u — melt viscosity, 4(#) — thermal conductivity coefficient, n —
external normal to the boundary of S, e = {0, 1}.

(22)—(27) problem’s solvability is researched in the work [17].

The system of equations (22)—(26) is non-evolutionary, so the fractional steps
method is difficult to apply directly. In this regard, given section unveils the
research of the approximation of system (22)-(26) as an evolutionary system
type and follows the existence theorem for solving an auxiliary problem. Let the
melt move in a limited area Q c R? with a fairly smooth border S. For simplicity,
we assume that the boundary § is impermeable and mass transfer between the
melt and the external environment is absent.
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Let’s consider a system of equations with a small parameter, approximating
the system of equations (22)—(26):

Ov° i
o° ( v, (v° - V) US) = uAv® — Vp® + e°p° + p°f - pg%div vh, (28)

ot
9p° e e
2 w9y =0 (29)
ep® +divv® =0, (30)
E 808 E &£ . E ENne E
Je 6t+(v -V) 6% =div (2 (0°) V°0°) + uo?, (31)
2 £\2

ove  0vs

& [} J
= —L 4+ 1], 32
Y i;(axj+8xi) G2

with the initial boundary conditions:

USl[:O = UO(X)a P8|t=0 = pO(-x)a 9£|t=0 = HO(X),
a6° (33)
¢ =0, =0, rel0,T],
vels an | € [0, T]

Before proceeding to the proof of the theorem, let’s formulate an important
definition.

Definition 2 A strong solution of the problem (22)—(27) is called a function
(v, p, p, 0), summed together with derivatives included in the system of equa-
tions (22)—(26), that are satisfying (22)—(27) almost everywhere in the possible
measure.

Definition of a problem’s strong solution is set similarly (28)—(33).

Theorem 3 Let f € L,(Q), Q C E% vp(x) € W, (),0 < m < po(x) < M < o,
A(0) be continuously differentiable by 6, po(x) € Wl} (Q), p > 2 A0) ~ 6> at

0 — 00, Op(x) € Loo(Q), 6p € Ly(Q), £ >0, S € C?, > 0.
Then there is a unique strong solution to the problem (28)—(33) and for the
solution the assessment takes place:

ov®
ot

L.
+ ||U8||LP(O,T,W,%(Q)) + : \ldiv U8||L,,(0,T,LP(Q)) +

L, (0.T,L,(Q))
P p i ” e
+ ||P ”W;J(Q) + ” ”WI%J(Q) S L <o,

where C — constant, independent of ¢.
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The proof of the theorem consists of three stages: obtaining a priori assess-
ments, applying the Galerkin method for constructing approximate solutions and
passing to the limit.

A priori assessments. By virtue of the maximum principle, we have:

0<m< pi(x) <M < oo.

Let’s multiply Eq. (28) to v®(x, t) scalar in the space L,(Q), and integrate the
result by parts. By applying Cauchy inequality we have the following:

2 2

[ max | [ pwepax| | [ prtrpax] |

Q Q Q

based on embedding theorems, we have an assessment:

L.
||U§||LP(O,T,LP(Q)) t 2 ldiv vl oL, @) < C < . (34)

Further, by multiplying (31) by 67 and integrating by area Q by parts, we get:

1d £\ pe2 £ne2 1 1 (pE\ nE2  pe
S | 1) dx+fp0, dx:fi{/l (6°) 65 - 67} dax+
Q Q Q
+‘f,uo“96’fdx—‘[,o‘9 (v®-V)6°-67dx.
Q Q

We assess the integrals on the right-hand side and integrate them by variable ¢:

0%l5 o + 1167 <C.
Ofgfl} I ||ZQ | ||2Q

\\

Let us write the energy equation:
0507 — (A1 (6°) AG®) = uo® — p® (v°-V) 0% + A" (6°) - Hiz

1
and multiply it by —AH‘9 After integration by Q we have:

1d 82 & &
Q

1
= f {p (v®-V)0° — uo — A" (6°) Hiz} - —A6%dx.
0
Q
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Assessing the integrals on the right side, after integrating them by variable ¢,
we find:

2 2
organg”Hin,Q + 1146750 < €.

As a result, we conclude:

”98”W1§=1(Q) < C < oo, (35)

By multiplying Eq. (29) by Ap® and integrating by area €2 by parts, we get:
1d

S5Vt [ @9 pragar=o
Q

By virtue of the maximum principle, taking into account the assessment (34)
it implies:
”pSHWl',"(Q) < C < oo, (36)

Estimating p® according to the negative norm, as in the work [16], we have:
IP°Il < ClIVP®|| < eo. 37)

It is known that if v®, p® are solution of the following Stokes linear problem:

pAVE = Vp® = f,
ep® +divv® =0,
(38)
slo=0 2 g
§=0 =Y =
on |
then under condition that f € L,(€2) the following inequality holds:
||U‘9||W3mg/}7 +P°llwy < CllflIL, - (39)

As a function f in the problem (38) we take the function:

& avs & & e & £ 8U8 . &
f=-p 6t+(v-V)v —f@p—pf—p;dlvv.

Let’s assess the right-hand side according to the Cauchy inequality by using
the maximum principle:

IA117, ) < CM ||uf||2+f(|u8|2|vu8|2+|f|2+5|98|2) dx[.  (40)
Q



www.czasopisma.pan.pl P N www.journals.pan.pl
Y
S~

THE UNIQUE SOLVABILITY OF STATIONARY AND NON-STATIONARY INCOMPRESSIBLE
MELT MODELS IN THE CASE OF THEIR LINEARIZATION 319

With taking into account the inequality of embedding and the assessments
obtained from (34), (35), we have the following estimate:

f e |Voe)? dx < m§x|08|2 f [Voe|? dx <
Q Q

< |lvf & Ve |l <
<y 19T 191 <

<O, oy o Gl 41)

W2(QnWh(Q) W)

Let’s multiply Eq. (28) by scalar v®(¢) in the space L,(Q), then assess the
integrals from above in absolute value and by applying inequality of embedding
theorems, we obtain following estimate:

fIval V%] il dx < ClIVORllL, o max o] [l ) <

Q
1 1
< C v ve||? ve ve <
< CIlIZ, @l ||W1%(Q)m%}7(g) [ ”&},(9) 171, @) <
2 2 2
<O o+ SR, + Gl . @)
W2(@Q)nwh @ WhiQ)

By following the method of assessment from the work [18], at the end we get
an assessment:

||Uf||Lp(o,T,Lp(Q)) + ||U8||LP(O,T,W§(Q)) + ||VP8||L,,(0,T,L,,(Q)) < C < oo, (43)

where C does not depend on the small parameter value €.

Let us establish one more assessment by a global time feature that is a constant
which only depends on the problem’s data. Further this assessment guarantees
compactness in the space L,(Q) of sequences of approximate solutions that are
constructed according to the Galerkin method.

Lemma 1 For any 6, such that the condition is fulfilled 0 < 6 < T, the following
inequality is true:

~

-5
o8 (1 + 8) — ve ()| dt < C62.

o%

Proof. Let us fix d, ¢ so that inequality held 0 < r < T — §. Equations (28)—(32)
on the time interval 7 € (¢,7 + ). Let’s multiply Ee. (28) by scalar on an arbitrary
function @ in space L,(Q).
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Then, after simple transformations, we arrive at the inequality:

d 1 .
ar ("%, (D)LZ(Q) = (p° (v°-V) D, UE)LZ(Q) + 5 (p°divv® - V7, (I))Lz(Q) +

+(p°f, q))Lz(Q) =t (6°p°, (D)Lz(Q) — u (V5 q))Lz(Q) + (p®, div q))Lz(Q)a

where ® = v(t + 6) — v(¢).

Let’s integrate obtained identity by a variable 7 in the limits from 7 to t + 6,
and then put ® = v®(r + 9) — v®(1).

An expression p®(t + 0)v®(t + 0) — p®(¢t)v®(t) we can write as follows
PZ(t+06) (V(t +6) —vo(t)) + (p°(t + 6) — p°(t)) v*(t), and then the difference
between p®(t + 0) — p®(t) was found by integrating Eq. (29) in the limits from ¢
to ¢ + 6. Obtained ratio we will integrate by a variable ¢ from O to ¢ + ¢, and for
each term on the right-hand side, we can use the assessments from the work [18],
on the basis of which we derive the assessment of the Lemma 1.

Let us proceed to the construction of approximate solutions by the Galerkin
method [16, 19].

0
Let Qi, = uaa—l, be an orthonormal basis in the space L,(€2) of Wg Q)N
Xa

0
W (). And the following ratio to be true:

(¢f"’ wx)Lz(Q) =4, (¢j’wj)L2(Q) :

Approximated solution v™#(¢) we will look for in the form of:
N
Vo) = > O (er,
k=1

where C (1) € C'[0, T1.
Density p™V#(¢) is a classic solution to the problem:

N,e
0p™°@) |

o+ (M0 V) Pt =0

Pl = Pp (1), (44)

where pgl (x) is a smooth initial function.
The sequence pg” (x), M = 1,2,... converges to the po(x) in norms L,(£2),
W,} (Q), pg” (x) € C*(Q). The pressure p™V¢(¢) is a classic solution to the problem:

. N,e _ N.,e
divv™® =gp™®,

pr’gdx =0. (45)

Q
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The temperature 8" (¢) is defined as a classic solution to the problem:

N (ae’“(r) + (V1) - V) QN’S(t)) =div (1 (6™(1)) VONE (1)) + po™*,

ot
(46)
00N (¢
01— = 65" (x), W) _ 0, tel0,T],
on |
where 9(1)” (x)— initial smooth function satisfying to the equation:
a6M (1)
0 =0, tel0,T]
on
Functions CIICV (t), k = 1,2,...,N, are determined by a system of ordi-

nary differential equations with coefficients that are operably dependent on
pMe (o), e (o):

N,e
(pN’g(t) (—a“ py ©, (™) - V) o™ (@) + %UN’e(t)div qus) — uAME (1) +

+VpNE () — LoNF () pNE (1) + PV (1) £ 65) 0

Ly©)

Based on the Schauder principle, using the obtained a priori assessments,
there can be distinguished subsequences from sequences {UN & }, { plVe }, { pV-e },

{HN "9} for which we have:

Ve 5 yf weakly inthe L, (0.7, Wg(Q)),

oN-e 5 ¢ weakly  in the WS’I(Q),

PN — pf  xweakly inthe W, (Q),

Ve o uE strongly inthe L, (0, T, LP(Q)) ,

oN-e 5 ¢ strongly inthe L, (O, T, LP(Q)) ,

Ay weakly inthe L, (0,7, L,(%Q)),

pVe = pe weakly inthe L, (0, T, W) (Q)) :

Thus, the Theorem 3 is proved. O

The following is true.

Theorem 4 Let all conditions of the Theorem 3 be fulfilled. Then the (28)—(33)
problem’s strong solution converges to a (22)—(27) problem’s strong solution at
g — 0.
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Proof. By virtue of the prior assessments obtained earlier, we have:

Y weakly inthe L, (0, T, Wlf(Q)),
6c — 0 weakly inthe W,'(Q),

p°—p  =weakly inthe W,'(Q),

Ve > v strongly inthe L, (O, T, LP(Q)) ,
6° — 6 strongly in the L, (0.7, L,(Q)),
Ul >y weakly inthe L, (0, T, LP(Q)) ,
pf—p weakly inthe L, (0, T.W, (Q)) .

By going to the limit at & — 0 in the corresponding identities, we establish
that the limit functions v, p, p, 6 are a (22)—(27) problem’s strong solution.
The Theorem 4 is proved. O

4. Finite difference method implementation for the numerical solution
hydrodynamic equations melts

There is needed a hydrodynamic equations’ numerical solution implemented
by finite difference method for computer modeling of melt’s flow. One way of
implementing numerical solutions is described in seections 2 and 3. We have
developed specific algorithms for computer programming.

Let’s consider a flat flow. Let Q be an area of Euclidean space R", and
x = (x1,x2). We divide whole space R"(x,t) on elementary cells, the area of
which will be equal to following:

x; = kih, h > 0, ki=0,%1,%£2,...,
where t = kAt; k = 1,2,...,n; his astep.
Let’s form difference ratios by x;:
1 : 1 .
Uy, (X, 1) = 7 [v (x + hef,t) - v(x, t)], vy, (x, 1) = 7 [v(x, t)—v (x — hef,t)].
The shift by x; is defined as:
%}i(x, t)=v (x + he/, t) .

Vectors e/ are the unit vectors along the axes x; by itself. According to the
work [6] velocity vectors are expressed as the ratios:

n n

n
2 2 2 2
v, = § UinVin » Upy = § Upy, = E (Uihxk) )
i,k=1

i=1 k=1
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n n
2 _ 2 _ N2
Uz = Z Uhz, = Z (ving, )™ -
k=1 k=1

Summation over i, k are conducted from 1 to 2 for two-dimensional case, and
from 1 to 3 for three-dimensional case. Then for arbitrary functions u;, vy given
on a lattice, we get the following expressions:

(URpUR)x; = Upx,Up + i Uhx; = Upy; Uh +URVpy;» (47)
(Upvn)z, = Upz,vp + I;/lz Uhz, = Upg, 1;;1 +UpUpz;, (48)
2 2 2
()" = (") + @ ()
uput = : (49)
2At
- —h Z up(O)vpz(0) + up(m)vy(m) + up(0)vy,(0)
=
D un(Ovi(0) = p (50)
=0

Above it is assumed that:

1 1
”zk = A (uk — uk_l) , upx () = 7 [up(€+ 1) —up(6)],

1
ups(£) = 7 [un(6) —up (€= D]

Thus, formulas (47)—(50) are a difference analogues of the product differen-
tiation and interpolation formulas uj, given on a lattice. To demonstrate given
method after appropriate transformations, let’s rewrite Eq. (22) in the form:

v < I_ .
E+sz(v)—nglvv=f, (51)
k=1
Where: Z()—_a2_w+ 8_W+1%
KW) = yaxi vkaxk 2aka

For simplicity, let’s consider the case when n = 2. In order to do this, it is
obvious that we need to divide time interval [0, T] pointwise:

1
t,, = mAt, Im-12 = (m - 5) At,

where m = 1,2,..., N.
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The above will allow us to consider layers ¢,, and t,,_;. Denote the indices so
that v, and also p are pointed to the layer’s number on which they are calculated.
There are various approximations of difference operator Z;. Let’s take he operator
in the form proposed in [20,21]:

1+km—% 1 m—li 1 m—&

Z' (W) = =YWz, + Evk Wy, + =U

1 m—3 m—1 m (. m=3 1 m-]
(T e () = 3 6

At
1 7 -3 m 1 m—1 1
A (=) ) - (o el =g oY
1 m—% m m m—% m—1 m—% 1 m—y
E (Uz Uy ) + 7 (U2 ) - = (lel + Vo, ))22 = E ) (54)
1 m m_% m m 1 m
A_t(UZ ) )+Tl (Uz)zifz , (55)

wherem=1,2,..., N.

To complete construction of the difference scheme, the initial and boundary
conditions should be added to presented equations. Without deriving formulas
for boundary conditions, we will deduce:

1112 2 1 2 12 1 |
m=a 0 _||,,m-1 m=z m-1 m—x _ m-s m—z
Yi [ +HU1 i ” +27AfHU1x2 = Af (fl V) ) (56)
2 m—1 2 m—1 2 2
m 2 m 2 m
”Ul ” kg Y T Y +27’At||le.
2At 2 meL
- m m 2 _ m .. .m
= o+ (o) = e (o). 6D
m—111? I et P LR
2 - 2 — 3
Hv2 —”v2 H +Hv2 - U, ” + 2yAt Vs,
2At (|| m=1L)? _1 11
- 2 m—1 _ M~—3 _ m-3 m—j3
+ = Hv2x2 +(v1xl,v2x2) — At (f2 o ) (58)
ml||? m—% 2 m m—% 2 m 112 mm
lon||” = flva 2| +|fos v 2| 2ol = A (S5 ey) . (59)
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Thus, we will obtain Eqgs. (52)—(55) that are solved separately. The result allows
to write machine programs for the numerical finite-difference methods imple-
mentation.

At this point it is suitable to consider application of proposed method on
Dirichlet problem’s example for the Poisson equation given in [22]. Integration
is performed in a rectangular lattice in accordance with Fig. 1. Asterisk indicates
internal nodes, boundary nodes are denoted by o.

va
N

h

Figure 1: Integration area

According to the reference data, the solution of the Poisson equation is given
in Table 1.

Table 1: First Dirichlet boundary value problem’s solution for the Poisson equation from
reference sources

X

¥ 0.00 0.40 0.80 1.20 1.60 2.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.20 0.08 0.32 0.51 0.72 0.99 0.84
0.40 0.32 0.72 1.07 1.41 1.78 1.76
0.60 0.72 1.23 1.68 2.12 2.56 2.76
0.80 1.28 1.82 2.65 3.22 3.82 3.84
1.00 2.00 2.44 2.96 3.56 4.24 5.00




326

S.SH. KAZHIKENOVA

www.czasopisma.pan.pl P@N www.journals.pan.pl
N
<D

For the control example in Table 2 we gave the Dirichlet problem’s solution
already with different boundary conditions from same reference sources. By
comparing first and second Dirichlet boundary value problems’ solutions from
reference sources presented in Tables 1 and 2 with program results for solving
boundary value problems presented in Tables 3 and 4, we obtain a satisfactory
coincidence of solutions for a given accuracy £ = 107!

Table 2: Second Dirichlet boundary value problem’s solution for the Poisson equation
from reference sources

Y 0.00 0.40 0.80 1.20 1.60 2.00
0.00 1.00 1.40 1.80 2.20 2.60 3.00
0.20 2.00 1.05 0.95 1.08 1.44 2.96
0.40 2.00 1.02 0.60 0.59 0.93 2.84
0.60 4.00 1.36 0.78 0.63 0.93 2.64
0.80 5.00 2.78 2.12 1.81 1.64 2.36
1.00 6.00 5.84 5.36 4.56 3.44 2.00

Table 3: First Dirichlet boundary value problem’s solution for the Poisson equation with
a given accuracy € = 107!,

Y

0.000

0.200

0.400

0.600

0.800

1.000

1.200

1.400

1.600

1.800

2.000

0.0

0.000

0.000

0.000

0.000

0.000

0.000

0.000

0.000

0.000

0.000

0.000

0.2

0.080

0.241

0.262

0.264

0.266

0.269

0.272

0.276

0.280

0.330

0.840

0.4

0.320

0.303

0.301

0.303

0.305

0.308

0.311

0.315

0.320

0.447

1.760

0.6

0.720

0.356

0.305

0.306

0.308

0.310

0.314

0.318

0.323

0.538

2.760

0.8

1.280

0.429

0.310

0.308

0.310

0.313

0.316

0.320

0.325

0.636

3.840

1.0

2.000

0.523

0.315

0.311

0.313

0.315

0.319

0.323

0.329

0.741

5.000

1.2

2.880

0.639

0.322

0.314

0.316

0.319

0.322

0.326

0.332

0.854

6.240

14

3.920

0.776

0.330

0.318

0.320

0.323

0.326

0.330

0.337

0.974

7.560

1.6

5.120

0.935

0.341

0.323

0.326

0.329

0.332

0.336

0.343

1.105

8.960

1.8

6.480

1.248

0.581

0.613

0.674

0.744

0.821

0.906

1.002

1.946

10.44

2.0

2.000

2.440

2.960

3.560

4.240

5.000

5.840

6.760

7.760

8.840

10.00
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And when the accuracy increases to £ = 10~ our results presented in Table 5,
in fact, coincide with the standard reference data results.

Table 4: Second Dirichlet boundary value problem’s solution for the Poisson equation

with a given accuracy & = 107!

Y

0.000

0.200

0.400

0.600

0.800

1.000

1.200

1.400

1.600

1.800

2.000

0.0

1.000

1.200

1.400

1.600

1.800

2.000

2.200

2.400

2.600

2.800

3.000

0.2

2.000

1.109

1.011

1.012

1.016

1.019

1.023

1.026

1.029

1.138

2.960

0.4

3.000

1.215

1.004

0.997

0.996

0.994

0.992

0.990

0.988

1.087

2.840

0.6

4.000

1.325

1.007

0.997

0.995

0.993

0.991

0.988

0.985

1.074

2.640

0.8

5.000

1.436

1.009

0.996

0.994

0.992

0.989

0.986

0.983

1.057

2.360

1.0

6.000

1.546

1.012

0.995

0.993

0.990

0.987

0.984

0.981

1.035

2.000

1.2

7.000

1.656

1.015

0.994

0.992

0.989

0.986

0.983

0.979

1.008

1.560

1.4

8.000

1.767

1.017

0.994

0.991

0.988

0.984

0.981

0.977

0.977

1.040

1.6

9.000

1.877

1.020

0.993

0.990

0.986

0.983

0.979

0.975

0.942

0.440

1.8

10.00

2.018

1.059

1.027

1.022

1.016

1.009

1.000

0.992

0.917

-0.24

2.0

6.000

5.960

5.840

5.640

5.360

5.000

4.560

4.040

3.440

2.760

2.000

Table 5: First Dirichlet boundary value problem’s solution for the Poisson equation with
a given accuracy € = 107

X

0.000 0.400 0.800 1.200 1.600 2.000
0.00 0.000 0.000 0.000 0.000 0.000 0.000
0.20 0.080 0.301 0.508 0.750 1.001 0.800
0.40 0.320 0.730 1.055 1.430 1.851 1.710
0.60 0.720 1.221 1.666 2.101 2.590 2.732
0.80 1.280 1.790 2.599 3.202 3.798 3.884
1.00 2.000 2.490 2.981 3.549 4.290 5.001

Obtained results show compiled program’s correctness, as well as correctness
of the stated boundary value problems for hydrodynamic equations that were
considered by us above.

For clarity, let’s present isolines and surfaces of solutions obtained in corre-

spondence with Fig. 2 and Fig. 3.
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Figure 2: Isolines and surface for the first Dirichlet boundary value problem
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Figure 3: Isolines and surface for the second Dirichlet boundary value problem
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5. Conclusion

The problems under consideration determine the set of interrelated differential
and integral conditions necessary for successful numerical solution of Navier—
Stokes equations.

This article is intended to acquaint both mathematicians and hydromechanics
with what has been done so far respectively the study of the questions related
to solvability and stability of boundary value problems for the Navier—Stokes
equations. The article is based on the latest scientific results in the melts structure
field, their movement mechanics and the use of modern hydrodynamics methods.

The article proposes a solution to the hydrodynamics equations. For computer
modeling of melt’s flow, a numerical solution to the equations is needed to be done
by the finite difference method. The authors considered application of proposed
method on Dirichlet problem’s example for the Poisson equation. The results
show the correctness of the program as well as the correctness of the boundary
value problems for the hydrodynamic equations we considered above.
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