INVESTIGATION OF NOISE IN SURFACE TOPOGRAPHY MEASUREMENT USING STRUCTURED ILLUMINATION MICROSCOPY
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Abstract

Noise is a fundamental metrological characteristic of the instrument in surface topography measurement. Therefore, measurement noise should be thoroughly studied in practical measurement to understand instrument performance and optimize measurement strategy. This paper investigates the measurement noise at different measurement settings using structured illumination microscopy. The investigation shows that the measurement noise may scatter significantly among different measurement settings. Eliminating sample tilt, selecting low vertical scanning interval and high exposure time is helpful to reduce the measurement noise. In order to estimate the influence of noise on the measurement, an approach based on metrological characteristics is proposed. The paper provides a practical guide to understanding measurement noise in a wide range of applications.
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1. Introduction

Noise is one of vital metrological characteristics of areal topography measuring methods. The terminology of noise, including instrument noise, measurement noise, static noise, and dynamic noise, is defined in ISO 25178-600 [1]. Instrument noise is the internal noise caused by the instrument if ideally placed in a noise-free environment. However, measurement noise occurs during realistic measurement, where there are many other influential factors. Consequently, measurement noise is usually higher than instrument noise. In other words, instrument noise can be considered the minimum achievable value for measurement noise [2]. In addition, measurement noise may scatter significantly in different instruments [3, 4].

There are various noise sources in surface topography measurement, e.g., noise caused by instrument electronics, external electromagnetic disturbances, and vibrations [5], noise due to temperature fluctuations [6], scattering noise and background noise [7]. Sample placement is...
another factor because there are more vibration and air turbulence effects at a tilted sample than when the tilt is eliminated [8, 9]. Noise is of great importance in surface topography measurement. Measurement noise limits instrument capability of measuring high spatial frequencies [10]. Furthermore, measurement noise can limit measurement repeatability as well [11, 12]. Due to noise bias [13], there can also be a systematic deviation in the height parameter, which is not revealed by repeated measurements [14].

Subtraction method [15, 16] and averaging method [13] are common methods to determine measurement noise in surface topography measurement [5]. A smooth flat surface such as an optical mirror is widely used as the material measure. For the subtraction method, two consecutive measurements should be carried out at the same sample position in a short time. For the averaging method, several repeated measurements are carried out in a short time. The subtraction method and averaging method are equivalent when the number of repeated measurements is two. Furthermore, noise density is defined to describe the relationship between the measurement noise, data acquisition time and array size [2, 17]. It is worth noting that the existence of non-measured points is a problem using optical methods [18]. The handling of the non-measured points affects the estimation of measurement noise and should be reported.

Filtering is commonly used to suppress the measurement noise [19, 20]. Various filters can suppress the noise, such as the Gaussian filter, robust Gaussian filter, median filter, spline filter, morphological filter, and wavelets filter. The comparisons between different filters were made elsewhere [21–25]. In addition, the Fourier decomposition approach [13] and the Legendre polynomial decomposition approach [26] have been proved to reduce the noise apart from conventional filtering. Moreover, optimizing the measurement process is another option to reduce the noise. For example, it could be topography averaging and signal oversampling [27], optimizing object placement [28], and minimizing the environmental temperature fluctuations [11].

In order to optimize the measurement strategy, understanding measurement noise and estimating its influence on measurement is meaningful in practical measurement. In addition to the noise reduction method mentioned above, the operator can also consider reducing the noise in the measurement data acquisition by selecting proper measurement settings. Therefore, this paper studies the measurement noise in practical measurement using structured illumination microscopy (SIM). The aims of the study are: (1) to investigate the influence of lens, vertical scanning interval (sampling distance in the depth direction), exposure time, and sample tilt on the measurement noise, and (2) to estimate the influence of noise on the measurement result.

2. Material and methods

2.1. Instrumentation

The measurements were performed using a confovis Duo Vario measuring system with structured illumination. The measurement principle of structured illumination is shown as in [29]:

As can be seen in Fig. 1, LED A and LED B are actuated alternately during the measurement. The grid pattern is projected on the measured topography by transmission when LED A is activated. The grid pattern is projected on the measured topography by reflection when LED B is activated. Therefore, the image sensor captures the surface with the imaged grid, generating two 180° phase-shifted images during the measurement. If the measured topography is in focus, the grid pattern is sharply imaged. As a result, the contrast difference (C) between individual images is high. When the measured topography is out of the focal plane, the contrast difference (C) is low. Consequently, the height of the surface is determined by the contrast difference (C). The selected instrument parameters and corresponding values are shown in Table 1.
Fig. 1. Schematic diagram of the structured illumination method [29].

Table 1. Selected process parameters and their values in the measurement system.

<table>
<thead>
<tr>
<th>Lens</th>
<th>NA</th>
<th>Acceptance angle / °</th>
<th>FoV / (µm × µm)</th>
<th>Lateral sampling interval/ µm</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 × magnification</td>
<td>0.60</td>
<td>36.9</td>
<td>630 × 630</td>
<td>0.248</td>
</tr>
<tr>
<td>50 × magnification</td>
<td>0.95</td>
<td>71.8</td>
<td>254 × 254</td>
<td>0.099</td>
</tr>
</tbody>
</table>

2.2. Samples

In this work, a silver-plated mirror surface and three grinding surfaces were measured. Fig. 2 shows a pseudo-color view of the samples’ surfaces. Five repeated measurements were carried out with a 20 × lens at 0.05 µm vertical scanning interval to obtain information for each surface. This information was obtained according to the ISO 25178-2 standard [30]. $S_q$ (root mean square height of the scale-limited surface) was used to indicate roughness. $S_{dq}$ (root mean square gradient of the scale-limited surface) was used to indicate surface complexity.

For parameter calculation, outliers were removed, non-measured points were filled and the surface was levelled by subtracting the least-squares plane. Because the lateral sampling interval was 0.248 µm, an S-filter with a nesting index of 0.8 µm was applied according to ISO 25178-3 [19]. Moreover, an L-filter with a nesting index of 250 µm was applied at a 300:1 bandwidth ratio. Table 2 shows mean values of $S_q$ and $S_{dq}$ from five repeated measurements.

Table 2. Samples and mean values of areal surface texture parameters.

<table>
<thead>
<tr>
<th>Samples</th>
<th>Symbols</th>
<th>$S_q$</th>
<th>$S_{dq}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silver-plated mirror surface</td>
<td>SS</td>
<td>3.1 nm</td>
<td>0.008</td>
</tr>
<tr>
<td>grinding surface 1</td>
<td>GS_1</td>
<td>0.19 µm</td>
<td>0.14</td>
</tr>
<tr>
<td>grinding surface 2</td>
<td>GS_2</td>
<td>0.45 µm</td>
<td>0.27</td>
</tr>
<tr>
<td>grinding surface 3</td>
<td>GS_3</td>
<td>0.83 µm</td>
<td>0.29</td>
</tr>
</tbody>
</table>
2.3. Assessment of the measurement noise

The measurement noise may significantly scatter at some measurement settings. Therefore, stabilized measurement noise was estimated in this work. There were five surface topographies (M1, M2, M3, M4, and M5) from five repeated measurements. Four noise topographies (M1-M2, M2-M3, M3-M4, M4-M5) were generated by surface subtraction. First, the measurement noise from four noise topographies was established by (1). Then according to ISO/DIS 25178-700 [31], the stabilized measurement noise was estimated by (2).

\[ N_M = \frac{S_{\text{difference}}}{\sqrt{2}}, \]  

where \( N_M \) is measurement noise and \( S_{\text{difference}} \) is the root mean square height of the noise topography.

\[ \bar{N}_M = \sqrt{\frac{1}{P} \sum_{i=1}^{P} N_{MP}^2}, \]  

where \( \bar{N}_M \) is the stabilized measurement noise and \( N_{MP} \) is the \( P \)-th assessment of the measurement noise according to (1).

In practical measurement, the non-measured points can be filled by interpolation or just omitted. The estimation of measurement noise should correspond to post-processing of the measurement data. In this work, the non-measured points were filled before calculating areal surface texture parameters. Therefore, the non-measured points were analogously filled before surface subtraction.
2.4. Assessment of uncertainty due to measurement noise

The uncertainty component includes noise bias on parameter calculation and measurement repeatability caused by noise [14]. Therefore, the combined uncertainty due to noise can be written as

\[ u^2_{S\text{-noise}} = u^2_{S\text{-repeat}} + u^2_{S\text{-bias}}, \]  

where \( u_{S\text{-noise}} \) is the combined uncertainty of parameter \( S \) due to noise, \( u_{S\text{-bias}} \) is the uncertainty of parameter \( S \) due to noise bias, and \( u_{S\text{-repeat}} \) is the uncertainty of parameter \( S \) due to repeatability caused by noise.

The standard deviation of repeated measurements represents the uncertainty due to repeatability. As an illustration, Fig. 3 shows the approach to assess the uncertainty due to noise bias based on metrological characteristics [32, 33]. Noise topography was first generated by subtraction of two consecutive measured surface topographies. Then the noise topography was added to or subtracted from the original surface topography, and parameter variation (\( \Delta_i \)) was estimated. The same process was performed \( n \) times in succession, and a series of parameter variations was obtained. The standard uncertainty \( u(S) \) was finally estimated.

![Fig. 3. The illustration of estimating uncertainty due to noise bias.](image)

3. Results and discussion

3.1. Measurement noise at different objective lens

The measurement was carried out with 20× lens and 50× lens, respectively. When the lens was changed, the sample was not moved, and the field of view (FoV) centre was always at the same position on the sample surface. The largest exposure time was set in the absence of over-saturated points. Selected measurement settings are shown in Table 3; only the vertical scanning interval changed after the lens and exposure time were fixed. A 254 µm × 254 µm centre region was extracted for every measurement data with a 20× lens. Therefore, the estimation of the measurement noise was from the same region of the 20× lens and the 50× lens.

A high numerical aperture (NA) lens has advantages such as small width of the contrast curve shown in Fig. 1 [34], high signal to noise ratio (SNR) due to high light intensity, high lateral
resolution, and good handling capability of the large slope because of a wide acceptance angle. Therefore, in general, the measurement noise using a 50× lens was lower than using a 20× lens regardless of measuring rough or smooth surface. The result in Fig. 4c and Fig. 4d agree with the analysis.

Fig. 4a and Fig. 4b show that the stabilized measurement noise was higher with the 50× lens than with the 20× lens in the smooth surface measurement. The reason was that the environment-induced noise phenomenon was more likely to be noticed during the smooth surface measurement. There was, for example, noise caused by vibration. A high NA lens with high lateral resolution captured more noise detail. However, a low NA lens captured less noise detail due to the average effect of low resolution. Another possible reason was the accumulated background noise due to high exposure time.
3.2. Measurement noise at different vertical scanning intervals

Fig. 4 shows that the stabilized measurement noise increased with the increase of the vertical scanning interval. This was because when the vertical scanning interval increased, fewer images were captured during the scanning. As a result, the calculation accuracy of the height value based on the contrast curve fit decreased due to lower point density. According to [34], the measured height precision of the SIM follows the square root of the vertical scanning interval. Accordingly, there would be a similar relation between the measurement noise and the vertical scanning interval.

A linear regression fit was created for the measurement noise versus the square root of the vertical scanning interval, as shown in Fig. 5. The measurement noise established by (1) was used instead of the stabilized measurement noise for a reliable fit. The R-Squared value indicates that the measurement noise was linearly related to the square root of the vertical scanning interval. It is worth noting that the R-Squared value of GS_1 with the 20× lens was 0.4 but it exceeded 0.8 when the linear fit was created using the stabilized measurement noise. Sometimes, it is not possible to get the exact measurement time to estimate the noise density. However, the linear regression fit method shown in Fig. 5 could be an option.

There is another issue that needs attention. As shown in Fig. 5, the measurement noise established by (1) was not stable for measuring rough surfaces or measurement at large vertical scanning intervals. Taking measurement noise with the 20× lens at 0.2 μm vertical scanning interval as an example, the standard deviation of the measurement noise of SS and GS_2 was 0.03 nm and 6.5 nm, respectively. Therefore, the measurement noise estimated by subtraction of the two topographies is sufficient for the smooth surface measurement. Establishing the stabilized measurement noise or establishing the measurement noise by the averaging method is suggested for rough surface measurement.

3.3. Measurement noise at different exposure times

The influence of exposure time on the measurement noise was investigated at 0.1 μm vertical scanning interval. When the lens had been selected, the measurements were carried out at five different exposure times where the values changed by almost 40% over the measurement. Measuring the SS surface with the 20× lens as an example, 1.26 ms was the maximum exposure time in the absence of over-saturated points. Therefore, the measurements were carried out at
exposure times of 1.26 ms, 1.13 ms, 1.02 ms, 0.92 ms, and 0.83 ms, respectively. Because there was no direct comparison between the 20× lens and the 50× lens, the whole FoV was used to estimate the measurement noise for every measurement.

As shown in Fig. 6, if the 50× lens was used, the stabilized measurement noise decreased when the exposure time increased. The reason was that the SNR increased as a result of increasing exposure time. It appears, however, that the variation of measurement noise was not significant with the 20× lens. The reason was that variation of exposure time did not significantly affect SNR which could be verified by the non-measured point percentage (NMP). In general, increasing SNR can decrease the NMP which is evident at surfaces with high roughness [35]. Taking GS_3 surface as an example, when the 20× lens was used, the average NMP of five repeated measurements was 2.3% and 2.6% at 1.2 ms and 0.8 ms, respectively; When the 50× lens was used, the average NMP was 2.6% and 6% at 4.32 ms and 2.84 ms, respectively. Thus, it indicates that the selected variation of exposure time significantly affected the measurement with the 50× lens. From the practical viewpoint, high exposure time in the absence of over-saturated points is recommended to reduce the measurement noise.

3.4. Tilted-sample measurement noise

The relation between the measurement noise and sample tilt was investigated with a 20× lens at a 0.1 µm vertical scanning interval. A manual goniometer stage first eliminated the sample tilt, and this position was set as the reference position. Then the sample was tilted around the X axis of the stage, in the range of ±2° with respect to the reference position. The sample was also analogously tilted around the Y axis. While tilting, it was ensured that the centre of the FoV was always at the same position on the measured surface. Five repeated measurements were carried out at each tilt angle. The maximum exposure time was selected assuming the absence of over-saturated points over the measurements.

As shown in Fig. 7, the stabilized measurement noise varied at the different tilt angles. Fig. 8a and Fig. 8b show that there were stripes on the noise topography of the SS when the sample was tilted which illustrates that there was correlated noise. It could be caused by the environment such as vibration and air turbulence [9]. However, there was no significant stripe pattern on the noise topography when the sample was at the horizontal position. It indicates that this correlated noise had more effects on the tilted sample.
For the smooth surface, the tilt caused that some part of the light was not reflected on the lens and the SNR decreased. This was another possible factor affecting the measurement noise which would be evident at a high tilt angle. In addition, there is slope dependent error in the optical instrument [36]. How the slope dependent error of SIM affects the measurement noise needs further study.

3.5. Measurement uncertainty due to noise

The uncertainties of ISO 25178-2 areal surface texture height parameters [30] were taken as examples in this work. The height parameters include $S_q$ (root mean square height of the scale-limited surface), $S_a$ (arithmetical mean height of the scale-limited surface), $S_{sk}$ (skewness of the...
scale-limited surface), $Sku$ (kurtosis of the scale-limited surface), $Sp$ (maximum peak height of the scale-limited surface), $Sv$ (maximum pit height of the scale-limited surface), and $Sz$ (maximum height of the scale-limited surface). The data was from five repeated measurements with the 20× lens at 0.05 µm vertical scanning intervals. The parameter calculation was performed with the same procedure as in Section 2.2.

Table 4 shows that the uncertainty of $S_{q}$ and $S_{a}$ due to measurement noise was low, less than 1 nm. However, contrary to this, the uncertainty of $Sp$, $Sv$, and $Sz$ was high, even tens of nanometers. The reason is that the $S_{q}$ and $S_{a}$ are measures of the entire surface’s height variation. $Sp$, $Sv$, and $Sz$ are extreme height parameters.

<table>
<thead>
<tr>
<th>Uncertainty type</th>
<th>Samples</th>
<th>$U_{S_{q}}$ / nm</th>
<th>$U_{S_{sk}}$</th>
<th>$U_{S_{ku}}$ / nm</th>
<th>$U_{S_{p}}$ / nm</th>
<th>$U_{S_{v}}$ / nm</th>
<th>$U_{S_{z}}$ / nm</th>
<th>$U_{S_{a}}$ / nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncertainty due to \hspace{1cm} repeatability</td>
<td>SS</td>
<td>0.02</td>
<td>0.09</td>
<td>5.81</td>
<td>4.41</td>
<td>3.26</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GS_1</td>
<td>0.12</td>
<td>0.02</td>
<td>25.70</td>
<td>7.59</td>
<td>25.64</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GS_2</td>
<td>0.52</td>
<td>0.01</td>
<td>20.61</td>
<td>9.05</td>
<td>18.05</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GS_3</td>
<td>0.31</td>
<td>0.00</td>
<td>4.16</td>
<td>14.18</td>
<td>16.88</td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td>Uncertainty due to \hspace{1cm} noise bias</td>
<td>SS</td>
<td>0.24</td>
<td>0.12</td>
<td>7.73</td>
<td>3.73</td>
<td>5.41</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GS_1</td>
<td>0.20</td>
<td>0.01</td>
<td>34.80</td>
<td>5.52</td>
<td>39.19</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GS_2</td>
<td>0.76</td>
<td>0.01</td>
<td>12.67</td>
<td>32.15</td>
<td>40.01</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GS_3</td>
<td>0.58</td>
<td>0.00</td>
<td>33.55</td>
<td>24.54</td>
<td>19.58</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>Combined uncertainty</td>
<td>SS</td>
<td>0.24</td>
<td>0.15</td>
<td>9.67</td>
<td>5.78</td>
<td>6.32</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GS_1</td>
<td>0.23</td>
<td>0.02</td>
<td>43.26</td>
<td>9.39</td>
<td>46.83</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GS_2</td>
<td>0.92</td>
<td>0.01</td>
<td>33.40</td>
<td>43.89</td>
<td>43.92</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GS_3</td>
<td>0.66</td>
<td>0.00</td>
<td>33.81</td>
<td>28.34</td>
<td>25.85</td>
<td>0.63</td>
<td></td>
</tr>
</tbody>
</table>

The height values are small on the smooth surface and as such they are easily affected by the noise. However, the height values are large on the rough surface. The noise amplitude is too low to affect the height distribution of the rough surface. This is why the uncertainty of $S_{sk}$ and $Sku$ due to measurement noise was high at the smooth surface measurement and low at the rough surface measurement.

It should be noted that the uncertainty is related to the filtering, handling of non-measured points and outliers. Consequently, the measurement uncertainty varies depending on the data processing method. The proposed approach can evaluate how the noise affects the measurement result but is limited by the number of measurements times. Increasing the repeated measurements times could improve the accuracy of the uncertainty estimation.

4. Conclusions and future work

In this work, measurement noise at different measurement settings was investigated using SIM. In addition, it was studied how the noise affected height parameters. The work provides a practical guide to understanding measurement noise in a wide range of applications.

It is shown that measurement noise scatters among different measurement settings. Therefore, measurement noise should be estimated at the settings where the instrument is applied.

Eliminating sample tilt, selecting low vertical scanning interval and high exposure time is helpful to reduce the measurement noise. In general, using a high NA lens can reduce the
measurement noise. However, if there is environment-induced noise, using a high NA lens may not reduce the measurement noise in the smooth surface measurement.

Measurement noise scatters while measuring rough surfaces or measuring at large vertical scanning intervals. In this case, establishing measurement noise by the averaging method or using stabilized measurement noise is recommended.

The metrological characteristics approach is capable estimating the uncertainty due to measurement noise. $S_q$ and $S_a$ are not sensitive to the noise, while $S_p$, $S_v$, and $S_z$ are sensitive to the noise. The uncertainty of $S_{sk}$ and $S_{ku}$ is higher in smooth surface measurement than in rough surface measurement.

More samples with different structures and materials will be measured to investigate the measurement noise in the future.
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