Study on modeling and production inaccuracies for artillery firing

Production and assessment of artillery firing tables (FT) are the key tasks in solving ballistic problems through both standard and non-standard firing conditions. According to the literature, two different standard firing table formats were developed by the former-Soviet and the United States armies. This study proposes the main difference between these FT formats, as the standard meteorological conditions. An accuracy assessment has been proposed to justify different sources of errors through modeling and production of such tables, including applied meteorological message, aiming angles round-off, linear superposition principle, and Earth approximation. A case study has been proposed for the 155M107 projectile to demonstrate the impact of the Coriolis effect as well as other ballistic and atmospheric non-standard conditions. As a part of the construction of artillery FT, a fitting process has to be made between available firing data and simulations. Therefore, a parametric study is implemented to study the number of test elevations per charge needed through the fitting process and its corresponding production error. Hence, based on the number of test elevations available, the genetic algorithm (GA) has been utilized to obtain the test elevations order needed with minimum FT production error. The results show a good agreement with the data stated in the literature.

1. Introduction

The great importance of the artillery firing tables (FT) stems from the need for them during the solution of various ballistic problems. Historically, this tool has evolved through many decades starting from the Graphical Firing Tables [1, 2], to
the Tabulated Firing Tables [3–5], and recently to the Digital Fire-control Systems [6–8]. During the artillery firing table development process, two main phases of the task must be realized, namely, the computational firing tables, and the final firing tables.

The computational firing tables are developed based on a flight trajectory model. Different flight trajectory models can be implemented to compute artillery FT, such as the point-mass (PM) model [2–4], the modified-point-mass (MPM) model [9–11], and the six-degree-of-freedom (6-DOF) model [12–14]. The issues of relative complexity and accuracy of these models were investigated in [13–15]. Generally, the PM trajectory model is the most widely-used model [3, 4], where the projectile drag coefficient is the only aerodynamic data required.

Different measurement techniques were introduced [4, 16–20] to estimate the drag coefficient and other aerodynamic derivatives based on flight tests. These techniques need a huge number of rounds to fully characterize the projectile drag in different flight conditions (i.e., muzzle elevation angle and velocity). Alternatively, different standard drag laws are available in the literature [9, 21, 22] to simplify the aerodynamic reduction problem via the ballistic coefficient reduction technique. The ballistic coefficient has to be reduced to fit the proposed standard drag for the projectile under consideration. As illustrated in Fig. 1, different drag laws versus Mach number had been developed including the 1958 drag law [21] for finned projectiles and the 1930, 1943, and Siacci laws [22] for spin-stabilized projectiles, in addition to different drag profiles using Gavre functions [23] for various projectile shapes. For any given projectile shape, as the aerodynamic similarity with any given standard shapes increases, a higher drag accuracy associated with a lower ammunition consumption can be attained. Therefore, based on huge experiments, modern aerodynamic tools, e.g., the SPIN-73 [24], were developed to estimate the aerodynamic parameters with a good accuracy, and hence, more complicated ballistic models can be applied through the FT production.

Final firing tables need many firing tests to increase the firing table accuracy. Regardless of flight model used, it is necessary to fit the FT mathematical model
with real firing data available to reduce different correction factors [9] such as drag and lift factors used in developing the final artillery FT. Different techniques are adopted [25–27] to obtain these correction factors. Real firings are the reason for the high cost of FT. As recommended in [3], up to 120 rounds for each propellant charge (i.e., muzzle velocity) are required. As illustrated in [28], a huge amount of anti-aircraft 100 mm gun firings were used to derive analytical formulae for gun elevation (QE) in terms of the target range and height.

Since developing firing tables is inevitable, the ballistic similarity concept has been proposed [29–31] to minimize their cost by producing a new FT for a projectile based on an existing FT of a similar projectile. The ballistic similarity is defined by NATO [29] as that any two projectiles having the same fuze, aerodynamic shape, mass properties, surface finish, and driving-band are close enough to maintain their mean points of impact with a maximum deviation of one probable error PE both in range and drift. In [30], the similarity concept was adopted in the redesign/replacement of weapon system components that impact firing accuracy.

Artillery firing tables structure includes both standard and non-standard firing conditions [3]. Standard conditions hold all basic elements utilized through the development of firing table data such as projectile mass, muzzle velocity, nominal atmospheric conditions, and zero-wind case. In contrast, non-standard conditions are provided to estimate ballistic correction needed as a result of the changes in meteorological and ballistic parameters.

To avoid the spatial and temporal complexity of meteorological conditions and their effect on the artillery ballistic performance, a standard atmosphere model [32] is used through the FT development process. In real firing, a weighting process [33, 34] for real meteorological conditions is implemented through the simulated flight trajectory to estimate their deviations from the standard. The output of this process is known as the meteorological message.

The artillery firing table formats for different ammunitions are not similar. Therefore, during the development process, some parameters and requirements have to be defined. Firstly, the projectile standard muzzle velocity per charge is defined. The standard projectile mass properties and the applied fuze data are illustrated. Then, the standard conditions and other assumptions needed during the development of the artillery firing table are assigned. These conditions include sea-level standard conditions, the atmospheric model, the ballistic conditions, and Earth's topographic assumptions. All test-fires shall be done at wind speed below 5 m/s [35]. Finally, different firing tables including standard data and corrections needed for different flight conditions are listed based on the applied firing table format. Hence, several stages are implemented to produce different artillery firing tables starting from the velocity zoning procedure, which is established based on the available propellant composition and amount, namely on the projectile muzzle velocity, the required range overlap between different charges, the maximum elevation angle, and the required maximum range.
Currently, there are only two universally-agreed tabular FTs namely, the former-Soviet format and the US format. These two tables are different not only in their output format but, more importantly, in the underlying assumptions, simplifications, and calculation techniques. Nevertheless, the two FTs have two aspects in common. On the one hand, the two tables assume that the correction factors are mutually independent. On the other hand, the impact of cross-wind is the only non-standard condition to be considered on the projectile side drift.

The objective of the present research is multifold. Firstly, the validity of simplifying assumptions in the production of FT, namely, independence of correction factors and insignificance of the influence of ballistic and atmospheric conditions on the projectile drift, is revisited. Secondly, the accuracy of different artillery meteorological messages is assessed and compared. Thirdly, the impact of the number and values of correction elevation firing angles QE on the FT production accuracy is investigated.

The remainder of the present paper is organized as follows. First, the implemented mathematical model for projectile flight simulation has been illustrated. Next, the features of the case study projectile and research methodology are explained in detail. Then, the main results are presented and discussed. The paper finalizes with the main findings and conclusions.

2. Mathematical model

2.1. Flight trajectory model

All trajectory simulations performed in this study are implemented using a modified-point-mass MPM trajectory model [9–11], where the equations of motion for the projectile center of gravity with respect to the ground coordinate system, as illustrated in Fig. 2, are listed as follow

\[
\dot{\mathbf{v}} = \mathbf{v} = [\dot{x} \ \dot{y} \ \dot{z}]^T ,
\]

\[
\ddot{\mathbf{v}} = -\frac{\rho s|v_r|f_d C_x}{2m} \mathbf{v}_r + \frac{\rho s|v_r|^2 f_i C'_y}{2m} \alpha_R - \frac{\rho s d^2 \gamma C''_z}{2m} \mathbf{v}_r \times \alpha_R - \begin{bmatrix} 0 \\ g \\ 0 \end{bmatrix} ,
\]

\[
\ddot{\gamma} = -\frac{\rho s d^2 |v_r|}{2C} \gamma m'_D ,
\]

\[
\alpha_R = \frac{2C \dot{\gamma}}{\rho s d|v_r|^4 m'_z} \mathbf{v}_r \times \mathbf{v}_r ,
\]

where \( \mathbf{v} \) is the projectile absolute velocity vector relative to the ground coordinate system \([x \ y \ z]^T \); \( \mathbf{v}_r \) is the projectile total velocity vector relative to wind \( \mathbf{w} \) as \( \mathbf{v}_r = \mathbf{v} - \mathbf{w} \); \( |v_r| \) is the projectile aerodynamic speed; \( g \) is the gravitational acceleration;
\[ \dot{\gamma} \] is the projectile spin rate; \( \rho \) is the air density; \( m, C, d \) and \( s \) are the projectile mass, the axial moment of inertia, caliber, and reference area respectively; the coefficients \( C_x, C'_x, C''_x, m'_x \) and \( m'_z \) are the aerodynamic drag force, lift force, Magnus force, spin damping moment, and pitching moment, respectively; \( f_d \) and \( f_l \) are the form and lift factors, respectively (i.e., the fitting factors); and \( \alpha_R \) is the projectile repose angle.

![Projectile ground-coordinate system](image)

**2.2. Atmospheric model**

The main difference between the former-Soviet and the US format FT lies in the divergence in the atmospheric model, which can be summarized as follows.

a) **Sea-level standard atmospheric conditions**: The Soviet FT uses the following conditions [36–38]: the standard air pressure is 750 mmHg, the standard air temperature is 15°C, the relative humidity is 50%, and hence, the standard virtual temperature \( T_0 \) is 288.9 K and the corresponding standard ground air density value is \( \rho = 1.206 \text{ kg/m}^3 \). In contrast, the US FT uses the following standard sea-level conditions [39]: the standard air density is 1.225 kg/m\(^3\), the standard air temperature is 288.15 K, and hence, the standard air pressure at sea level is 760 mmHg.

b) **Standard atmospheric model**: The Soviet FT uses the standard atmosphere SSA [36, 37] that defines the air properties from the sea level to a 30 km altitude, namely, air temperature \( T \) [K] and pressure \( P \) [mmHg] as polynomial functions of altitude as

\[
T = \begin{cases} 
T_0 - 6.328y & \text{for } y \leq 9.3 \text{ km}, \\
230 - 6.328(y - 9.3) + 1.172(y - 9.3)^2 & \text{for } 9.3 < y \leq 12 \text{ km}, \\
221.5 & \text{for } 12 < y \leq 30 \text{ km}, 
\end{cases}
\]

\[
P = \begin{cases} 
750(T/T_0)^{a_0} & \text{for } y \leq 9.3 \text{ km}, \\
219.26e^{a_1a_2(\tan^{-1}(a_3(y-9.3)-a_4)+a_4)}\times10^{-3} & \text{for } 9.3 < y \leq 12 \text{ km}, \\
145.32e^{(a_1/T)(y-12)} & \text{for } 12 < y \leq 30 \text{ km}, 
\end{cases}
\]
where, \( a_0 = 5.398957, a_1 = -34.1646, a_2 = 62.0712, a_3 = 0.0727475, \) and \( a_4 = 0.19639. \) Then, using the ideal gas law, the air density \( \rho \) \([\text{kg/m}^3]\) is simply computed as

\[
\rho = 0.46464 \left( \frac{P}{T} \right).
\]  
(7)

In contrast, the ICAO standard atmosphere [40] used with U.S. FT, is divided into some gradient and isothermal layers up to a 90 km altitude. As illustrated in Fig. 3, a comparison has been implemented with the results obtained using the former-Soviet standard atmosphere SSA. For air temperature, differences are noticed above 9300 m altitude. But the air density behaves in the same manner with minor differences.

c) Meteorological messages: In the case of Soviet and US FT formats, METEO11 [38, 41, 42] and METB3 [38, 43] are used, respectively. There are differences in the number and values of METEO11 and METB3 corresponding standard heights; they are eighteen and sixteen lines, respectively, with some different values, as illustrated in Fig. 4. The meteorological message represents the deviation of the measured meteorological conditions from the atmospheric model, including the deviation of air temperature \( \Delta T \), air pressure \( \Delta P \), and air density \( \Delta \rho \) from the

![Fig. 3. Comparison between US and Soviet standard atmosphere](image)

![Fig. 4. Standard heights for METEO11 and METB3 messages](image)
standard atmosphere, and both the wind speed $W_s$ and direction $W_d$. Practically, these values are used to correct the atmospheric model as follows,

- the sonic speed is computed as $a = \sqrt{401.8(TT_f)}$, where, $T_f$ is the air temperature factor, which can be computed as
  i) for METEO11, $T_f = 1 + (\Delta T/T)$,
  ii) for METB3, $T_f = 1 + (\Delta T/100)$;
- for METEO11, the air pressure is computed as $P = (750 + \Delta P)(T/T_0)^{a_0}$, as illustrated in Eq. (6) for altitudes up to 9300 m;
- for METB3, the air density is computed as $\rho = \rho_{std}(1 + 0.01\Delta \rho)$, where $\rho_{std}$ is the air density for a given altitude based on the ICAO atmosphere [40].
- wind speed and direction are uniformly distributed along the trajectory.

3. Case study and methodology

The 155-M107 high-explosive HE spin-stabilized projectile is selected as a case study. As listed in the literature [44], this kind of indirect artillery is a standard U.S. projectile that has been used since the 1950s. Its main properties are listed in Table 1, while the aerodynamic coefficients are computed using the PRODAS, as illustrated in [24, 45].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caliber</td>
<td>$d$</td>
<td>155</td>
<td>mm</td>
</tr>
<tr>
<td>Total mass</td>
<td>$m$</td>
<td>43</td>
<td>kg</td>
</tr>
<tr>
<td>Axial moment of inertia</td>
<td>$C$</td>
<td>0.144</td>
<td>kg m$^2$</td>
</tr>
<tr>
<td>Initial spin rate</td>
<td>$\hat{\gamma}_0$</td>
<td>1386</td>
<td>rad/s</td>
</tr>
<tr>
<td>Fitting factors</td>
<td>$f_d$, $f_l$</td>
<td>1.0</td>
<td></td>
</tr>
</tbody>
</table>

Through this study, four different investigations are implemented.
- To validate the proposed trajectory model and the goodness of the 155-M107 projectile data available from literature, a comparison is held with the real fire data obtained from the field test and the approved FT [39].
- To examine the accuracy of FT formats, trajectory simulations for 155-M107 are performed applying (i) real meteorological data, (ii) METEO11 message, and (iii) METB3 message, considering flat Earth approximation and no Earth rotation (i.e., Coriolis acceleration is neglected). In addition, different approximations taken into consideration through the modeling and production processes are simulated to obtain the corresponding accuracies.
- To find the proper number of test firings, a computer program is developed to produce the tabulated firing tables for both Soviet and US formats. Hence, a fitting process between simulated and tabulated impact points corresponding to the number of elevations $N$ collected for each charge is applied. Then,
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(a study on the number of elevations \( n \) and its corresponding order needed in the FT production process is proposed, where the total number of samples \( (N_{\text{sampl}}) \) to be tested can be computed as,

\[
N_{\text{sampl}} = \frac{N!}{n!(N-n)!}.
\]  \hspace{1cm} (8)

In this study, \( N = 23 \) elevations, listed in Table 2, corresponding to an equi-spaced ground range \( X \) are collected from the approved FT [39], as illustrated in Fig. 5. As \( n = 8 \), the required number of ordered samples to be tested is 490,314 per charge. Therefore, due to the huge number of samples to be evaluated, a genetic algorithm GA is implemented to obtain the best order based on the number of elevations \( N \) available, where the fitness function is

\[
\text{fitness} = 1 - \sum_{1}^{N} \frac{|\text{range}_{\text{est}} - \text{range}_{\text{real}}|}{\text{range}_{\text{real}}} - \sum_{1}^{N} \frac{|\text{drift}_{\text{est}} - \text{drift}_{\text{real}}|}{\text{drift}_{\text{real}}}.
\]  \hspace{1cm} (9)

Table 2. Elevations QE in US mils for charge 8

<table>
<thead>
<tr>
<th>order</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>QE</td>
<td>71</td>
<td>91</td>
<td>115</td>
<td>142</td>
<td>173</td>
<td>208</td>
<td>248</td>
<td>293</td>
<td>342</td>
<td>396</td>
<td>456</td>
<td>525</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>order</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
</tr>
</thead>
<tbody>
<tr>
<td>QE</td>
<td>611</td>
<td>756</td>
<td>804</td>
<td>900</td>
<td>1004</td>
<td>1071</td>
<td>1123</td>
<td>1165</td>
<td>1201</td>
<td>1231</td>
<td>1257</td>
</tr>
</tbody>
</table>

**Fig. 5. Round-to-round range versus elevation QE for charge 8**

**4. Results and discussion**

**4.1. Validation of flight trajectory model**

To validate the proposed model and the projectile data from the literature, firstly, a comparison has been implemented between the projectile trajectory simulation for the charge 8 with muzzle velocity of 684 m/s and the approved FT [39].
Table 3. Flight trajectory data for tabulated [39] and simulated case

<table>
<thead>
<tr>
<th>QE, mils</th>
<th>Range, m</th>
<th>Drift, mils</th>
<th>Flight time, s</th>
<th>Range, m</th>
<th>Drift, mils</th>
<th>Flight time, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>71</td>
<td>5000</td>
<td>2.2</td>
<td>9.1</td>
<td>5002</td>
<td>2.5</td>
<td>9.1</td>
</tr>
<tr>
<td>293</td>
<td>12000</td>
<td>9.9</td>
<td>30.9</td>
<td>12018</td>
<td>10.6</td>
<td>30.9</td>
</tr>
<tr>
<td>804</td>
<td>18100</td>
<td>34.0</td>
<td>68.5</td>
<td>18019</td>
<td>33.2</td>
<td>68.5</td>
</tr>
</tbody>
</table>

The elevations QE to be selected are 71, 293, and 804 mils corresponding to 5, 12, and 18.1 km range under the standard conditions. The results are listed in Table 3. A fixed-time step $\Delta t = 0.001$ s is utilized through all simulations in this study. Then, real firing data for the projectile under study were collected and processed using the tracking range system MFTR-2100/40. The shot was fired with an elevation of QE = 346 mils corresponding to 8500 m ground range under standard conditions using the charge 6W with muzzle velocity of 474 m/s. The round mass deviates from the standard with one minus-square. Using the muzzle velocity radar, Weibel w700, the muzzle velocity of this round was measured as 475.5 m/s. Based on the measured round data available and the meteorological data measured as shown in Fig. 6, a simulated projectile trajectory is computed. A comparison is conducted between the measured and estimated trajectories, as shown in Fig. 7, while the projectile summit and impact point are summarized in Table 4.

![Fig. 6. Measured meteorological data](image1)

![Fig. 7. Real and simulated flight trajectories](image2)
Table 4. Flight trajectory data for real and simulated cases

<table>
<thead>
<tr>
<th></th>
<th>Summit</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Range, m</td>
<td>Altitude, m</td>
</tr>
<tr>
<td>Real flight</td>
<td>4671.8</td>
<td>921.1</td>
</tr>
<tr>
<td>Simulation</td>
<td>4648.3</td>
<td>925.3</td>
</tr>
</tbody>
</table>

### 4.2. Firing table accuracy assessment

In this section, an accuracy assessment is conducted to evaluate the production processes of both US and Soviet FTs. The charge 8 in the case of 155-M107 [39] projectile is selected through the rest of this study.

#### 4.2.1. Impact of meteorological messages format

A comparative study is conducted to illustrate the impact of using different meteorological messages on the accuracy of flight prediction. Based on the meteorological abstract collected through the previous experiment, the meteorological messages METEO11 [38, 42] and METB3 [38, 43] are calculated using the Vaisala DigiCORR MW41 software, as illustrated in Table 5. These messages include the line number corresponding to the maximum ordinate $MO$, the deviations of air temperature $\Delta T$, air pressure $\Delta P$, and air density $\Delta \rho$ from the standard atmosphere, the wind speed $W_s$, and the wind direction $W_d$. Then, the simulated trajectories are computed for different flight ranges [39] using the non-standard atmosphere.

Table 5. Computed meteorological messages

<table>
<thead>
<tr>
<th>Line</th>
<th>$\Delta T$ [°C]</th>
<th>$\Delta P$ [mmHg]</th>
<th>$W_s$ [m/s]</th>
<th>$W_d$ [deg]</th>
<th>Line</th>
<th>$\Delta T$ [%]</th>
<th>$\Delta \rho$ [%]</th>
<th>$W_s$ [knot]</th>
<th>$W_d$ [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>02</td>
<td>+6</td>
<td>–5</td>
<td>+5</td>
<td>78</td>
<td>00</td>
<td>+2.8</td>
<td>–4.7</td>
<td>+10</td>
<td>84.375</td>
</tr>
<tr>
<td>04</td>
<td>+5</td>
<td>–5</td>
<td>+5</td>
<td>54</td>
<td>01</td>
<td>+2.5</td>
<td>–4.4</td>
<td>+10</td>
<td>78.75</td>
</tr>
<tr>
<td>08</td>
<td>+5</td>
<td>–5</td>
<td>+5</td>
<td>30</td>
<td>02</td>
<td>+2.1</td>
<td>–4.1</td>
<td>+10</td>
<td>50.625</td>
</tr>
<tr>
<td>12</td>
<td>+4</td>
<td>–5</td>
<td>+4</td>
<td>12</td>
<td>03</td>
<td>+2.0</td>
<td>–3.9</td>
<td>+9</td>
<td>33.75</td>
</tr>
<tr>
<td>16</td>
<td>+6</td>
<td>–5</td>
<td>+3</td>
<td>6</td>
<td>04</td>
<td>+2.2</td>
<td>–3.9</td>
<td>+6</td>
<td>11.25</td>
</tr>
<tr>
<td>20</td>
<td>+6</td>
<td>–5</td>
<td>+3</td>
<td>348</td>
<td>05</td>
<td>+2.7</td>
<td>–4.1</td>
<td>+5</td>
<td>348.75</td>
</tr>
<tr>
<td>24</td>
<td>+6</td>
<td>–5</td>
<td>+3</td>
<td>336</td>
<td>06</td>
<td>+2.8</td>
<td>–4.1</td>
<td>+6</td>
<td>315</td>
</tr>
<tr>
<td>30</td>
<td>+6</td>
<td>–5</td>
<td>+3</td>
<td>312</td>
<td>07</td>
<td>+3.0</td>
<td>–4.1</td>
<td>+7</td>
<td>286.87</td>
</tr>
<tr>
<td>40</td>
<td>+7</td>
<td>–5</td>
<td>+4</td>
<td>282</td>
<td>08</td>
<td>+3.5</td>
<td>–4.1</td>
<td>+9</td>
<td>270</td>
</tr>
<tr>
<td>50</td>
<td>+8</td>
<td>–5</td>
<td>+5</td>
<td>264</td>
<td>09</td>
<td>+3.5</td>
<td>–4.0</td>
<td>+17</td>
<td>258.75</td>
</tr>
<tr>
<td>60</td>
<td>+8</td>
<td>–5</td>
<td>+8</td>
<td>264</td>
<td>10</td>
<td>+3.8</td>
<td>–3.7</td>
<td>+26</td>
<td>258.75</td>
</tr>
<tr>
<td>80</td>
<td>+7</td>
<td>–5</td>
<td>+15</td>
<td>258</td>
<td>11</td>
<td>+3.5</td>
<td>–3.4</td>
<td>+35</td>
<td>258.75</td>
</tr>
</tbody>
</table>
shown in Fig. 6 and the corresponding meteorological messages listed in Table 5. Both the range error, $e_R$, and the drift error, $e_D$, for both METEO11 and METB3 meteorological messages corresponding to the original measured meteorological abstract are listed in Table 6.

<table>
<thead>
<tr>
<th>QE, mils</th>
<th>Abstract</th>
<th>METEO11</th>
<th>METB3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Range, m</td>
<td>Drift, m</td>
<td>Summit, m</td>
</tr>
<tr>
<td>209.3</td>
<td>10209</td>
<td>85.6</td>
<td>700</td>
</tr>
<tr>
<td>226.4</td>
<td>10655</td>
<td>92.8</td>
<td>800</td>
</tr>
<tr>
<td>288.0</td>
<td>12129</td>
<td>120.4</td>
<td>1200</td>
</tr>
<tr>
<td>329.8</td>
<td>13031</td>
<td>149.2</td>
<td>1500</td>
</tr>
<tr>
<td>343.0</td>
<td>13299</td>
<td>157.1</td>
<td>1600</td>
</tr>
<tr>
<td>610.9</td>
<td>17200</td>
<td>341.4</td>
<td>4000</td>
</tr>
<tr>
<td>804</td>
<td>18116</td>
<td>490.9</td>
<td>6000</td>
</tr>
<tr>
<td>1003.9</td>
<td>16791</td>
<td>623.7</td>
<td>8115</td>
</tr>
</tbody>
</table>

It can be concluded that the METEO11 message outperforms the METB3 message for all standard heights up to 1.2 km, where the METEO11 standard heights are well distributed, as shown in Fig. 4. However, the METB3 message yields more accurate results through the rest of these standard heights, as both messages have almost the same distribution, while METB3 has a more precise and complicated weighting model than the simple one in METEO11.

4.2.2. Impact of aiming elevation and azimuth angles round-off

Now, the impact of the round-off error for both elevation and azimuth angles is considered. In the case of elevation QE, rounding to the nearest integer and tenth are used as in the former Soviet and U.S. FTs, respectively. As shown in Fig. 8a, a round-off error up to 25 m is obtained in the case of rounding the QE to the nearest integer and it could be reduced by 90% when the elevation rounds to...
the nearest tenth. But in the case of projectile azimuth drift correction angle AZ, rounded to the nearest integer and tenth, the obtained round-off errors are up to 0.5 and 0.05 mils, respectively, as illustrated in meters in Fig. 8b.

4.2.3. Impact of Earth rotation correction

Next, the Earth’s rotation, namely the Coriolis effect as a correction factor through the ballistic problem solution is assessed. To impose the Coriolis effect in the projectile flight model proposed in section 2.1, a Coriolis acceleration [23] due to Earth’s rotation is added to Eq. (2) as,

$$\Lambda = 2\Omega \begin{bmatrix} 0 & -\cos \mu \sin \lambda & -\sin \mu \\ \cos \mu \sin \lambda & 0 & \cos \mu \cos \lambda \\ \sin \mu & -\cos \mu \cos \lambda & 0 \end{bmatrix} \begin{bmatrix} v_x \\ v_y \\ v_z \end{bmatrix},$$

where $\Omega$ is the Earth’s angular velocity; and $\mu, \lambda$ are the corresponding latitude and longitude of the firing sight. Fig. 9 illustrates the range and drift differences for different launch azimuth directions for a launch site located at 30° N latitude.

For this case, the proposed case, for a projectile with a range up to 20 km, the range correction needed is about 60 m for the westward direction of fire. However, the drift correction is about 3 mils as it fired in the direction of South, and up to 6 mils for high elevations QE. A considerable error has been noticed for the case study with the muzzle velocity of 684 m/s and the maximum ground range of 18 km recommending to be included in the FT in contrary to what has been assumed in the former-Soviet FT format [36, 37].

4.3. Revisiting superposition

The linear superposition principle (LSP) that is adopted when solving the ballistic problem with several non-standard conditions is reassessed here. These conditions include air temperature and density, longitudinal wind and crosswind,
and muzzle velocity as the correction parameters. The correction $\Delta p$ due to a unit change in every non-standard condition $p$ can be calculated as [3],

$$\frac{\Delta p}{\text{one unit}} = \frac{p_{\text{stand}} - p_{\text{non-stand}}}{\text{no. of units}}.$$  \hspace{1cm} (11)

Practically, for any projectile ballistic problem, all non-standard conditions are synchronically imposed as a nonlinear solution (NLS). However, they are calculated separately during the FT construction, as illustrated in Fig. 10, for one unit deviation from the standard. As shown in Fig. 10a, the role of crosswind on range correction can be ignored as it yields less than 5 m error for low and moderate elevations QE; this is evident in all FT formats [37, 39]. The linear superposition principle assumed through the solution of ballistic problems is examined against a nonlinear solution. As large deviations from standard conditions may occur in a real fire, a test case is assumed as the air temperature, air density, muzzle velocity, longitudinal wind, and crosswind deviations from standard are +3%, −4%, +2 m/s, +3 m/s, −3 m/s, respectively. As shown in Fig. 11, corrections with the LSP almost coincide with those with the NLS. The range correction difference between the NLS and the LSP is primarily caused by the ignored crosswind. It can be concluded that these correction parameters can be considered independently. Nonetheless, the only parameter to be taken into consideration through the correction in projectile drift is the crosswind.

![Fig. 10. Range and drift differences due to one unit deviation from FT standard conditions](image1)

![Fig. 11. Range and drift corrections considering linear and nonlinear solution](image2)
4.4. Firing program setup

Through the production of a FT, many firing tests have to be utilized to improve the accuracy of the computational trajectory model including the aerodynamic model. Therefore, one collects as many as available flight data corresponding to different elevations QE, and hence, some fitting factors based on [9] are obtained so that the simulated data fit best the real shots. In practice, the number of shot groups corresponding to the number of elevations QE is critical, where the FT production cost increases as more rounds are fired. Hence, the real shots should be planned to find the best order (i.e., values) of such elevations QE. Firing table data for the case study projectile, 155-M107, [39] are implemented as the mean of real shots with standard atmospheric and ballistic conditions. As contributed in section 4.1, the aerodynamic drag used in [45] is very close to the real case. Therefore, a different drag profile is used based on the 1943-law to show the ability of the fitting process to enhance the accuracy of the FT model. The data for 23 elevations with an equispaced range distance are collected for every three different charges as 236, 474, and 684 m/s.

As illustrated in Eq. (2), the form and lift factors are set initially to unity and through the fitting process, these factors are tuned to best fit the simulated and the FT data [39] for all given elevations QE, as illustrated in Fig. 12. Each fitting factor has at least three main slopes corresponding to low, moderate, and high elevations QE. This may be explained by the fact that as the elevation angle QE increases, the projectile average angle of attack increases [12]. To obtain the best order for elevations QE based on the number of elevations available $n$, a genetic algorithm is coupled with the projectile trajectory model through the data for the $N = 23$ elevations available from the literature. Table 7 shows the obtained QE orders to obtain the best fit between the simulated and the given 23 firing table data for $n = 4$ to $n = 8$, where these QE orders correspond to the elevations QE are defined in Table 2. The results show that for $n = 8$, the best elevations QE to be utilized through the fitting process are equal to 4, 14, 22, 30, 42, 45, 65, and 70 degrees with maximum range and drift errors up to 30 meters, which is very close to the order concluded from the literature [3]. But in the case of $n = 4$, the best elevations

![Form factor and Lift factor as a function of elevation QE](image)

Fig. 12. Form and lift factors as a function of the elevation QE
Table 7. Best elevations QE order versus \( n \) available elevations

<table>
<thead>
<tr>
<th>( n )</th>
<th>Average error</th>
<th>Eq. (9)</th>
<th>QE order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Range, m</td>
<td>Drift, m</td>
<td>1 2 3 4 5 6 7 8</td>
</tr>
<tr>
<td>4</td>
<td>39.7</td>
<td>22.4</td>
<td>0.98924</td>
</tr>
<tr>
<td>5</td>
<td>26</td>
<td>21.6</td>
<td>0.98981</td>
</tr>
<tr>
<td>6</td>
<td>17.9</td>
<td>11.1</td>
<td>0.99362</td>
</tr>
<tr>
<td>7</td>
<td>7.8</td>
<td>6.2</td>
<td>0.99574</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>3</td>
<td>0.99712</td>
</tr>
</tbody>
</table>

QE to be utilized through the fitting process are 10, 22, 56, and 68 degrees, which are also very close to the order of 10, 20, 45, and 70 degrees concluded from the literature [37].

5. Conclusions

The main objective of this study was to assess the tabulated FT modeling and production accuracy, in terms of the input meteorological data, the elevation and azimuth angles round-off, and Earth’s rotation approximation. A validation case, the 155M107 projectile, was adopted. As the METEO11 standard heights are well distributed up to 1.2 km, a better performance compared to the METB3 is attained. However, the results show that the METB3 message performs better through the rest of these standard heights as the METB3 has a more precise and complicated weighting model than the METEO11. The results show that rounding errors can be simply avoided by rounding data in the produced tabulated FT to the nearest tenths, as used in U.S. format. Earth’s rotation has a considerable impact on the FT accuracy as a non-standard parameter, where the range/drift correction is a function of muzzle latitude and firing direction. In addition, the concept of linear superposition of different non-standard conditions was revisited. The results show that all non-standard conditions can be considered as independent parameters. The impact of cross-wind on the range error can be neglected to simplify the ballistic problem solution. Also, in the case of drift error, corrections due to muzzle velocity and longitudinal wind can be neglected as implemented in both FT formats. Finally, a study on the number of test elevations per charge was carried out to obtain the elevations QE order for a maximum FT accuracy. It has been concluded that eight test elevations are available with the orders of 4, 14, 22, 30, 42, 45, 65, and 70 degrees. However, in the case of four test elevations, as in the former-Soviet FT, the order is 10, 22, 56, and 68 degrees. These QE orders have a good agreement with the ones recommended ones from the literature. The impacts of all previous sources of errors are summarized in a compact form illustrated in Fig. 13 and Fig. 14.
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