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Abstract

Digital metrology was applied to evaluate 3D models of the unique skull of a fossil tetrapod, Madygenerpeton pustulatum, generated using various 3D digitization methods. The skull surface is covered by minute tubercles making it challenging for digitization with appropriate accuracy. Uniqueness and fragility of the specimen preclude the use of tactile measuring systems for creating a standardized reference model. To overcome this problem, comparative analysis of the triangulated models generated from the clouds of points obtained with seven different devices was conducted using the Geomagic Studio and Autodesk PowerShape CAD software. In the proposed approach, geometrically and dimensionally closest-fitting models underwent detailed statistical analysis between surface polygons in three steps. First, 3D models obtained from different scanning methods were compared with each other in couples. Next, statistical analysis of the differences between the coupled models was performed. Finally, a rating list of the models related to the required accuracy was prepared. The proposed approach is applicable to any other scanned object, especially in palaeontological applications, where each object is unique and exhibits individual features.
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1. Introduction

Fossil remains of ancient organisms are unique documents of life in the geological past. Their individual appearance is determined by biological characteristics but also by the geological processes related to fossilization, resulting in different preservation patterns. Fossils are often fragile and can be easily damaged during transportation or plastic reproduction.
Non-destructive or even non-contact digital methods offer various advantages for providing access to fossils for several groups of users (researchers, students, museum visitors, broader public). Digital models can be simultaneously viewed, manipulated on screen, or used for obtaining analogue (printed) copies without touching the actual object.

Several approaches to digital 3D imaging of macroscopic objects, generally based on light optics, laser optics or X-ray transmission are available. The most accessible method is photogrammetry which delivers a photorealistic 3D image but can encounter limitations with respect to relief features. Structured-light 3D scanners ensure sufficient resolution and dimensional accuracy with accompanying information on the surface texture. Laser-based scanners are able to scan surface geographies with very high resolution and usually smaller error. They exhibit negligible sensitivity to the daylight influence [1].

In reverse engineering, the applied software is crucial to producing a high-quality object reconstruction as well as for comparative analysis of the obtained 3D models. Among published papers, there is a report on the evaluation of 13 programs through the comparison of scanned models of four articulated human pelvises [2]. Several methods of data collection were considered, such as structured light scanners, photogrammetry, and computed tomography. However, despite relatively long period of the development of scanning methods designed for reproduction and reverse engineering purposes, there are still important limitations in obtaining 3D models of an object without defects [1] and with the required high accuracy [3]. Among other factors, the accuracy of a 3D model can be seriously affected by improperly chosen scanning parameters or by insufficient qualification of the operator who prepares the object and performs the scanning procedure [4].

3D scanning is widely applied in various scientific disciplines, such as analysis of large engineering constructions [5], archaeology (e.g., [6–12]), palaeontology (e.g., [13–16]), anthropology (e.g., [17]), and zoology (e.g., [18–22]). An exhaustive review of the application of 3D scanning in medicine can be found in [23]. There are reports also on the application of 3D scanning in the analysis of historical paintings in order to evaluate 3D textural effects on the surface that create additional reflections for highlights or emphasise the textural appearance of the material they depicted [24]. The authors found it necessary to compare the feasibility of three 3D scanning techniques which have been used to capture the surface topology of the analysed painting. Sousa et al. [25] focused on the capability of several scanning methods to reconstruct a human head but the authors did not manage to point out any statistically sufficient differences in individual dimensions important from the anthropometric perspective. In engineering applications, assessment of scanning methods can be performed through comparison of certain surface parameters [26] or using an appropriate reference surface [27].

Numerous studies have been performed on 3D scanning in the area of stomatology [28–31]. The question of the proper scanning method able to model such complex objects as teeth in a human mouth was addressed in terms of dimensional accuracy [32]. The authors repeated scanning 20 times with each analysed method, automatically comparing twelve linear measurements on the digitized models using special software. For measurement accuracy analysis, they used one-sample t-test and one-way analysis of variance. Other authors [33] only reported high accuracy of the obtained models with insufficient differences of the critical dimensions in a similar study case.

Despite the number of papers dealing mainly with the feasibility of 3D scanning in various fields of science, there is no standard solution how to determine feasibility for any given application. The issue raises on the proper choice of a scanning method because of different sensitivity to the properties of the scanned surface, such as reflectivity, roughness, texture, geometrical features of small elements, etc. In addition, appropriate methods for quantitative evaluation of different digitization approaches of natural objects still have to be developed. While digital representa-
tion of specimens increasingly becomes standard in palaeontology [34], only one quantitative study evaluating 3D models of fossils obtained with different techniques has been published so far [35]. We are attempting to fill in this gap by comparing 3D surface models of the holotype of *Madygenerpeton pustulatum*, a fossil skull of highly complex surface geometry whose accurate representation in both digital (3D-scanned) and analogue (3D-printed) is challenging. Preliminary qualitative and semi-quantitative results and an evaluation of printed copies are presented in [36]. The present contribution was, after initial discussion [37], expanded with new results and calculations, new graphs, plots and final rating. It introduces the use of digital metrology for evaluating 3D models of a fossil and proposes a method for further objective evaluations in terms of required reproduction accuracy. Results of the evaluation can be used to substantiate the choice of the appropriate 3D digitization technology. Since metrological evaluations of the available devices based on standardized artificial objects do not shed any light on their ability to capture natural objects such as fossils, our approach is based on comparative statistical analysis of the 3D surface models generated with different scanning methods of known metrological characteristics. We believe that this approach is applicable to any other scanned object, and can be recommended for validation of scanning methods in each particular case when no reference model is available.

2. Materials and methods

Among the materials and methods, three main groups should be mentioned, namely, the measured object, the digitization devices, and the general approach to the analysis.

2.1. Measured fossil skull

We digitized the type specimen of the ‘reptiliomorph amphibian’ *Madygenerpeton pustulatum* [37] from the Triassic Madygen Formation of Kyrgyzstan. The holotype is a detached and slightly deformed skull lacking the lower jaw. Together with a few series of dorsal plates belonging to at least three individuals, the skull represents the only fossil evidence of this animal which looked and lived similar to a crocodile but was related closer to frogs. Besides a palaeontological interest in the *Madygenerpeton* skull for exhibitions, teaching, and research purposes, its challenging morphology characterized by numerous minute tubercles covering the surface of the bone makes it an object valuable for digital reproduction. The object is shown in Fig. 1. Magnified pictures of the *Madygenerpeton* bone surface were obtained using a KEYENCE VHX-5000 digital microscope in 3D mode and tubercles were measured with the digital measuring tools available.

![Fig. 1. Skull of Madygenerpeton pustulatum (holotype FG 596/V/4, TU Bergakademie Freiberg): a) general view and b) close-up picture of bony tubercles covering the skull in the region of left orbit [37].](image-url)
2.2. Measurement systems

The following measurement systems were used in the experimental research, covering photogrammetry, structured light scanning, laser scanning, and coordinate measuring machines with laser probes. The scanning procedures were performed in laboratory conditions by professional operators.

**Photogrammetry**: some 300 pictures were taken with a Fujifilm X-T2 full-format system camera with a Fujinon Super EBC XF 10–24 mm 1:4 R OIS lens mounted on a tripod moved around an illuminated table on which the object was resting. A 3D model was computed using the 3DF Zephyr commercial software package. The software processes a point cloud from the pictures (we have obtained around 11.5 million points) and generates the final photo-realistic textured mesh via surface triangulation.

**Handheld structured light scanning**: the object was scanned on various occasions in different institutions with an Artec Space Spider, an EinScan Pro and a CREAFORM GoScan 3D. 3D models were generated in the respective scanner software.

**Industrial structured light scanning**: the skull was scanned with an AICON SmartScan at the State Archeological Survey of Saxony, Dresden. A 3D model was produced with specially developed software.

**Laser scanning**: the fossil was scanned with the handheld laser scanner CREAFORM HandySCAN 3D. A 3D model was obtained using CREAFORM software.

**Coordinate Measuring Machines**: The skull was measured at Mitutoyo Polska, Wrocław with the CMMs CRYSTA-Apex S 9166 and STRATO-Apex 574. The CRYSTA-Apex S had a measuring range of $900 \times 1600 \times 600$ mm and a maximum permissible error $MPE_E = \pm (1.7 + 3L/1000)$ μm. The SurfaceMeasure 606 non-contact line laser probe was applied for surface scanning. Its scanning error was 12 μm $[1\sigma$ / sphere fit]. The CMM STRATO-Apex had a measuring range of $500 \times 700 \times 400$ mm, a maximum permissible error $MPE_E = 0.7 + 2.5L/1000$ μm and 5 μm scanning error for roundness. It was equipped with a SurfaceMeasure 201FS non-contact line laser probe with a 1.8 μm scanning error.

Main technical data of the obtained models are collected in the Table 1.

**Table 1. Characteristics of the obtained 3D models.**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>3D scanning devices</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AICON</td>
</tr>
<tr>
<td>Device accuracy (from specification)</td>
<td>20 μm (Length measuring error)</td>
</tr>
<tr>
<td>Model type</td>
<td>Full model</td>
</tr>
<tr>
<td>Number of polygons (triangles), pcs</td>
<td>13,913,354</td>
</tr>
<tr>
<td>Surface area, mm$^2$</td>
<td>19,307,587</td>
</tr>
<tr>
<td>Model volume, mm$^3$</td>
<td>30,571,640</td>
</tr>
</tbody>
</table>
Unfortunately, accuracy was defined in specifications of different devices in different ways, because the choice of the scanning method involved many other criteria described in [36], apart from measurement accuracy.

2.3. Methodology of the analysis

In the accuracy analysis, CAD software packages Geomagic Studio and Autodesk PowerShape were used. These programs provide appropriate tools for comparison of 3D polygonal models and statistical analysis of the differences between the tested model and the reference one. Due to the uniqueness of the analysed object, no reference model was available for accuracy analysis. Thus, each couple of models underwent a comparison between each other. Comparative analysis was performed in two stages. First, coupled 3D models underwent visual and statistical analysis of the differences between them. Next, the models fitting closest, both geometrically and dimensionally, were chosen and underwent detailed statistical analysis of the differences between surface polygons (triangles). The results of the analysis provided a ground for accuracy rating as well as choosing one of the models as the reference one.

3. Results and discussion

The results are presented in three groups: coupling of the obtained 3D models from different scanning methods, statistical analysis of the differences between the coupled models, and rating of the devices with respect to the accuracy of the model.

3.1. Coupling of the models

Assessment of the scanned models allowed for the exclusion of the photogrammetry method from the further analysis. The photogrammetric model was initially adjusted manually to the AICON model and then it was scaled along X, Y, and Z coordinate axes according to the AICON model dimensions (109.159 × 31.605 × 68.883 mm). The initial dimensions of the photogrammetric model were 135.908 × 35.317 × 93.314 mm, so that the scaling was disproportionate along the respective axes X – 0.80318, Y – 0.89489, and Z – 0.73818. Analysis of the distances between two models, AICON and photogrammetry, indicated insufficient surface data for the analysis, as can be seen in Fig. 2.

![Fig. 2. Message on insufficient data for surface analysis of the photogrammetric 3D model.](image)
The eventual result of the Photogrammetry-AICON comparative analysis showed the largest deviations. Average differences in outer and inner directions from the 3D AICON model were 0.361 mm and –0.794 mm, as it is presented graphically in Fig. 3. The overall square root of these deviations was 0.873 mm, which is larger than the dimensions of most of the bony tubercles that had to be represented.

![Fig. 3. Colour mapping of deviations between the photogrammetry and the AICON models.](image)

It should be noted that there are reports indicating the issue with photogrammetry. For instance, Waltenberger et al. tested 13 different photogrammetric software tools comparing surface models and found out that “only one photogrammetric software package yielded surface models of the complete pelvis that could be used for further analysis” [2]. The authors pointed out that “most photogrammetric methods capture only shape information” and dimensional fidelity requires manual calibration based on the scale. In the case of our fossil skull, while trying various scale coefficients in each dimension, it was possible to reduce the deviations. However, these results are essentially incorrect because of disproportional scaling of the object without clearly defined geometry, so that overall dimensions could not be determined accurately. Nevertheless, this model can be used to supplement other 3D representations since it allows to keep true colours and to obtain texture superposition.

Compared to 3D models obtained by structured-light scanning, the photogrammetric model of the *Madygenerpeton* skull is clearly inferior in terms of surface geometry reproduction. A reason might be that among the compared digitization techniques, the photogrammetric method is perhaps the one with the most potential uncertainties due to external factors. These include the operator’s experience as well as the choice and the use of hard- and software. For instance, dimensional inaccuracy might have been caused by camera limitations or wrong photography settings, including sensitivity, aperture and exposure time, camera placement, etc.; by incorrect illumination; or, crucially, by the software applied for photogrammetric reconstruction. There are little comparative data on applying 3DF Zephyr for photogrammetry of fossils, and only some information is available on the more widely used software packages [35, 39]. For a more in-depth evaluation of the photogrammetric method in comparison with the other devices, further studies on this specimen using different photographic equipment and photogrammetric software must be performed.
Thus, it can be concluded that the data obtained from photogrammetry as it had been done by Kogan et al. [36] should not be recommended for the modelling of a fossil skull similar to *Madygenerpeton* due to the incorrect scaling in all three axes. Even though the model provides a good visual impression and seeming similarity with the original pictures, its dimensions are exceedingly erroneous.

Seven 3D models remained for further analysis, denoted according to the respective measurement devices, namely AICON, AR Crysta, AR Strato, ARTEC, CREAFORM GoScan, CREAFORM HandyScan, and EinScan Pro. In order to obtain scientifically grounded results, alignment of 3D models was performed according to the criterion of distance minimization, based on a sufficient number of repetitions. First, the common points were set in the manual mode for each couple of models, using 5 points for each analysis. Mathematically, it is enough to choose 3 common points to align two models in 3D space. To increase the accuracy, however, 5 points were chosen and minimization of the mean distance between them was performed for each couple. Second, alignment was done in the automatic mode for all models together on the entire surface. Here, 2000 randomly chosen points, uniformly distributed on the surface, were selected by the program. Alignment was performed under the condition of minimum square root distances between the 3D models, as shown in Fig. 4.

![Fig. 4. Automatic alignment of the tested 3D models based on 2000 points.](image)

### 3.2. Statistical analysis

After alignment, analysis of each couple of models was performed with visual assessment of the colour map of deviations. In Fig. 5, there is an examplary map, constructed for AICON and AR Crysta models. Main statistic parameters of each couple analysis are shown in Table 2. It includes maximal distances $\max \{\Delta_d\}$ and average (mean) values $\bar{\Delta}_d$ between the polygons of the tested 3D models, as well as the respective standard deviations $\sigma_{\Delta_d}$. The average (mean) values are divided in three categories: one marked “overall” covers all distances in both outer and inner directions, the others marked “positive” and “negative” cover the distances outside and inside the reference surface, respectively.

From the practical perspective, parameters $\bar{\Delta}_d$ and $\sigma_{\Delta_d}$ are more informative. Especially the latter one is a good measure of the difference between the surfaces represented by the tested 3D models.
Fig. 5. Colour mapping of distances between the AR-Crysta and AICON models obtained from the Geomagic Studio CAD system.

Table 2. Statistics of the distances between the surfaces of the tested 3D models.

| Reference and test model | Distance statistics [mm] | Average $\Delta_d$ | Standard deviation $\sigma\{|\Delta_d\}$ |
|--------------------------|--------------------------|--------------------|------------------------------------------|
|                          | overall                  | positive           | negative                                 |                                      |
| AICON – AR Crysta        | 0.101                    | 0.126              | −0.054                                   | 0.095                                 |
| AICON – AR Strato        | 0.119                    | 0.128              | −0.051                                   | 0.080                                 |
| AICON – ARTEC            | 0.036                    | 0.056              | −0.024                                   | 0.111                                 |
| AICON – CREAFORM GoScan  | 0.074                    | 0.115              | −0.060                                   | 0.104                                 |
| AICON – CREAFORM HandyScan | 0.073                  | 0.115              | −0.060                                   | 0.105                                 |
| AICON – EinScan Pro      | 0.022                    | 0.044              | −0.032                                   | 0.047                                 |
| AR Crysta – AR Strato    | 0.009                    | 0.077              | −0.066                                   | 0.091                                 |
| AR Crysta – ARTEC        | −0.137                   | 0.258              | −0.301                                   | 0.709                                 |
| AR Crysta – CREAFORM GoScan | −0.086                | 0.132              | −0.323                                   | 0.705                                 |
| AR Crysta – CREAFORM HandyScan | −0.083           | 0.128              | −0.327                                   | 0.698                                 |
| AR Crysta – EinScan Pro  | −0.144                   | 0.282              | −0.218                                   | 0.596                                 |
| AR Strato – ARTEC        | −0.115                   | 0.462              | −0.279                                   | 0.803                                 |
| AR Strato – CREAFORM GoScan | −0.059                | 0.287              | −0.404                                   | 0.896                                 |
| AR Strato – CREAFORM HandyScan | −0.043             | 0.284              | −0.433                                   | 0.899                                 |
| AR Strato – EinScan Pro  | −0.134                   | 0.612              | −0.258                                   | 0.805                                 |
| ARTEC – CREAFORM GoScan  | 0.044                    | 0.105              | −0.076                                   | 0.110                                 |
| ARTEC – CREAFORM HandyScan | 0.041                 | 0.105              | −0.076                                   | 0.111                                 |
| ARTEC – EinScan Pro      | −0.005                   | 0.045              | −0.052                                   | 0.061                                 |
| CREAFORM GoScan – CREAFORM HandyScan | 0.000              | 0.036              | −0.035                                   | 0.042                                 |
| CREAFORM GoScan – EinScan Pro | −0.062               | 0.055              | −0.098                                   | 0.092                                 |
| CREAFORM HandyScan – EinScan Pro | −0.062           | 0.053              | −0.100                                   | 0.093                                 |
Average distances $\Delta d$ between every two models are presented graphically in Fig. 6 in the form of bars between the lowest and the highest values. We found it useful to distinguish between the positive direction (i.e. distance from the reference outer surface to the tested model) and the negative one (i.e. distance from the reference inner surface to the tested model). The lowest average value usually falls in the negative area, while the highest one in the positive.

---

**Fig. 6.** Graphical representation of average distances between the tested surface models: 1. AICON, 2. AR Crysta, 3. AR Strato, 4. ARTEC, 5. CREAFORM GoScan, 6. CREAFORM HandyScan, 7. EinScan Pro.

Due to unavailability of a reference model, the assumption was made that the models with the smallest differences represent the original surface more accurately. The couples created by AR Crysta and AR Strato with ARTEC, CREAFORM GoScan, HandyScan, and EinScan Pro can be clearly distinguished from the results seen in Fig. 6. Here, the distances in both directions are larger than elsewhere. In order to check this observation, an additional graph was plotted, shown in Fig. 7. This graph reflects two main statistical parameters, namely, average (mean) and standard deviation.
deviation of the analysed distances $\Delta d$ between all the models put in couples. Interestingly, the obtained results formed two distinguishable groups, with substantially different standard deviations $\sigma\{\Delta d\}$ between the tested 3D models. One of them can be considered satisfactory, while the other provided too poor results.

Standard deviation $\sigma\{\Delta d\}$ well reflected the essence of the geometry differences between the tested 3D models, so that the couples with the largest differences fell into the first group of standard deviation $\sigma\{\Delta d\} > 0.5$. An important observation can be made that no couple containing the AICON model is found in this group, which can substantiate conclusion that this model reflects the measured surface best. The devices AR Crysta and AR Strato generated models of quite similar geometry, but both of them can be found in the first group.

It should be noted, however, that the digital models obtained from both Mitutoyo devices can differ from others because of the measurement strategy. Namely, the cloud of points was collected from the upper side of the skull only, while with other devices, the scanning procedure was performed both from sides and from the top, and the obtained points were connected to one 3D model. However, a series of additional experiments should be done to assess the accuracy of the possible closed models that include upper and lower surfaces connected together, obtained from AR Crysta and AR Strato. At the present stage of research, without analysing of individual sources of inaccuracy [40], we can only state that these models found themselves in the group with poor results. Moreover, they are also present in the second group in couples of the largest average distances $\Delta g > 0.1$ mm from the AICON model. Similar geometry was obtained by the following couples: ARTEC – EinScan Pro; ARTEC – CREAFORM GoScan; ARTEC – CREAFORM HandyScan; CREAFORM GoScan – CREAFORM HandyScan.

3.3. Rating of the models

From the statistical analysis of the differences in each couple of models, it is possible to derive a rating of those providing similar geometry in a larger number of couples. Namely, using a minimal distance $\Delta d$ and minimal standard deviation criteria $\sigma\{\Delta d\}$, it can be assumed that the device with the largest number of couples of smallest differences is reflecting features and dimensions of the Madygenerpeton skull with the highest accuracy, while one constituting a large number of couples with large differences is less accurate. For example, taking the AICON model denoted (1) in Fig. 7, we could find 6 other models in couples with it providing “satisfactory results”, which we can consider as “close models”. On the other hand, the ARTEC model denoted (4) can be found 4 times in the “satisfactory results” group and 2 times in the “poor results” group. In other words, there are only 4 models close to the ARTEC results, so it should be placed lower in the rating than the AICON.

In this way, a rating list can be proposed in the following order, with the most accurate model in the first place:

1. AICON (6 close models);
2. EinScan Pro (5 close models);
3. ARTEC (4 close models);
4. CREAFORM GoScan (4 close models);
5. CREAFORM HandyScan (4 close models);
6. AR Strato (2 close models);
7. AR Crysta (2 close models).

To interpret this rating correctly, it should be kept in mind that it represents the number of closest models, not just the accuracy of the scanning method. When choosing the AICON scanner, one could expect that the obtained model will be close to 6 other models, while choosing the
AR Crysta model, only 2 others will be found close to it. This rating demonstrates that due to irregular, unknown surface characteristics of the fossil, the digital model not necessarily is the best when the most accurate device is applied.

In addition, the distances were analysed between each model and the AICON model, based on the exported data of points’ coordinates, vectors and absolute values of $\Delta d$ distances, from the Autodesk PowerShape program. Assuming that the AICON model reflects the fossil skull surface best, it was taken as reference. Next, analysis of differences between AICON and each other model was performed using the Box Whiskers diagram shown in Fig. 8. This diagram helps to perform an analysis of peculiarities of each 3D model in respect to the reference AICON model.

The comparative analysis of the distances $\Delta d$ between the respective models was based on median, and upper and lower quartiles, as shown in Fig. 8. The results confirmed the findings obtained from the Geomagic Wrap program and the rating of the AICON model.

Taking the AICON model as reference, the best results were provided by ARTEC and EinScan Pro, with most distances $\Delta d$ between respective polygons below 0.1 mm. These three devices can be recommended for digitization of a fossil skull intended for further storage in a digital repository or processing in 3D-printing technology. The largest differences occurred with the models generated by AR Crysta and CREAFORM GoScan. Here, in some areas of the tested surface, the differences are as large as 0.5 mm. Since the dimensions of some features like bony tubercles lay between 0.5 and 1.0 mm, these two devices rather should not be used in this application, at least in the way described above.

4. Conclusions

The performed comparative statistical analysis enabled the assessment of technical abilities of the scanning devices and respective 3D models for the reproduction of the complex surface and shape of the fossil skull of *Madygenerpeton*. Due to incorrect scaling in all three axes, the
model generated by photogrammetry was found unsuitable for the 3D reproduction of the skull. Further research may help to find out the conditions that would provide satisfactory results from this method.

Main statistic parameters of each couple analysis included maximal distances \( \Delta d \) and average values \( \bar{\Delta d} \) between the polygons of the tested 3D models, as well as the respective standard deviations \( \sigma\{\Delta d\} \). From the practical perspective, the parameters \( \Delta d \) and especially \( \sigma\{\Delta d\} \) that represented the differences between the surfaces of the tested 3D models were found more informative. Assuming that the device with the largest number of couples of smallest differences is reflecting features and dimensions of the *Madygenerpeton* skull with the highest accuracy, a rating of the triangulated surface models could be performed.

Having a set of digital models, the proposed method made it possible to determine which one is the most accurate. In the case of analyzed devices, two groups of results were clearly distinguishable, one of which with standard deviation \( \sigma\{\Delta d\} > 0.5 \) represented poor results. No couple containing the AICON model appeared in this group, which led to the conclusion that this model was the most accurate with respect to the measured surface. On the other hand, the rating list is very helpful to choose the best device among the ones that fulfil additional criteria for further similar applications, where other factors like price or object dimensions should be considered. Moreover, the results provided ground to choose the AICON model as a reference one for further investigations on the scanning strategy effect on the fidelity of the models.

The proposed approach is applicable to any other object scanned with different scanning systems with reasonably good metrological characteristics. It can be recommended for validation of scanning methods in each particular case, when no reference model is available, without necessity of detailed metrological analysis of each scanning method. In palaeontology, where objects are unique and exhibit individual geometrical features and surface textures, and thus have no reference model, the proposed approach can be applied to any particular fossil.
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