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Abstract
This work proposes a systematic assessment of stereophotogrammetry and noise-floor tests to characterize and quantify the uncertainty and accuracy of a vision-based tracking system. Two stereophotogrammetry sets with different configurations, i.e., some images are designed and their sensitivity is quantified based on several assessments. The first assessment evaluates the image coordinates, stereo angle and reconstruction errors resulting from the stereophotogrammetry procedure, and the second assessment expresses the uncertainty from the variance and bias errors measured from the noise-floor test. These two assessments quantify the uncertainty, while the accuracy of the vision-based tracking system is assessed from three quasi-static tests on a small-scaled specimen. The difference in each stereophotogrammetry set and configuration, as indicated by the stereophotogrammetry and noise-floor assessment, leads to a significant result that the first stereophotogrammetry set measures the RMSE of 3.6 mm while the second set identifies only 1.6 mm of RMSE. The results of this work recommend a careful and systematic assessment of stereophotogrammetry and noise-floor test results to quantify the uncertainty before the real test to achieve a high displacement accuracy of the vision-based tracking system.
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1. Introduction

A vision-based sensor system using the tracking technique, or a Vision-Tracking (VT) system, is a non-contact monitoring technique that is widely used for shape and deformation measurements in the field of experimental testing. After 30 years of development, significant improvements have been attained not only in measurement accuracy and computational efficiency but also in laboratory and field applications [1–7]. However, even though major efforts have been dedicated to applying VT in structural health monitoring (SHM), at least from the academic point of view, the comprehensive standard of practice or guidelines for monitoring civil infrastructure systems...
is not yet available. The method to assess the uncertainty and accuracy level of VT systems is not yet standardized and only a few guidelines are available for the specific implementation of computer vision algorithms in laboratory tests [8]. Also, even though considerable theoretical work has been done in both image correlation and stereovision, only very few studies consider large-scale experimental validation of the VT system [6,9–12].

Sterephotogrammetry is a technique that measures a geometric dimension of an object in spatial position by reconstructing 3D targets or points found on a set of images. Reconstruction of 3D points is a crucial task in stereophotogrammetry and requires the intrinsic and extrinsic parameters of each camera to be precisely and accurately calibrated. Therefore, unlike classical measurement techniques, the uncertainty and accuracy of a VT system depend strongly on the quality of stereophotogrammetry and camera calibration. Various parameters are closely related to that quality such as the pattern form, air refraction, distortion of the image, and the image processing algorithm [13]. The patterns can be artificial or natural points or targets on the object in which an improper form may increase the error of VT system measurement. When the monitoring is conducted under different air temperature conditions, the light propagation path will change causing the refraction deviation to increase significantly. Image distortion may be caused by the optical or electronic system or image digitizing while the accuracy of image processing directly depends on the resolution. The sampling frequency, types of lightings or camera movements are also factors that affect the accuracy of a VT system [1,6,10,14]. Since these factors are already considered in the previous studies, this work focuses more on a direct quantification of uncertainty and accuracy of the stereophotogrammetry and camera calibration.

Prior to this work, several studies already attempted to investigate the stereophotogrammetry and calibration uncertainties with several recommendations to improve their accuracy. A study by Zhu et al. [15] specified the extracted features from images as the source of calibration uncertainty with a model proposed to design a multiple-stage calibration algorithm. The camera intrinsic parameters were also modelled with a numerical solution provided by the Monte Carlo approach [16–18]. The uncertainty of extrinsic parameters in terms of the detected feature position, orientation, and angles of the detected features on the measured object was also estimated and successfully improved the accuracy with margin error within 1.3–1.8 mm [19] and uncertainty of 27–49 mm using the global method [20]. Since the global calibration method alone only provides a conservative approach in measurement [21]; a local method [20] was also proposed and improved the accuracy to 2 mm. A robust approach using local multi-cameras and non-linear optimization has also been proposed [22,23] but the number of cameras may increase the false matches and decrease the S/N ratio [24]. Other methods such as modelling the motion blur [25], the back projection process [26], trained neural network [27], rotating axis calibration [28,29] or pointing error methods [30] can also model the uncertainty and improve the vision-based system accuracy.

Only a few studies conducted so far focused on the verification and validation of VT system data concerning other instrumentation data from a large-scale structure test. A two-span bridge model was tested under amplified seismic loads and measured RMSE of 0.317 in between the VT system and a string potentiometer [6]. Concrete and steel bridges were also tested under seismic excitation in a laboratory test and the system identification measured their modal characteristics with a variation of frequency between 0.01–0.03 Hz and a damping ratio of 0.07–0.5% [12]. A VT system using a single camera model was also tested on a railway bridge with an RMS of 0.2 mm based on a camera-to-target distance of 6.9 m [31]. Other studies also investigated the accuracy of the VT system in monitoring civil structures in the field. However, the results were not validated using other instrumentations [4] or the accuracy was not reported [5].
As compared to prior works, this study emphasizes quantifying the vision-based tracking uncertainty and accuracy by exploring the sensitivity of the existing stereophotogrammetry technique and exploring a noise-floor test as an alternative tool for preliminary checks. Measuring the static and dynamic behavior of large-scale civil structures in high accuracy through vision-based tracking SHM is the final goal. Therefore, recommending an experimental approach to minimize the uncertainty and improve the accuracy is considered rather than proposing another theoretical work or hybrid method that has already been complimented previously in many studies prior to this work. The goal of this study is to characterize and quantify the uncertainty and accuracy of vision-based tracking systems through a systematic assessment of stereophotogrammetry and noise-floor tests. The paper first defines VT system stereophotogrammetry with the associated error source. Next, the validation tests and results are discussed in full detail. Three quasi-static tests provide data for VT validation and the uncertainty margin as well as the true displacement error are estimated based on the proposed assessment.

2. Method

2.1. Stereophotogrammetry procedure and uncertainty

An overview of a VT system application concerning camera self-calibration and stereophotogrammetry is shown in Fig. 1. The object is first prepared by determining the monitored area of interest, monitoring station, and setting the camera. The features to track can be natural or artificial, in which a circular template is preferable as it is faster to identify using an ellipse finding algorithm. For 3D measurements, two cameras or more are calibrated, starting from collecting a set of object images from different positions, orientations, and angles. The intrinsic and extrinsic parameters of the cameras are determined from the calibration with options ranging from non-linear to multiple-stage calibration techniques. The coordinate transformation from image coordinates (2D, pixels) to an object coordinate system (3D, mm) is estimated through the stereophotogrammetry process that relies on the triangulation of a circular template found in those collected images. Therefore, those features, or templates, should be uniformly distributed on the object and adequately captured in each image.
Stereophotogrammetry in this study uses physical targets with an example shown in Fig. 1c. Several options of physical targets are available. However, this study implements the template design of Schneider [33] who uses a white circle surrounded by white rings printed on a black background. The selection is based on the ease of identification of each target as the configuration of the white ring is unique and associated with a specific numbering. The stereophotogrammetry applies the camera self-calibration technique [32] using two cameras, so that several images are captured by moving the cameras from different locations. In consequence, the targets in each image are captured in different spatial orientations. In large area stereophotogrammetry conducted in this study, the center of the targets as shown in Fig. 1c is initially found using the ellipse finding algorithm [33]. Then, the spatial orientation of the 2D image is computed so that all targets must be seen in at least three images to compute the point rays. The coordinates of the target in space are identified using triangulation and bundle adjustment. Bundle here means that the point rays of each target should intersect to complete the triangulation process. The movement of each target during the test is measured using the pattern matching method that holds the principle of finding matching interesting regions with precise locations between the pixel subsets in both images on the cameras using a correlation function. Consequently, deformation measurements are generated between different images using the convolution relationship with the transformation matrix. The details of the stereophotogrammetry conducted in this study as well as the camera calibration procedures were already presented and can be found in our previous works [6,10,11].

The camera model in this study is the pinhole camera one [34,36] so that the transformation of the target world coordinates \( XYZ \) from the pixel coordinates \( uv \) is established through the relationship between camera intrinsic matrix or internal parameters \( A \) and extrinsic matrix or external parameters as shown in (1). The focal length \( f_x, f_y \) and camera center \( c_x, c_y \) form the intrinsic matrix while the extrinsic matrix consists of rotation matrix \( R \) and translation matrix \( T \).

\[
\begin{bmatrix}
  u \\
  v \\
  1 
\end{bmatrix}
= A [ R T ] =
\begin{bmatrix}
  f_x & f_y & c_x \\
  0 & f_y & c_y \\
  0 & 0 & 1 
\end{bmatrix}
\begin{bmatrix}
  r_{11} & r_{12} & r_{13} & t_x \\
  r_{21} & r_{22} & r_{23} & t_y \\
  r_{31} & r_{32} & r_{33} & t_z 
\end{bmatrix}
\begin{bmatrix}
  X \\
  Y \\
  Z \\
  1 
\end{bmatrix}
\]

(1)

As shown in Fig. 1c, each camera has its own pixel coordinate system \((u^i, v^i)\) with \( i = 0,1 \) corresponding to the two cameras with superscripts 0 and 1 used to denote camera #1 and #2, respectively. Since each camera is calibrated separately, the projection of a spatial point onto the camera sensor planes in one image can be written as per (2) [34].

\[
\begin{align*}
  u^0 &= f_x' r^0_{11} X_w + r^0_{12} Y_w + r^0_{13} Z_w + t^0_x + f_y' r^0_{21} X_w + r^0_{22} Y_w + r^0_{23} Z_w + t^0_y + c^0_x \\
  v^0 &= f_y' r^0_{31} X_w + r^0_{32} Y_w + r^0_{33} Z_w + t^0_z + c^0_y \\
  u^1 &= f_x' r^1_{11} X_w + r^1_{12} Y_w + r^1_{13} Z_w + t^1_x + f_y' r^1_{21} X_w + r^1_{22} Y_w + r^1_{23} Z_w + t^1_y + c^1_x \\
  v^1 &= f_y' r^1_{31} X_w + r^1_{32} Y_w + r^1_{33} Z_w + t^1_z + c^1_y
\end{align*}
\]

(2)

If the reference sensor plane location is assumed to be error-free, then the center-point pixel location of camera #1 \((u^0, v^0)\) is exact and camera #2 center-point pixel location \((u^1, v^1)\) shown
in Fig. 1b implies the optimally matched subset. However, for a large-area stereophotogrammetry, this assumption becomes invalid. A larger target dimension is required so more complex stereophotogrammetry is necessary [3]. Reu [21] indicated that if the stereophotogrammetry were successful, then the matching error was the major source of the 3D position error for a larger target as illustrated in Fig. 1b. Since the pixel coordinates of both cameras do not strictly follow Gaussian distribution with a zero-mean value, both uncertainties in horizontal and vertical positions, \( x \) and \( y \), are present in large-area stereophotogrammetry. This uncertainty results in a reconstruction error that is strongly related to the stereo angle, focal length, working distance, and other camera parameters. The coordinate matching error, if exists, can also be the main source of 2D and 3D position errors [21]. As for the uncertainty in the direction towards the camera, \( \text{i.e.} \) out-of-plane or \( Z \) direction, a comprehensive study [35] revealed that the out-of-plane movement was unavoidable during the loading process in the in-plane directions and became the major source of uncertainty in VT systems. The distance from the camera to the object should be increased for more accurate results when the measurement is conducted using a single camera.; However, optimizing the camera calibration was the only offered solution to minimize the error in the \( Z \) direction for multiple camera systems.

### 2.2. Assessment and sensitivity analysis

The required images in one stereophotogrammetry set can vary based on the measured FOV, but it is recommended in [8] to consider at least 8 and up to 100 images in one set to achieve higher measurement accuracy. Meanwhile, there are no specific requirements in common practice guides [8] either for the number of stereophotogrammetry sets or how many times the VT system should be calibrated to minimize the measurement error. The measurement accuracy can only be tested by running a laboratory or field experiment and comparing the VT system results with other types of reference sensor measurement. If the error of the VT system with respect to the reference sensors is high, then the stereophotogrammetry result should be rejected and the cameras must be recalibrated, only if the VT system is still preferred in the monitoring. There is no instant approach to assess the accuracy of the VT system before conducting the real tests or without comparing VT results with other instrumentations. Meanwhile, running more than one round of stereophotogrammetry is a quick and easy option. Therefore, this study investigates a practical solution \( \text{i.e.} \) collecting two stereophotogrammetry sets with each set consisting of different calibration images. Running two rounds of stereophotogrammetry delivers two preliminary results then are verified in a noise-floor test before conducting the real tests.

In this study two sensitivity analysis parameters, \( \text{i.e.} \) the number of stereophotogrammetry sets and the sensitivity of the image quantities are designed. Two stereophotogrammetry sets, \( \text{i.e.} \) Set#1 and Set#2 with five configurations of different image quantities, \( \text{i.e.} \) A-E, for each set are shown in Fig. 2a. The configuration is defined as the total number of calibration images processed in each stereophotogrammetry set as follows: 10 images for configuration A, 18 images for configuration B, etc. In the rest of the paper, the stereophotogrammetry set is mentioned along with a specific configuration. For example, 1A refers to stereophotogrammetry Set#1 with 10 images corresponding to configuration A, etc. The uncertainty for stereophotogrammetry and the noise-floor test only checks the sensitivity of Set#1E and Set#2E using 32 images for simplicity. As for quantifying the accuracy from the laboratory tests, all configurations are considered and the results are reported.

The assessment parameters with their associated method to quantify the uncertainty and accuracy of the vision-based system as proposed in this study are shown in Fig. 2a. The uncertainties of the VT system are evaluated from stereophotogrammetry and noise-floor tests while the accuracy
is assessed through conducting a laboratory test using quasi-static loads. In the stereophotogrammetry method, three parameters, i.e., image coordinate, stereo angle, and reconstruction errors are assessed using (3) and (4). Let us assume that target \(i\) is captured by camera\#1 and camera\#2 and the target in each camera is in a horizontal \((x_{1i}, x_{2i})\) and a vertical \((y_{1i}, y_{2i})\) position in 2D-image coordinates (pixel). Each target is also oriented toward each camera as \(\theta_{1i}, \theta_{2i}\). The errors for each target in image coordinates, i.e., horizontal error, \(e_{x_i}\) and vertical error, \(e_{y_i}\), as well as stereo angle error, \(e_{\theta_i}\), are computed using (3):

\[
e_{x_i} = x_{1i} - x_{2i}; \quad e_{y_i} = y_{1i} - y_{2i}; \quad e_{\theta_i} = \theta_{1i} - \theta_{2i}.
\]  

The reconstruction error is measured from the coordinate transformation result in 3D-object coordinates (mm). To simplify, the reconstruction error is expressed as the distance error between each target on the specimen measured from the stereophotogrammetry in object coordinates, i.e., mm, as compared to the real distance that is measured manually. If we assume the vertical position in object coordinate of target \(iY_i\), and target \(jY_j\), with the real distance measurement, \(D_{i,j}\), the reconstruction error, \(E\), is measured by (4):

\[
E = \left| Y_i - Y_j \right| / D_{i,j} \times 100\%.
\]  

The assessment in the noise-floor test using variance error and bias error is explained in detail in section 3.3. As for the laboratory test, the accuracy quantification is assessed for the displacement value using the maximum error, \(e_{\text{max}}\), and Root Mean Square Error (RMSE) between the VT system result with respect to the calibrated string-potentiometer result.
2.3. Noise-floor test

In our study the noise-floor test was conducted before the laboratory test by recording images of the unloaded specimen within a specified duration. The variance and bias errors are the parameters used to further investigate the uncertainty of the stereophotogrammetry sets. Variance error refers to a random error centered with a mean around the true value of displacement. The main sources of variance error are camera noise and the matching error as the result of the correlation process. Bias error is often difficult to quantify the noise-floor test because the true value of displacement is known only through running a real test with any applied type of loading. Nonetheless, the bias error of the displacement can be quantified from the mean of the displacement from the noise-floor test as proposed in this study. These errors are evaluated for each loading direction. The out-of-plane direction or the direction towards the camera focus is usually measured to identify the noise-floor since the average pixel deviation is usually larger in this direction (0.03 pixel) as compared to the other directions (0.01 pixel) [36, 37]. However, the evaluation should also be conducted in the direction of the applied load to ensure that the noise sensitivity in the monitored direction is very close to zero.

2.4. Test setup

The proposed method is experimentally evaluated through laboratory validation using three quasi-static tests. The model is an aluminum block specifically constructed for this study with the dimensions 100 mm × 10 mm × 900 mm as shown in Fig. 3. The approximated field of view (FOV) for this test was 2.5 m × 1.2 m × 0.05 m. The test setup is shown in Fig. 3 along with VT targets on one side of the model and the shake table. Eleven targets (numbered from 399 to 409) were attached to the specimen and six targets (numbered 410 to 416) were distributed on the shake table. For the best and widest FOV for the test, the monitoring station was located approximately 3.8 m from the specimen.

![Monitoring setup (left) and the details of the specimen with the targets used for comparison with the calibrated mechanical sensors (right).](image)

Two high-speed cameras with specifications given in Table 1 are used as the main component of the VT system. Full 5MB pixel resolution of the cameras was used with monochrome types and 8-bit images. The target pattern was a white circle with 3.5 mm diameter and was surrounded by white rings and then printed on black background, like the example in Fig. 1. For both noise-floor tests and validation tests, monitoring was conducted with a sampling rate of only 32 Hz and a global electronic shutter of 3000 ms. Two NIST-calibrated string potentiometers, *i.e.* an SP 40-03 (top channel) and SP 40-01 (bottom channel) were connected to the specimen as shown in Fig. 3. SP 40-03 was connected to the specimen close to target #401 (top) and SP 40-01 was
connected close to target #407 (bottom). The first test was run with a prescribed displacement input to the small shake table actuator, while the second and third tests were conducted manually by setting the table free and pushing the specimen. The direction of the applied load with respect to the camera orientation was in the horizontal in-plane direction. The uncertainty quantification is assessed on the vertical as well as the out-of-plane direction, while the accuracy is only estimated in the applied direction of loading.

Table 1. Specifications of the vision-based tracking system.

<table>
<thead>
<tr>
<th>Binary</th>
<th>8-bit</th>
<th>Lens</th>
<th>35 mm</th>
<th>Shutter</th>
<th>Communication port</th>
<th>Resolution (pix.)</th>
<th>Target size (radius)</th>
<th>Global electronic shutter from 3 μs to 41.654 ms</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>USB 2.0 device port (micro-B), Ethernet (10/100/1000Base-T)</td>
<td>2560 × 2048</td>
<td>3.5 mm</td>
<td></td>
</tr>
<tr>
<td>File format</td>
<td>TIFF</td>
<td>Sensor</td>
<td>CMOS</td>
<td>Type</td>
<td>Monochrome</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. Results and discussion

3.1. Camera self-calibration

The two stereophotogrammetry sets, i.e. Set#1 and Set#2 as shown in Fig. 2 consisted of 32 images (16 images of each camera) that had been captured in different spatial orientation, positions, and angles using the camera self-calibration technique. All targets were well-distributed in each image to enable the least-squares adjustment for estimating the camera internal parameters and to converge the bundle adjustment process. The camera self-calibration results are given in Table 2 for Set#1E and Set#2E associated with a total of 32 processed images. The table shows the locations of the principal point in the x and y directions \((u_0, v_0)\), as well as the radial symmetric, asymmetric, and tangential distortions \(A_1, A_2, A_3, B_1, B_2\) respectively. They are given for Cam#1 and Cam#2 as each camera is calibrated separately.

Table 2. Camera self-calibration results from stereophotogrammetry Set#1E and Set#2E using 32 images.

<table>
<thead>
<tr>
<th>Set#1E</th>
<th>(u_0, v_0) (pix)</th>
<th>(A_1)</th>
<th>(A_2)</th>
<th>(A_3)</th>
<th>(B_1)</th>
<th>(B_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cam#1</td>
<td>13.7, –8.2</td>
<td>(-3.5 \times 10^{-9})</td>
<td>(-1.1 \times 10^{-15})</td>
<td>(1.7 \times 10^{-22})</td>
<td>(-1.6 \times 10^{-8})</td>
<td>(-1.1 \times 10^{-7})</td>
</tr>
<tr>
<td>Cam#2</td>
<td>2.8, 13.2</td>
<td>(-5.1 \times 10^{-9})</td>
<td>(7.0 \times 10^{-17})</td>
<td>(-1.7 \times 10^{-22})</td>
<td>(-1.6 \times 10^{-7})</td>
<td>(-1.3 \times 10^{-7})</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Set#2E</th>
<th>(u_0, v_0) (pix)</th>
<th>(A_1)</th>
<th>(A_2)</th>
<th>(A_3)</th>
<th>(B_1)</th>
<th>(B_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cam#1</td>
<td>13.7, –8.9</td>
<td>(-3.6 \times 10^{-9})</td>
<td>(-1.0 \times 10^{-15})</td>
<td>(1.0 \times 10^{-22})</td>
<td>(-1.6 \times 10^{-8})</td>
<td>(-1.1 \times 10^{-7})</td>
</tr>
<tr>
<td>Cam#2</td>
<td>4.2, 14.9</td>
<td>(-5.1 \times 10^{-9})</td>
<td>(5.8 \times 10^{-18})</td>
<td>(-1.3 \times 10^{-22})</td>
<td>(-1.6 \times 10^{-7})</td>
<td>(-1.3 \times 10^{-7})</td>
</tr>
</tbody>
</table>

3.2. Uncertainty from stereophotogrammetry set

3.2.1. Image coordinate error

The image coordinate error for both stereophotogrammetry sets is first computed using (3) and measured based on the position of targets 399–409. As shown in Fig. 4 the means of the two camera systems lie within their respective error bars. For the horizontal error, \(e_x\) a significant
error of target coordinate measured by Set#1E is already observed near the image center, while it is very small for stereophotogrammetry Set#2E. An approximate error of 30 pixels is observed on target 399 (top specimen) that increases linearly up to an error of 60 pixels on target 409 (bottom specimen). While for stereophotogrammetry Set#2E, the horizontal error is very small for the targets near the image center, it increases gradually for those away from the image center. In the vertical direction, both stereophotogrammetry sets yield identical errors $e_y$ and trends. This assessment shows that the image coordinate error is present in both sets with a smaller error for Set#2, and the error in horizontal direction shows more variations than the vertical position between the two sets.

![Image](image.png)

**Fig. 4.** Image coordinate error of each target in the horizontal, $e_x$ and vertical, $e_y$ directions measured from stereophotogrammetry Set#1E and Set#2E.

### 3.2.2. Stereo angle error

For the second assessment, the statistical error on the stereo angle for each target is computed using (3) and the results are shown in Table 3 for stereophotogrammetry Set#1E and Set#2E. The stereo angle error is present in both stereophotogrammetry sets, however, the values are less than 1.5° which is considered small. Similar to the horizontal position error observed previously, the stereo angle error also propagates from the top target #399 to the bottom target #409 for both sets. However, the difference of stereo angle error between both sets is insufficient to determine which set provides larger uncertainty. As measured by the average error in Table 3, the stereo angle error is only slightly higher for stereophotogrammetry Set#1E as compared to Set#2E.

![Table](table.png)

**Table 3.** Stereo angle error, $e_{\theta_i}$ (°) of each target measured from stereophotogrammetry Set#1E and Set#2E.

<table>
<thead>
<tr>
<th>Set</th>
<th>Target, $i$</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>399</td>
<td>400</td>
</tr>
<tr>
<td>1E</td>
<td>0.09</td>
<td>0.36</td>
</tr>
<tr>
<td>2E</td>
<td>0.19</td>
<td>0.32</td>
</tr>
</tbody>
</table>

### 3.2.3. Reconstruction error

The last assessment in quantifying the uncertainty of stereophotogrammetry is estimating the reconstruction error of each target in object coordinate. The results are shown in Table 4, which demonstrates the configuration in each set is not sensitive to the reconstruction error. Using more images does not necessarily improve the accuracy of each stereophotogrammetry set. Meanwhile, designing more than only one stereophotogrammetry set shows a possibility to avoid higher reconstruction error as the stereophotogrammetry Set#2 resulted in lower uncertainty and significantly lower error when compared to Set#1 for all configurations.
The uncertainties from stereophotogrammetry reveal that conducting more than one set may lead to a noticeable difference in image coordinate and reconstruction errors. The result shows that the stereophotogrammetry Set#2 generates a smaller error as compared to Set#1. Meanwhile, the stereo angle error is relatively small and not significant when both sets are compared. The number of images processed in stereophotogrammetry did not contribute to decreasing the error either. Thus, it is desirable to further check whether a consistent difference between the two stereophotogrammetry sets is also observed in the noise-floor test.

### 3.3. Uncertainty from the noise-floor test

#### 3.3.1. Variance error

The noise-floor test was conducted by recording images of the specimen without applying any load within a 16-sec time window (480 images from each camera). Set#1E and Set#2E were used to process similar noise-floor test images to generate a displacement response history for each set. Variance error is expressed as spatial and temporal variations that are computed from the displacement of noise-floor test images and take both approaches into consideration. First, the standard deviation of all targets in each time step is computed. Then, it is plotted for overall test duration with the results shown in Fig. 5a and 5b. Second, the standard deviation of each target for the entire load step is computed separately with the results shown in Fig. 6. Note that the standard deviation shown in Fig. 6 is computed for each camera in both sets, e.g., 2E-1 is the standard deviation of all targets measured from Set#2 camera#1, etc. Spatial variations from each set, \( \mu_{1,E,S} \) and \( \mu_{2,E,S} \), are simply computed by taking the average of the SD error in Fig. 5 and the values are shown also in Fig. 5. The temporal variations, \( \mu_{1,E,T} \) and \( \mu_{2,E,T} \), are also estimated by measuring the average of standard deviation of all targets given in Fig. 6. These two methods for quantifying variance error are applied for all possible loading cases, i.e. horizontal (\( Y \)) vertical (\( Z \)) and out-of-plane (\( X \)) directions.
Fig. 5. The standard deviation computed from all targets in each time step and spatial variations of stereophotogrammetry a) Set#1E, $\mu_{1E,S}$, b) Set#2E, $\mu_{2E,S}$ and c) Zoomed-view for clear observation of each set standard deviation error and the difference between the two sets.

Fig. 6. The standard deviation of all targets and the temporal variations of stereophotogrammetry Set#1E, $\mu_{1E,T}$ and Set#2E, $\mu_{2E,T}$.

The variance error shown in Figs. 5 and 6 indicates that the uncertainty increases in the out-of-plane direction for both stereophotogrammetry sets. These values are the minimum uncertainties of the in-plane and out-of-plane displacements for both sets indicating that the displacement error from the real tests is expected to be larger than these values. The significant observation from Fig. 5 and Fig. 6 is that the uncertainty is larger for Set#1E compared to Set#2E in all possible loading cases. It confirms to the results from the previous section i.e. Set#2E eventually produces lower uncertainty than Set#1E.

3.3.2. Bias error

The mean bias error as shown in Fig. 7 is computed from the mean displacement of all targets measured for the entire time step. A similar trend of the variance error is also observed in the bias error i.e. the out-of-plane uncertainty is larger as compared to the in-plane direction. Comparing the variance and bias error in all directions, the bias error is approximately two times larger than the variance error. The mean displacement varying over time in Fig. 7 indicates that the bias error exists in both stereophotogrammetry sets. Similarly to the variance error, the bias error observed from the noise-floor test also does not reflect the bias of the true displacement and it is estimated from a real test as described in the next section. They rather estimate the minimum uncertainty from both stereophotogrammetry sets.
The uncertainty quantification from stereophotogrammetry and the noise-floor test shows that they may affect the measurement quality so that the stereophotogrammetry Set#2 shows lower uncertainty when compared to Set#1. A validation test is needed to further confirm this observation and to provide a better understanding of estimating the VT displacement accuracy from different stereophotogrammetry sets.

### 3.4. Measurement accuracy from the validation test

This section presents the comparison and error analysis of VT system displacement measurements with respect to calibrated string potentiometers from three different quasi-static tests. The example of the displacement history is given in Fig. 8 for all tests. The associated error propagation computed from all configurations is also plotted in Fig. 9. The details of measurement error computed from all tests are given in Table 5.

**Fig. 8.** Comparison of displacement history between string potentiometers and vision-based system targets using stereophotogrammetry Set#1E and Set#2E measured from Test#1, 2, and 3.
Figure 8 shows a displacement comparison between target#401 versus SP 40-03 near the top of the specimen, and target#407 versus SP 40-01 near the bottom of the specimen when results from Set#1E and Set#2E are used, respectively. The first observation is that there is no significant difference between the two sets in measuring the displacement as compared to the string potentiometer measurement. More details are shown only when the difference is plotted against the propagation of the displacement amplitude in Fig. 9. A bias error has occurred in both stereophotogrammetry sets and configurations that increased systematically together the applied displacement. Second, it is observed that the error is insensitive to different configurations A-E associated with the number of images used in each set. For example, as shown in Table 5, the maximum error from Test#1 computed using Set#1A and Set#1E shows a very small variation, i.e. 2.6% and 2.5%, respectively. The most significant difference is again observed when the results are compared between the two stereophotogrammetry sets. Stereophotogrammetry Set#2 features considerably smaller errors than results based on Set#1. As shown in Table 5 and from all three tests, the maximum error of Set#1 is computed as 2.6% with RMSE of 3.3 mm while for Set#2, a smaller maximum error and RMSE are observed as 1.3% and 1.6 mm, respectively.
4. Conclusions

Based on the proposed method assessment conducted in this study, several important conclusions can be drawn as follows:

- Uncertainty of vision-based tracking systems can be quantified by assessing the stereophotogrammetry results and conducting a noise floor test before running the real test. The image coordinate and reconstruction errors can inform about the degree of uncertainty of the stereophotogrammetry set. Further evaluation of the noise-floor tests is also strongly recommended as they do not only inform about the variance or bias errors in the monitoring system but also provide a preliminary insight into the uncertainty of the stereophotogrammetry sets in all possible configurations.

- Performing more than one set of stereophotogrammetry is recommended when accurate displacement measurements of a vision-based tracking system are needed. The uncertainty of stereophotogrammetry can still be a leading cause of displacement inaccuracy, which is
necessary to be checked in a simple way by evaluating either the image coordinates or the reconstruction errors.

– Using more images in stereophotogrammetry has proved insensitive to vision-based tracking system uncertainty and accuracy. For a similar FOV range as adopted for the monitored specimen in this study, a minimum of 10 images (5 images in each camera) is sufficient to obtain a high displacement accuracy. Note that the error presented is mostly valid for similar vision-based tracking settings and FOV as designed in this study.

– This study conclusively shows that systematic assessment of stereophotogrammetry and noise-floor tests should be part of routine vision-based tracking application in either static or dynamic monitoring. Comprehensive evaluations of stereophotogrammetry and noise-floor test results are strongly recommended not only as a preliminary check but also as a systematic approach to assess the high displacement measurement accuracy of a vision-based tracking system.
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