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Abstract—Speech recognition system extract the textual data from the speech signal. The research in speech recognition domain is challenging due to the large variabilities involved with the speech signal. Variety of signal processing and machine learning techniques have been explored to achieve better recognition accuracy. Speech is highly non-stationary in nature and therefore analysis is carried out by considering short time-domain window or frame. In the speech recognition task, cepstral (Mel frequency cepstral coefficients (MFCC)) features are commonly used and are extracted for short time-frame. The effectiveness of features depend upon duration of the time-window chosen. The present study is aimed at investigation of optimal time-window duration for extraction of cepstral features in the context of speech recognition task. A speaker independent speech recognition system for the Kannada language has been considered for the analysis. In the current work, speech utterances of kannada news corpus recorded from different speakers have been used to create speech database. The hidden Markov tool kit (HTK) has been used to implement the speech recognition system. The MFCC along with their first and second derivative coefficients are considered as feature vectors. Pronunciation dictionary required for the study has been built manually for mono-phone system. Experiments have been carried out and results have been analyzed for different time-window lengths. The overlapping Hamming window has been considered in this study. The best average word recognition accuracy of 61.58% has been obtained for a window length of 110 msec duration. This recognition accuracy is comparable with the similar work found in literature. The experiments have shown that best word recognition performance can be achieved by tuning the window length to its optimum value.
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I. INTRODUCTION

Speech is the general mode of communication between human beings. To be able to establish better human-machine interaction, speech has always intrigued mankind. Many researches have been done to create better speech recognition engine. Speech recognition is the process of translation of speech into textual information. To develop an accurate automatic speech recognition is still a difficult task because of numerous variability present in speech. Few of the important factors which are affecting the recognition precision are rate of speech utterance, speaker to speaker variations, recording environment, background noise, size of vocabulary and so on. Many of the research works have been carried out using European languages such as English, Spanish, and German to build automatic speech recognition system. But the works using the Indian languages are very limited [1] [2] [3] [4] [5]. There are more than 200 scriptable languages in India with 22 official languages identified by the government. The Kannada language is one among them. The most of the Indian languages are syllable timed and there exists one to one mapping among its pronunciation and written scripts [6] [7]. Researchers have also recently addressed on the multilingual phone recognition for Indian languages [8] [9]. In our earlier studies, we have attempted speech recognition work on Kannada language [10] [11] [12].

The challenges in isolated word recognition task can be viewed as speech feature analysis related at the front-end and pattern recognition at the back-end. The cepstral domain features and hidden Markov models (HMM) have become standards for front-end and back-end respectively for the speech recognition system. The choice of analysis window (time-window length) considered play important role in effectiveness of chosen feature. This study is aimed to bring-out the optimal time-window length for the extraction of cepstral parameters in the context of speech recognition task. In the literature it can be seen that about 2 to 3 pitch duration is taken to be the length of time-window [13] [14] [15]. To obtain better time resolution it is desirable to consider larger analysis window lengths. However, larger length window suffers from poor frequency resolution. The experiments with different window lengths have been performed and recognition results are analyzed.

In the present work, automatic speech recognition (ASR) system has been built using the Kannada language speech database. Kannada is one of the Dravidian languages of India with the history of more than 2000 years. There are more than million Kannada speaking peoples present inside and outside of Karnataka state. Kannada is a syllable-timed language having 52 phonemic letters (called “Akshara Maala”) which are basically evolved from the “Kadamba” script. The alphabets of Kannada are grouped into three categories namely, vowels (Swaragalu), consonants (Vyanjanagalu) and letters which are...
neither consonant nor vowel (Yogavaahakagalu) [16] [17] [18]. The Kannada phones and their corresponding English labels are shown in Table I. The arrangement of alphabets in the language is well structured and is as per the place of articulations. In Kannada language, the alpha-syllabary units are very stable and have unique pronunciations which are independent of their occurrence in a word or sentence.

The design of ASR system needs careful attentions to pre-processing, feature extraction and pattern recognition stages. The pre-processing step mainly involve time-windowing and pre-emphasis. The Mel frequency cepstral coefficients (MFCCs) have been successfully used as features in speech recognition task and are considered in this study. The hidden Markov models (HMMs) are proved to be good statistical models to represent the time series events such as speech signal. As a counter-part, neural network based phone recognition models can be found in literature [19] [20]. However due to success of statistical models for speech recognition task, HMMs are considered in this work. In the present work, HTK software has been used to implement and develop the Kannada ASR system [21].

II. SPEECH RECOGNITION SYSTEM

The basic speech recognition model is shown in Figure 1 and Figure 2. ASR system consists of the steps which include, acquisition of speech signal, pre-processing, analysis of cepstral coefficients and recognition of word. Initial three steps represents the front-end of ASR system. HMM is used to build the speech word model and recognizing of words is done using Viterbi decoding algorithm. The pre-processing step make sure better quality of the captured speech data against recording levels and noise. Analysis of the speech processing is done in cepstral domain to extract cepstral coefficients. MFCC coefficients are commonly used in ASR systems to yield a better performance [22]. Pattern classifier is the important building block of the ASR system. This has been achieved by selecting the HMM as a statistical model. The ASR system comprises of two phases namely training (refer Figure 1) and testing (refer Figure 2) phase. In training process, by using the known training data HMM based acoustic models are created and during the testing phase, to calculate the performance accuracy of the ASR system, unknown speech samples are applied. Accuracy of the ASR system is evaluated from the percentage of words recognized.

A. Speech pre-processing

The speech signal pre-processing is having pre-emphasis and windowing techniques. A high pass filter is used as a pre-emphasis filter and it flattens the speech signal. Later, speech signal is sliced and segmented into overlapping time frames called framing or windowing. Speech signal is non-stationary in nature and therefore framing (or windowing) play important role in deciding effectiveness of the feature set considered. While choosing the window frame, two considerations are important, length of the window and type of the window. Smaller the length of the window better will be time resolution and lager the length of the window yields good spectral resolution [13]. Typically length of the window of about 2 to 3 pitch periods will be used in the analysis of speech [15]. In the current work, hamming window of different duration are used.

B. Cepstral analysis of speech

Feature extraction play an important role in the performance of the speech recognition. Feature extraction process gives different parameters of the speech signal. The present work considers MFCC as a feature vector for the speech recognition task. Human audible capability (both frequency range and intensity range) is basically logarithmic in nature. The Mel-Scale filter bank is used to characterize the human ear perceiveness of frequency. Mel frequency cepstrum represents the short term power spectrum of a sound obtained by applying cosine transform on log of the power spectrum on the nonlinear Mel scale. MFCC features have been successfully used in speech recognition task to yield better results [22]. In the present work, 12-MFCC parameters, single log energy value, 13 delta and 13 delta-delta(acceleration) coefficients are used. So the total length of feature vector becomes 39.

C. Hidden Markov model

Hidden Markov Model (HMM) is generally used for acoustical model of speech sounds. It is a Markov process consisting of hidden states. It is a double stochastic process and hidden
state is estimated by using set of processes which gives observation sequence. HMM complete set of model is represented by equation (1).

$$\lambda = (X, Y, \Pi)$$

(1)

Where, $X$ is transition state probability matrix, $Y$ denotes output probability matrix and $\Pi$ will be initial state probability vectors [14]. If $L$ denotes the vocabulary size of Kannada words considered and to find closest matching between word’s observation sequences is given by equation (2) below.

$$O = \{o_1, o_2, \ldots, o_M\}$$

(2)

Let vector $W$ denote words to be recognized, which are represented by sub-word units is as shown in equation (3) below.

$$W = \{sw_1, sw_2, \ldots, sw_N\}$$

(3)

Out of $L$ words, the most likely word estimate for a given observation sequence $O$ is given by equation (4) is as follows.

$$\tilde{W} = \max_{W \in L} [P(W/O)]$$

(4)

By using Baye’s rule equation (4) above can be re-written as given in equation (5) below.

$$\tilde{W} = \max_{W \in L} \left[ \frac{P(O/W)P(W)}{W} \right]$$

(5)

Where, $P(W)$ is the prior probability of a specific model. For any word model $W$, $P(O/W)$ is the probability of observation sequence $O$. The above said mathematical steps can be summarized into training phase and testing phase as described by the following two steps.

1) Separate HMM models has been created for each phones in the vocabulary. This step is considered as the training phase.

2) Second step is considered as testing phase; here HMM models are utilized to recognize every unidentified word in a given test database. In the recognition phase, Viterbi decoding algorithm is applied to get best matching word.

The available data set has been grouped and are used for training and testing of the system, which is given in detail under section III-A. The recognition results are quantified in terms of recognition accuracy and system performance has been evaluated.

<table>
<thead>
<tr>
<th>Label</th>
<th>Kannada Phone</th>
<th>Label</th>
<th>Kannada Phone</th>
<th>Label</th>
<th>Kannada Phone</th>
<th>Label</th>
<th>Kannada Phone</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>ಅ</td>
<td>Au</td>
<td>ಔ</td>
<td>T</td>
<td>ರ</td>
<td>bh</td>
<td>ಫ</td>
</tr>
<tr>
<td>A</td>
<td>ಆ</td>
<td>M</td>
<td>ಕ</td>
<td>Th</td>
<td>ಚ</td>
<td>m</td>
<td>ಫ</td>
</tr>
<tr>
<td>i</td>
<td>ಆಂ</td>
<td>H</td>
<td>ದ</td>
<td>D</td>
<td>ಯ</td>
<td>y</td>
<td>ಫ</td>
</tr>
<tr>
<td>I</td>
<td>ಇ</td>
<td>k</td>
<td>ದ</td>
<td>Dh</td>
<td>ರ</td>
<td>r</td>
<td>ಫ</td>
</tr>
<tr>
<td>u</td>
<td>ಆ</td>
<td>kh</td>
<td>ಬ</td>
<td>N</td>
<td>l</td>
<td>l</td>
<td>ಫ</td>
</tr>
<tr>
<td>U</td>
<td>ಆ</td>
<td>g</td>
<td>ಟ</td>
<td>t</td>
<td>ಯ</td>
<td>v</td>
<td>ಫ</td>
</tr>
<tr>
<td>ru</td>
<td>ಆ</td>
<td>gh</td>
<td>ಫ</td>
<td>th</td>
<td>sh</td>
<td>ಫ</td>
<td>ಫ</td>
</tr>
<tr>
<td>rU</td>
<td>೜</td>
<td>ng</td>
<td>ಫ</td>
<td>d</td>
<td>S</td>
<td>ಫ</td>
<td>ಫ</td>
</tr>
<tr>
<td>e</td>
<td>ಎ</td>
<td>c</td>
<td>dh</td>
<td>ಫ</td>
<td>s</td>
<td>ಫ</td>
<td>ಫ</td>
</tr>
<tr>
<td>E</td>
<td>ಎ</td>
<td>ch</td>
<td>n</td>
<td>ಫ</td>
<td>h</td>
<td>ಫ</td>
<td>ಫ</td>
</tr>
<tr>
<td>ai</td>
<td>ಎ</td>
<td>j</td>
<td>p</td>
<td>ಫ</td>
<td>L</td>
<td>ಫ</td>
<td>ಫ</td>
</tr>
<tr>
<td>o</td>
<td>ಎ</td>
<td>jh</td>
<td>ಫ</td>
<td>ph</td>
<td>kSh</td>
<td>ಫ</td>
<td>ಫ</td>
</tr>
<tr>
<td>O</td>
<td>ಎ</td>
<td>ny</td>
<td>ಫ</td>
<td>b</td>
<td>jn</td>
<td>ಫ</td>
<td>ಫ</td>
</tr>
</tbody>
</table>
III. IMPLEMENTATION OF ASR SYSTEM USING HTK

Hidden Markov Tool Kit (HTK version 3.4.1) is one of the benchmark software tool in speech recognition and is used to implement ASR system for Kannada language [21]. The implementation process consists primarily preparation of data, coding of data, creating acoustic model by utilizing HMM and evaluation of ASR system performance. In the data preparing stage, speech signal is recorded in the regulated surroundings and pre-processed. By using pronunciation dictionary which consists of phones and labels corresponding to each words, the vocabulary of the system is described. In the speech analysis step (data-coding), cepstral domain features are computed. The appropriate specifications such as window length, window type, frame rate and other additional parameters are set during the speech analysis. In this work, hamming window of different window lengths are used to evaluate the system performance. HMM’s for the sub-word units are described and feature vectors are applied to re-estimate and to produce the statistical models. The testing data groups are used in evaluation of recognition accuracy of HMMs.

A. Speech database

Recording of speech signal is done by using good quality audio recording device in a sound proof environment. The recorded speech is therefore has high signal-to-noise (SNR) and require minimum pre-processing steps. The speech is acquired and recorded at 10 KHz sampling, 16-bit PCM, and stored in wave file format. In the current work, speech corpus is created by recording the Kannada broadcast news voiced by twelve distinct speakers of which, five female and seven male speakers. The recorded database is having 4921 Kannada words in which 735 words are distinct (vocabulary size). So the dictionary size becomes 735 words. The segmentation of word is manually carried out. The available speech database has been divided in to four groups for the experimental purpose. The four data groups named G1, G2, G3 and G4 consists of 1244, 1233, 1225 and 1219 Kannada words respectively. The well-known hold-out method has been adapted for choosing the data sets for training and testing. One of the four group is used for testing, while other three groups are for training the system. The Kannada language phone sets are depicted by English alphabets shown in the Table I.

Another task in database development is dictionary building. The simple phone dictionary (also known as pronunciation dictionary) is considered in this study. The phone dictionary for the chosen Kannada words are obtained by representing each word as a sequence of phones. A few examples of Kannada words represented as series of phones are shown in Table I. The standard phone dictionary is not available for Kannada language and therefore dictionary preparation is also a contribution in this work.

B. Feature analysis

Block diagram of the HTK speech coding stage is shown in Figure 3. The ‘HCopy’ command in HTK extracts MFCC parameters for the given speech input as per the given specifications. The specifications mainly consists of input speech sampling rate, window type, length of window, frame rate, and feature details. Each feature vector consists of one log energy value, 12 MFCC values, 13 first derivative values (delta coefficients), and 13 second derivative values (delta - delta coefficients). So the total size of output feature vector becomes 39. The length of analyzing window (window duration in msec) is kept different for each experiment and results are analyzed based on this. The window length varying between 20 msec and 150 msec are considered in this study. The details of the window lengths considered in the study are given in section IV. The speech parameterization is carried out for the entire available speech database, which include training and testing data samples. The feature vectors obtained from the training data samples are used to construct the HMMs whereas feature vectors obtained from the testing data samples are used for the evaluation of models.

C. Generating HMM

The acoustical models are basically stochastic models which define the sub-word unit. The HMMs have been proved to be good statistical models to represent time-sequence events such as speech units [23] [24]. The acoustic models for Kannada phones are built using HMMs. Each phone in Kannada language is therefore represented by HMM and such acoustical models are known as mono-phone models. Mono-phone models are developed with the assumption that each phoneme is an independent acoustic unit and has no acoustic coupling with adjacent phonemes. However, this is not true in a continuous utterances of words as there exists co-articulation affect. So, the designed acoustical models in this study are not

<table>
<thead>
<tr>
<th>Kannada Word</th>
<th>English Meaning</th>
<th>Sequence of Phones</th>
</tr>
</thead>
<tbody>
<tr>
<td>ಸಹಾರ (sahakara)</td>
<td>Help</td>
<td>s a h a k A r a</td>
</tr>
<tr>
<td>ಮೂಲಕ (moolaka)</td>
<td>Through</td>
<td>m U l a k a</td>
</tr>
<tr>
<td>ಸವಿರ (savira)</td>
<td>Thousand</td>
<td>s A v i r a</td>
</tr>
<tr>
<td>ಅವರು (avaru)</td>
<td>They</td>
<td>a v a r u</td>
</tr>
<tr>
<td>ನೂತನ (noothana)</td>
<td>New</td>
<td>n U t a n a</td>
</tr>
</tbody>
</table>
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optimized to explore acoustic coupling between the adjacent phones. But the objective is to obtain the optimal time-window length to be considered to extract cepstral features for acoustic modeling.

The HMMs are designed with five state with initial and end states. The middle three states describe the phone considered. We have identified 52 phones for Kannada language (refer Table I) and are modeled with 5-state HMM. Each state of HMM is Gaussian distributed and are constructed by using MFCC features from the training speech data. In HTK, the 'HRest' function is used to estimate and re-estimate HMMs.

The recognition performance is evaluated using the testing data set. The Viterbi decoding algorithm is applied to obtain the optimal phone sequence (optimum path) and thereby choosing the matching word from the dictionary. The 'HVite' command in HTK is used to implement the pattern matching. Analysis of result ('HResults' command in HTK) is carried out using word recognition accuracy (expressed in percentage). The word recognition accuracy is defined and elaborated in the next section IV.

IV. RESULTS AND DISCUSSIONS

Performance evaluation of the system is carried-out with the help of word recognition accuracy. The word recognition accuracy of a isolated word recognition system can be defined as given by equation (6) below.

\[
\text{Percentage of Accuracy} = \frac{M - N}{M} \times 100\% \quad (6)
\]

Where \(M\) represents the total number of words in the test database and \(N\) is the number of words misclassified.

The speech database consists of utterances of Kannada words taken from news corpus. The database has been divided into four groups to perform the experiments and the details of data grouping are given in section III-A. The experiments are repeated by varying the cepstral analysis time-window length between 20 msec and 150 msec. In every recognition experiment, one group is used for testing the system whereas the other 3 groups are used for training. This procedure is repeated for all the data groups and average word recognition accuracy is obtained. The average recognition accuracies for various analysis window lengths are plotted in Figure 4. The best average word recognition accuracy is obtained when the analysis time-window length is 110 msec. The detailed performance of the system for window length of 110 msec is given in Table III.

TABLE III

<table>
<thead>
<tr>
<th>Trial No.</th>
<th>Training Groups</th>
<th>Testing Groups</th>
<th>Recognition Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>G2, G3, G4</td>
<td>G1</td>
<td>61.25</td>
</tr>
<tr>
<td>2</td>
<td>G1, G3, G4</td>
<td>G2</td>
<td>60.42</td>
</tr>
<tr>
<td>3</td>
<td>G1, G2, G4</td>
<td>G3</td>
<td>59.51</td>
</tr>
<tr>
<td>4</td>
<td>G1, G2, G3</td>
<td>G4</td>
<td>65.14</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>61.58</td>
</tr>
</tbody>
</table>

It is observed that the recognition performance of the system depends on the analysis time-window length considered. The shorter length window provide better time resolution, whereas larger length window gives better frequency resolution. Here, cepstral analysis of speech segment is performed at the front-end of the ISR system and larger length analysis window is desired for the better representation. Hence the best results are obtained when the window-length of 110 msec duration is considered. And further increase in analysis window length leads to decrease in the performance due to the averaging effect of cepstral features.

The best average recognition accuracy of 61.58% has been obtained which can be comparable with the similar work reported in the literature. The poor results are due to the context independent mono-phone acoustic models considered in the study. Therefore the context independent tri-phone models can be used to further improve the performance. Perhaps the present study is focused on optimizing the time-window length for cepstral analysis.

V. CONCLUSION

In the present work, HTK toolkit has been used to implement the isolated speech recognition system for Kannada language. The main objective of the study is to investigate and optimize the time-window duration for the best performance of speech recognition system. The cepstral features considered
in the speech recognition system have been analyzed for
time-window length varying from 20 msec to 150 msec. The
best word recognition accuracy of 65.14% has been obtained
when time-window length of 110 msec is used. The choice
of length of time-window is based on the time resolution
and frequency resolution required. The required time and
frequency resolution depends on the features considered and
intended application. In the current study, it is found that
time-window length of 110 msec considered for cepstral feature
extraction gives optimal performance for the Kannada isolated
word recognition system. Hence it is concluded that choice
of optimal time-window length is critical to performance of
speech recognition system. The analysis can be further
extended for speech recognition system based on tri-phone
model to obtain higher recognition accuracy.
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