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This study investigates listeners’ perceptual responses in audio-visual interactions concerning binaural
spatial audio. Audio stimuli are coupled with or without visual cues to the listeners. The subjective test
participants are tasked to indicate the direction of the incoming sound while listening to the audio stimulus via
loudspeakers or headphones with the head-related transfer function (HRTF) plugin. First, the methodology
assumptions and the experimental setup are described to the participants. Then, the results are presented
and analysed using statistical methods. The results indicate that the headphone trials showed much higher
perceptual ambiguity for the listeners than when the sound is delivered via loudspeakers. The influence of
the visual modality dominates the audio-visual evaluation when loudspeaker playback is employed. Moreover,
when the visual stimulus is present, the headphone playback pattern of behavior is not always in response to
the loudspeaker playback.

Keywords: human perception; audio-visual interaction; 3D perception; binaural spatial audio.

Copyright © 2022 B. Mróz, B. Kostek
This is an open-access article distributed under the terms of the Creative Commons Attribution-ShareAlike 4.0 International
(CC BY-SA 4.0 https://creativecommons.org/licenses/by-sa/4.0/) which permits use, distribution, and reproduction in any
medium, provided that the article is properly cited, the use is non-commercial, and no modifications or adaptations are made.

1. Introduction

The proposed study explores audio-visual intera-
ctions in relation to binaural spatial audio. Therefo-
re, the presented study aimed to compare the per-
ceptual auditory experience between the loudspeaker
and headphone playback while interacting with vi-
sual stimuli. This is made between loudspeakers and
headphones combined with the head-related transfer
function (HRTF) plugin playback with/without cou-
pling a visual stimulus. It should be mentioned that
various aspects of HRTF are of high interest to re-
searchers, such as applying principal component ana-
lysis (PCA) to modelling the magnitude of the HRTFs
(Ramos, Tommasini, 2014) and automatic measure-
ment that allows the measurement of HRTF with high
spatial resolution within a considerably short time
(Pruchnicki, Plaskota, 2008). Storek et al. (2016)

show analyses of the differential head-related transfer
function (DHRTF) performance, an alternative trans-
fer function for headphone-based virtual sound source
positioning within a horizontal plane. The authors of
this paper used this method to reduce processing and
avoid timbre affection while preserving signal features
important for sound localisation (Storek et al., 2016).
Additionally, it should be remembered that as per the
research on audio-visual correlation, individual HRTFs
help to provide a better auralisation experience in vir-
tual reality systems (Vorländer, 2014; 2020). With
regard to our experiments, the work by Yao et al.
(2017) is of importance, as it refers to an increasing
number of binaural systems embedded with HRTFs, so
listeners can experience virtual environments via con-
ventional stereo loudspeakers or headphones. This is
a state-of-the-art, as it uses multi-layer feed-forward
neural network to estimate the goodness of fit of each
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HRTF dataset for a subject. Finally, it is vital to in-
dicate that studies on HRTFs employ subjective tests,
checking research assumptions.

Since our study should be regarded from the per-
ception perspective, so a short overview of the research
carried out in that area is presented. Human percep-
tion, in which audio and visual stimuli are the most
dominant and interrelated, is multisensory or cross-
modal (Blauert, Braasch, 2020; Bizley et al.,
2016; Woodcock et al., 2019). Bizley et al. (2016)
defined cross-modal integration as a term applied to
many phenomena in which one sensory modality influ-
ences the task performance or perception in another
sensory modality. This means that the human brain in-
tegrates incoming signals to form a perceived cohesion
of the external world based on spatial and temporal
cues (Blauert, Braasch, 2020; Chiou, Rich, 2012).
However, as suggested by Regan and Spekreijse
(1977), rather than the time-locking of physiological
signals, the correspondence between the perceived au-
ditory space and the perceived visual space may be
influenced by subjective criteria. Contrarily, Sorati
and Dawn (2021) referred to studies in which inter-
actions between auditory and visual perception may
be detected by observing early auditory event-related
potentials (ERPs). Visual information received prior
to the onset of the corresponding acoustic event can
provide visual cues and predict the upcoming auditory
sound. Such a phenomenon is at the forefront of audio-
visual (AV) interaction.

Another notion related to cross-modal perception
is auditory-visual integration, which was thoroughly
researched by Ecker and Heller (2005). They per-
formed two experiments to measure the combined per-
ceptual effect of visual and auditory information on the
perception of the trajectory of a moving object. Addi-
tionally, they observed that the sound condition influ-
enced whether observers were more likely to perceive
the object as rolling back in-depth on the box floor or
jumping in the frontal plane. Moreover, they reported
that the object speed was an indirect measure of the
perceived path because, as a result of the geometry of
the box and the viewing angle, a rolling object (a ball)
would travel a greater distance than a jumping ball in
the same time interval.

Chiou and Rich (2012) suggested that cross-
modal correspondence (e.g. high-pitched sounds asso-
ciated with bright, small objects located high up) affect
multisensory integration. They focused on the asso-
ciation between auditory pitch and spatial location. In
particular, they focused on how cross-modal mapping
affected the allocation of attention with an attentional
cueing paradigm.

This aspect was also pursued by Walker et al.
(2012); they suggested that cross-modality is an effect
of bidirectional cross-activation between dimensions of
connotative meaning. This was researched in another

context by Ildirar et al. (2017): perceptual integra-
tion may be more complex and challenging in unfamil-
iar environments.

Despite the cross-modality and interactions in per-
ception, Woodcock et al. (2019) indicated that au-
dio technology is often researched and evaluated in
isolation from the visual component. Furthermore,
there may be a problem of spatial audio-visual coher-
ence (i.e. whether audio/visual signals arrive from the
same direction, especially in stereoscopic 3D movies,
when the dialog is reproduced on the central loud-
speaker without any regard to the visual position on
the screen) (Hendrickx et al., 2015). The outcomes of
these experiments indicated an improvement in audio
experience when coherence in azimuth was achieved
(Hendrickx et al., 2015). However, Pike and Sten-
zel (2016) concentrated on direct measures (e.g. pre-
ference and annoyance) and indirect measures (bio-
signals and reaction times) to determine how viewers
perceive audio and audio-visual attributes concerning
spatial coherence testing. This aspect of audio-visual
coherence was also investigated by Stenzel et al.
(2017; 2019) and Stenzel and Jackson (2018); they
conducted a simple forced-choice test with subsequent
modelling of the psychometric function for evaluating
audio-visual spatial coherence. Following this, they em-
ployed a psychometric function to semantically vary
audio-visual stimuli. The consequent results indicated
that the maximum accepted offset angle did not de-
pend on semantic categories, but it was linked to the
audio feature classes with harmonic sounds, which led
to higher acceptable offsets. They pursued this topic by
applying a two-alternative forced-choice (2AFC) using
the reaction time (Stenzel, Jackson, 2018). In con-
trast to prior research, the results obtained by them
suggested that, even for speech signals, small audio-
visual offsets subconsciously influence spatial integra-
tion (Stenzel et al., 2019). This research also identi-
fied a problematic issue that subjective tests and stan-
dardised scales may not always be adequate for eval-
uating perceptual response to audio and video objects
presented simultaneously (Stenzel et al., 2019).

One of the primary outcomes of the audio-visual
relationship is a phenomenon called ventriloquism,
corresponding to the shift of a virtual (phantom)
sound source toward the visual stimulus (Alais,
Burr, 2004; Bertelson, 1998; Bertelson, As-
chersleben, 1998; Vroomen, De Gelder, 2004).
This phenomenon was meticulously investigated by
many researchers (Frissen et al., 2004; Kohlrausch,
Par, 2005; Morein-Zamir et al., 2003; Radeau,
Bertelson, 1977; Vroomen et al., 2001). It is regu-
larly experienced while watching movies or playing
video games: the voices seem to propagate from other
objects rather than from the actual sources of the
sound. Recently, the ventriloquism phenomenon be-
came digital ventriloquism, thereby allowing smart
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speakers to render sound onto everyday objects. This
way, the voice agent is not assigned to the given de-
vice when it should be contextually and spatially em-
anated elsewhere (Iravantchi et al., 2020). This phe-
nomenon is interesting, especially when considering
binaural audio and the ongoing research on spatial lo-
calisation using the head-related transfer (HRT) func-
tions. The bimodal localisation’s precision is usually
better than the visual or the unimodal auditory pre-
sentation; however, most spatial audio studies exclude
visual cues in the experiments (Komiyama, 1989).
There is also an “image proximity effect”; it refers to
how vision affects sound source localisation on a stereo
basis (Gardner, 1968; Komiyama, 1989; Kunka,
Kostek, 2012; 2013). Nevertheless, it should be re-
membered that the presentation of a binaural signal re-
quires a head-related impulse response (HRIR) and/or
a binaural room response compensation for the head-
phone response (Komiyama, 1989).

The paper is organised as follows. Section 2
presents the experimental setup. In Sec. 3, a study
procedure underlying the experiment is provided. Re-
sults and statistical analysis performed along with the
Dunn-Šidák post hoc method are presented in Sec. 4.
This is followed by the discussion, concluding remarks,
and further research plans contained in Sec. 5.

2. Experimental setup

To answer the question regarding the extent of the
way of listening to the audio stimulus with/without ac-
companying visual cues (i.e. pulsing squares) changes,
we followed the experimental procedures that origi-
nated in earlier studies. Thus, the proposed method
involves examining audio-visual interaction but focuses
on how a visual object influences sound perception
when listening to the audio stimulus over headphones
or coming from the loudspeaker. The overall block dia-
gram of the test scenarios is presented in Fig. 1.

The research procedure consisted of a loudspeaker
setup and a headphone setup, with the display screen
placed in front of the listener (see Fig. 2). The distance
between the listener and the screen was 0.5 m while the
loudspeakers were set at the 2 m distance. The loud-
speakers were arranged in stereo pairs in the follow-
ing order: ±30○, ±45○, ±60○, ±75○, ±90○. The first pair,
±30○, was placed following the ITU-R recommendation
for stereo speaker placement. The number of speaker
pairs and their spread along the listening area allowed
for creating a wider stereo image. This is especially im-
portant in binaurally rendered Ambisonics, where the
localisability of sound sources is much less restrained.
The research was carried out in an acoustically treated
shoebox-shaped recording room, in which the appro-
priate acoustic conditions were maintained. There is
a window between the control room and the recording
room. Hence, a sound-absorbing panel was positioned

Fig. 1. Block diagram of the methodology.

Fig. 2. Experimental setup.

behind the listener in order to avoid reflections from
a glass window. The equipment utilised was as follows:
Genelec 8020D loudspeakers, Sennheiser closed type
headphones, hi-speed USB interface, head-tracking de-
vice (Romanov et al., 2017).

The loudspeaker setup comprised five stereo loud-
speaker pairs and an additional central loudspeaker
in front of a listener. The image source position was
achieved by panning the stereo signal. The virtual
sound source positions in degrees of azimuth were:
[−56, −34, 0, 22.5, 34, 38, 56]. Not all of the stereo
pairs were used – some loudspeakers (e.g. the central
loudspeaker) were added to obscure the visual cues
eventually, so that the participant’s answer would not
be suggested. Additionally, there was other equipment
present in the room, including loudspeakers. We have
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Fig. 3. Example of plugins setup for ±30○ virtual loudspeaker setup.

decided not to remove the equipment in order to ob-
fuscate the visual cues even further.

The headphone setup consisted of a pair of closed
type headphones with a head-tracking device for dy-
namic scene rotation. The HRTFs were provided with
the KU 100 HRIR set (Bernschütz, 2013), embed-
ded into the IEM Plug-in Suite (n.d.) provided by
the Institute of Electronic Music and Acoustics in
Graz. This BinauralDecoder plugin employs the mag-
nitude least-squares method for calculating the filters
(Zaunschirm et al., 2018; Zotter, Frank, 2018).
There was no headphone equalisation nor was HRTF
equalisation applied. The sound level calibration be-
tween loudspeakers and headphones was conducted
subjectively by ear.

The auralisation of the sound scene was achieved
with the RoomEncoder plugin. Thus, the loudspeaker
setup was reproduced in the Ambisonic domain. The
RoomEncoder plugin also allows reproducing the room
acoustics, so the conditions from the loudspeaker trials
were maintained. Then, the binaural plugin with head-
tracking was used to provide compensation of dynamic
head rotation by rotating the Ambisonic sound scene,
which was rendered to binaural stereo signals.

An example of the plugin setup for ±30○ virtual
loudspeaker setup is shown in Fig. 3.

3. Audio-visual experiment

The participants of the experiments included 10
males aged in the range of 20 to 50 years, experienced
in auditory experiments. None of the participants have
hearing impairments. All participants were informed
about the study merits and provided informed verbal
consent to take part in the tests.

The participant’s task was to fill in a paper ques-
tionnaire (see Fig. 4, with an excerpt of this form),
where numbered circles were printed. This was to de-
termine the perceived direction and then write down
the result on a printed circle along with the trial num-
ber. Two different audio signals – square wave (40 Hz)
impulses (metronome-like, 60 bpm) and music (classi-
cal music piece: Mozart – Sonata No. 8 in a minor,
and rock-guitar music piece: John Mayer – Gravity)
were presented to the participants. The pulsing square
was displayed on different sides of the display: centre,
left, and right. This would give roughly −5○, 0○, and
+5○ of azimuth, respectively. The video excerpt from
a concert used in the experiment was static (i.e. the
camera was not moving).

Furthermore, trials were performed with and with-
out visual stimuli; metronome-like impulses were pre-
sented with the pulsing square in three configurations:
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Trial 25-64 Trials 1-24 

Participant __no.________________ 
 

Auxiliary question 1 
 
Do you have a visual impairment? 
 
Auxiliary question 2 
 
Do you have a hearing impairment? 
 
Auxiliary question 3 
 
What music do you like to listen? (generally mention species): 
 
Leading question: 
 
Specify the direction from which you think the sound of the instrument comes from. 

You can, to improve the perception of the direction, close your eyes or slightly twist your 

head, etc. Take the direction you want to mark in the picture. 
 
ATTENTION! The print is on both sides! 
 

LOUDSPEAKERS/HEADPHONES 
 

 
 

                
…………………………………………………………….. 

 

Fig. 4. Questionnaire form (an excerpt) prepared for the tests designed
(trials 1 to 24 performed on headphones, trials 25 to 64 employed headphones).

left, centre, and right of the screen. The visual stimuli
were displayed at the same tempo (60 bpm) as the au-
dio stimuli. They were either matching or not matching
the presented audio stimuli with regard to the direction
of the sound source. In the matching case, the sound
was coming from the same side as the square was pre-
sented on the screen. In the non-matching case, the
sound was coming from the opposite side rather than
the side of the square shown on the screen.

All audio signals were presented over loudspeakers
and then repeated on the headphone playback. The or-
der of stimuli presentation was randomised. However,
the visual stimuli were separated from the non-visual;
also, the metronome-like pulse stimuli were not mixed
with the music stimuli.

In total, the following conditions/variables were
changed throughout the experiments performed:

• Presence (or lack) of visual stimuli (present or
not);

• Alignment of visual stimuli to the audio stimuli
(aligned or not);

• Playback system (loudspeaker of binauralised
stereo over headphones);

• Audio-visual stimuli (metronome-like ticks or mu-
sic pieces).

From these variables/conditions, a total of 62 sti-
muli/conditions were tested. For loudspeaker playback,
there were 10 conditions for audio-only and 14 con-
ditions for audio-visual stimuli. For headphone play-
back, there were 10 conditions for audio-only and

28 conditions for audio-visual stimuli. In general,
fewer conditions were tested for non-visual stimuli
since the alignment was not measurable without one
of the stimuli present. Additionally, fewer conditions
were tested for loudspeaker playback, as the study pre-
sented is focused on headphone playback.

Overall, the subjective test participants’ task was
to fill in the questionnaire form (as presented in Fig. 4)
while listening to an audio stimulus (either via head-
phones or loudspeakers) along with or without the
presence of visual stimuli. In addition, they answered
several auxiliary questions about having any kind of
hearing impairment and music genres they prefer lis-
tening to.

4. Results and analyses

After the participants completed their tasks, the
results were collected and analysed. The collection of
the results was done using angular graduation, which
allowed for precise reading of the collected answers.
Further on, the differences between the presented stim-
uli angles and the perceived angles (i.e. incorrect an-
swers given by participants) were calculated. We used
a residual error of answers (ri), which was calculated
with the following formula:

ri = (Xi −X)
2
, (1)

where Xi refers to the observed value, and X denotes
the predicted value.
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The residual errors were used in further statistical
analysis. The Kruskal-Wallis method, which is suitable
for the non-parametric data, was chosen as the om-
nibus test. It should be noted that the Kruskal-Wallis
test indicates that among several groups of results, at
least two are different. To determine which groups dif-
fer from each other, a post hoc test was also performed.

The input data were statistically tested in three dif-
ferent comparisons. The first one was comparing stereo
pairs of loudspeakers (for headphone cases – virtualised
ones). The second test was the visual cues (and the
alignment between visual and audio stimuli). The third
test case was the comparison of the audio signal type.

In three omnibus tests, the resulting p-values in
each case were less than 10−3, stating significant differ-
ences between the groups. Therefore, post hoc analyses
were performed with the Dunn-Šidák pairwise compar-
ison test. The resulting p-values are presented in Ta-
ble 1, and the bold font marks p-values ≤0.05. Figure 5
shows the boxplots of residual errors, corresponding to
Table 1. The data for the plot were filtered from out-
liers with the use of the Hampel function (Hampel,
1974) whose goal is to identify and filter outliers in
a given series. Thus, it is suitable for the above men-
tioned task.

Table 1. p-values of the Dunn-Šidák post hoc test for loud-
speaker pairs – residual errors of participants’ errors (the
following abbreviations stand for: LS – loudspeakers; HP –

headphones; the bold values indicate p-values ≤0.05).
Loudspeakers Headphones
±30○ ±60○ ±30○ ±45○ ±60○ ±75○

LS, ±30○ – <0.01 <0.01 <0.01 <0.01 <0.01

LS, ±60○ <0.01 – <0.01 <0.01 0.45 <0.01

HP, ±30○ <0.01 <0.01 – 1.00 0.55 1.00
HP, ±45○ <0.01 <0.01 1.00 – 0.20 0.99
HP, ±60○ <0.01 0.45 0.55 0.20 – 0.86
HP, ±75○ <0.01 <0.01 1.00 0.99 0.86 –

Table 2. p-values of the Dunn-Šidák post hoc test for vi-
sual cues alignment – residual errors of participants’ errors
(the full forms of the abbreviations are as follows: VCoff

– no visual cues; VCNA – visual cues not aligned; VCA –
visual cues aligned. LS and HP refer to loudspeakers and
headphones, respectively; the bold values indicate p-values

≤0.05).
Loudspeakers Headphones

VCoff VCNA VCA VCoff VCNA VCA

LS, VCoff – 0.03 0.99 <0.01 <0.01 <0.01

LS, VCNA 0.03 – 0.35 <0.01 0.46 <0.01

LS, VCA 0.99 0.35 – <0.01 <0.01 <0.01

HP, VCoff <0.01 <0.01 <0.01 – 0.19 1.00
HP, VCNA <0.01 0.46 <0.01 0.19 – 0.24
HP, VCA <0.01 <0.01 <0.01 1.00 0.24 –

Table 3. p-values of the Dunn-Šidák post hoc test for resid-
ual errors (the abbreviations stand for: LS – loudspeakers;
HP – headphones; the bold values indicate p-values ≤0.05).

Loudspeakers Headphones
pulse music pulse music

LS, pulse – 0.91 <0.01 <0.01

LS, music 0.91 – <0.01 <0.01

HP, pulse <0.01 <0.01 – 0.02

HP, music <0.01 <0.01 0.02 –

Fig. 5. Residual error of answers. The full forms of the
abbreviations are as follows: VCoff – no visual cues; VCNA

– visual cues not aligned; VCA – visual cues aligned; LS –
loudspeakers; HP – headphones.
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As shown in Fig. 5, all headphone trials render
much higher residual errors than loudspeaker trials.
In the first test, where loudspeaker pairs were com-
pared, the wider spacing of loudspeaker pairs gene-
rates lower mean errors; however, they do not yield
a statistically significant difference as this occurred in
the headphone cases, as shown in Table 1. Additional-
ly, the case of the ±60○ stereo pair showed no signifi-
cant difference regardless of whether loudspeakers or
headphones were used. Furthermore, in the compari-
son of visual cues, it can be observed that the trials
with the visual cues present render a lower mean error
than in the case when headphones were used. How-
ever, only the case with VCNA is not significantly dif-
ferent between the headphones and loudspeakers, sug-
gesting that participants were equally confused in both
test cases. It is also important to note that headphone
cases are not significantly different among themselves.
Only in the last test, where the presented audio signal
was compared, the difference for headphone cases is
significant, whereas for loudspeaker trials, there is no
significant difference.

To present the aforementioned results, the residual
error was used. The residual errors can be interpreted
as the uncertainty of answers among participants;
therefore, a lower residual error means lower uncer-
tainty in evaluation – or higher confidence. In general,
for loudspeaker cases, the misalignment of visual stim-
uli caused the lower confidence on answers, which was
expected. Surprisingly, with headphone cases, quite the
opposite happens. This is similar to the stereo pair
width – for loudspeakers, increasing the width results
in lower certainty, whereas for headphones, the higher
width yields somewhat higher certainty in answers.
In general, headphone trials present much lower con-
fidence among participants’ responses. It is also im-
portant to note that in the headphone scenarios, the
artificial signal, which is a square wave pulse, renders
much lower certainty than the music signal. This might
be due to the unnatural sounding timbre of the stimu-
lus signal of the headphone setup; for instance, the
headphones were of the closed type, whereas open ty-
pe headphones would be optimal.

Another probable reason behind this result might
be the fact that the listeners – regardless of their ex-
pertise in acoustic listening tasks – are not too fa-
miliar with Ambisonic and binaural tasks, which also
could skew their judgment. This may also explain why
the loudspeaker examples were more easily recognised
and judged more closely to the expected outcome. In
the loudspeaker scenarios, visual cues were attract-
ing the participants’ focus to a predictable degree.
We hypothesise that the headphone scenarios need
improvements; for example, the signal heard should
match the acoustics of the room where the test is per-
formed, and the placement of the virtual sound sources
needs some consideration. Another hypothesis might

be that due to the proximity of headphone speakers
(i.e. the perception of the listener’s envelopment while
using headphones), it might be that the visual stimulus
affects the listener to a lesser degree, making a person
more easily confused in the overall evaluation.

5. Summary

In this paper, a study of researching audio-visual
interactions referring to how vision affects the locali-
sation of a sound source on a stereo basis when listened
to from loudspeakers and headphones was investigated.
More specifically, several test scenarios were proposed,
in which various audio signals were presented through
loudspeakers or headphones along with the visual sti-
mulus or without it. The hypothesised effect of the
presence of visual stimuli was most pronounced in
the loudspeaker scenarios.

Future research and method improvement might in-
clude using a higher number of loudspeakers to control
sound source localisation rather than stereo pairs and
panorama. In such a case, the binauralised cases could
employ virtual sound sources in the same exact loca-
tions rather than stereo pairs replicating the setup.
Furthermore, the use of open type headphones, as
well as individual (or at least, individualised) HRTFs,
might improve the localisation of the headphone sce-
narios.

Also, the method could include some simple locali-
sation tasks as a form of training for participants be-
fore they take part in the evaluation. In such a case, the
participants’ unfamiliarity with Ambisonic and binau-
ral listening may affect the results to a lesser degree.
This may be one of the limitations of our study. Also,
in a future study, we may check whether sophisticated
visual objects will validate the results obtained. More-
over, a more diversified group of listeners should be
engaged in the subjective tests to avoid specific biases
such as, e.g. gender, people listening or not to music,
working in the music area, etc.

Finally, the use of a gaze tracker might add some
additional information and ecological validity to the
study. Most gaze tracking techniques enable to deter-
mine the respondent’s eyes and head movements dur-
ing the subjective tests. This may be beneficial to check
the agreement between the test participants’ indica-
tions and the direction of their eye-head movement
carried out while performing a task prescribed (Munn,
Pelz, 2008).
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