An approach for electrical harmonic analysis based on interpolation DFT
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Abstract: The discrete Fourier transform (DFT) is the main method of electrical harmonic analysis since it's easily realized in an embedded system. But there were some difficulties in performing synchronized sampling. The spectral leakage caused by asynchronous sampling affects the accuracy of harmonics analysis. Using window functions and interpolation algorithms can improve the accuracy of harmonics analysis. An approach for electrical harmonic analysis based on the interpolation DFT was proposed. A window function reduces DFT leakage and the interpolation algorithm modifies the calculation results of frequency, amplitude and the initial phase angle. The simulation results indicate that, by using the interpolation DFT electrical harmonic analysis method based on the Hanning window or the Blackman window, the error of calculating amplitudes and frequencies is not greater than 0.5%.
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1. Introduction

With the development of power electronic technology and devices, a large number of nonlinear loads are widely used in the power system. That produced many harmonic components for the power system [1–3]. A very common harmonic source is the power supply for a computer that is a switched mode power supply [4]. The access of distributed generation also produces harmonic components for the power system [5]. Harmonics worsen power quality, increase the loss of the power grid, affect weak current systems such as computer network, communication system and cable TV, and cause signal interference. The harmonic voltage will cause an unbalanced magnetic pull, and the operational stability of the PMSM will be affected to varying degrees [6]. Harmonic
distortion levels are an important index of power quality. For determining whether harmonics are present in the power system, it is necessary to study the high-precision analysis method for harmonic component parameters of the electrical system.

At present, the most direct and effective method to analyze the power system harmonic parameters is the discrete Fourier transform (DFT). Using of DFT is described in IEC 61000-4-7 [7] and IEC 61000-4-30 [8]. However, the inherent time-domain windowing and frequency-domain sampling characteristics of DFT must be selected such that the sampling frequency interval is a whole-number multiple of the frequency of the signal to be measured. If the frequency of the signal to be measured is a whole-number multiple of the sampling frequency interval, it is called synchronous sampling. If not, it is called asynchronous sampling. The asynchronous sampling is easy to cause spectrum leakage and measurement errors, especially phase errors and high-order harmonic parameter errors. There are two common methods to realize the synchronous sampling. One method is to add phase-locked synchronization technology to the acquisition system and realize synchronous sampling by hardware [9, 10]. Another method is to solve the asynchronous problem through a specific algorithm for uniformly (asynchronous) sampled data [11–14]. Suitable windows and interpolation algorithms can reduce undesirable effects due to spectral leakage caused by a sampling process that is not synchronized [15]. M. Novotny et al. [16] is focused on the uncertainty analysis of the RMS value and phase computed from the DFT spectrum of the noncoherently sampled signal using cosine windows.

The advantage of the former method is that the signal processing is relatively simple. However, due to the slow response speed of the phase-locked loop, it cannot track the rapid change of the signal frequency in time, so it can not realize the real synchronous sampling. The latter method has certain universality and is a common method for harmonic measurement in the power system.

The fundamental frequency (50 or 60 Hz) of the power system often fluctuates, which changes slightly with the change of loads. Even if the frequency tracking technology is adopted, it is difficult to achieve strict synchronous sampling. Aiming at this phenomenon, a DFT algorithm with spectrum-line interpolation is proposed. It is an asynchronous sampling method, which samples the signal with a fixed sampling frequency, and uses the leakage frequency generated when the window function truncates the signal to obtain the actual spectrum value of the signal. Firstly, this paper analyzes the spectrum leakage of DFT, and then, we propose an electrical harmonic analysis method based on spectrum-line interpolation DFT with the rectangular window, Hanning window and Blackman window. This method obviously reduces the impact of spectrum leakage, greatly reduces the amount of calculation, and is easy to implement in an embedded system. The simulation results show that the proposed power harmonic analysis method has high accuracy under the conditions of asynchronous sampling and non-integer period truncation.

2. DFT leakage

When a signal is sampled asynchronously, it is easy to cause the spectrum leakage. DFTs are constrained to operate on a finite set of $N$ input values. Think of a continuous cosine wave with a peak amplitude of $A$ at a frequency $f_0$ described as: $x(t) = A \cos(2\pi f_0 t + \varphi)$, it is sampled at
the frequency $f_s$ and a period of discrete-time signal is obtained as below:

$$x(n) = A \cos \left( 2\pi \left( \frac{f_0}{f_s} \right) n + \varphi \right), \quad n \in \{0, 1, \ldots, N-1\},$$  \hspace{1cm} (1)

where: $A$ is the peak amplitude (V) and $A > 0$, $f_0$ is the frequency of the cosine wave (Hz), $\varphi$ is the phase angle. The DFT of the $x(n)$ input sequence, $X(k)$, is as follows:

$$X(k) = \frac{A}{2} \left( e^{j\varphi} W_R \left( 2\pi \left( \frac{k}{N} - \frac{f_0}{f_s} \right) \right) + e^{-j\varphi} W_R \left( 2\pi \left( \frac{k}{N} + \frac{f_0}{f_s} \right) \right) \right),$$ \hspace{1cm} (2)

where

$$W_R(f) = \frac{\sin \left( \frac{Nf}{2} \right)}{\sin \left( \frac{f}{2} \right)} \left( e^{-j \frac{N-1}{2} f} \right).$$

It can be seen that (2) contains positive and negative frequencies and is symmetrically distributed. For the convenience of calculation, the negative frequency part is ignored.

$$X(k) = \frac{A}{2} e^{j\varphi} W_R \left( 2\pi \left( \frac{k}{N} - \frac{f_0}{f_s} \right) \right)$$ \hspace{1cm} (3)

and magnitudes

$$|X(k)| = \frac{A}{2} \left| W_R \left( 2\pi \left( \frac{k}{N} - \frac{f_0}{f_s} \right) \right) \right|.$$ \hspace{1cm} (4)

It’s discrete spectrum as in Fig. 1. Take $m = \left( \frac{k}{N} - \frac{f_0}{f_s} \right)$, and when $m$ is a whole number, it is synchronous sampling. The spectrum is shown in Fig. 1(a). On the contrary, if $m$ is not a whole number, i.e. asynchronous sampling, the spectrum is as shown in Fig. 1(b).

![Fig. 1. Comparison of discrete spectrum: synchronous sampling (a); asynchronous sampling (b)](image)

Spectrum leakage can be clearly seen in Fig. 1. If it is synchronous sampling, the spectrum at each discrete frequency point is consistent with the ideal spectrum of the signal, which is an ideal pulse. If it is asynchronous sampling, the spectrum at each discrete point is inconsistent with the
ideal spectrum of the signal, resulting in leakage. Therefore, the calculation results of DFT must be processed to obtain the real spectrum of the signal.

The frequency voltage or current of the power system often contains rich harmonic components, and the amplitude of harmonic components is generally a few percent or less of the fundamental component. In addition, the frequency of the power system is affected by loads, which is also a real-time variable, so it is difficult to measure synchronously. With asynchronous sampling, the spectrum leakage of fundamental components will seriously affect the calculation of harmonic components. At the same time, the harmonic components will leak to each other, resulting in the increase of harmonic analysis errors.

Although there’s no way to eliminate leakage completely, we can use the method of adding windows to minimize the leakage. The window function reduces DFT leakage by minimizing the magnitude of side lobes. In fact, \( x(t) = A \cos(2\pi f_0 t + \varphi) \) is a signal of infinite length. Intercepting a section of it is equivalent to adding a rectangular window whose magnitude is 1 over the sample interval. Looking at the rectangular window’s magnitude response, the main lobe width (–3 dB) is \( 4\pi/N \), the maximum peak value of the side lobe is –13 dB, and the asymptotic attenuation rate of the side lobe is 6 dB/octave. The amplitude of the second harmonic in the power system is generally less than 1% of the fundamental wave, that is, the amplitude attenuation of both is less than –40 dB. If DFT spectrum analysis is directly used, the –13 dB sidelobe will submerge the –40 dB actual harmonic signal, affecting the accuracy of harmonic analysis. To reduce spectrum leakage, the window function with a small peak level of a side lobe and a large asymptotic attenuation rate of a side lobe should be selected to process the signal.

3. Harmonics analysis based on interpolation DFT

3.1. Interpolation DFT algorithm

When using a DFT algorithm to analyze the spectrum of \( x(n) \), it is equivalent to sampling at \( 2\pi/N \) intervals in digital frequency domain. Set the digital frequency corresponding to the frequency \( f_0 \) as \( (k_1 + \alpha)2\pi/N \), where \( k_1 \) is a positive integer and \( 0 \leq \alpha < 1 \). That is, \( (k_1 + \alpha)2\pi f_s/N = 2\pi f_0 \). We can see that in Fig. 1(a), \( \alpha = 0 \) and in Fig. 1(b), \( 0 < \alpha < 1 \). Suppose that the maximum value of the discrete spectrum of the signal in Fig. 1 is at the discrete frequency points \( k_1 \) and \( k_1 + 1 \), which are obtained from (4):

\[
\frac{|X(k)|_{k=k_1}}{|X(k)|_{k=k_1+1}} = \frac{\frac{A}{2}|W_R(k)|_{k=k_1}}{\frac{A}{2}|W_R(k)|_{k=k_1+1}} = \frac{A}{2}\frac{|W(2\pi(1-\alpha)/N)|}{|W(2\pi(\alpha)/N)|}.
\]

Let’s define

\[
\beta = \frac{|X(k)|_{k=k_1+1}}{|X(k)|_{k=k_1} + |X(k)|_{k=k_1+1}}
\]

and then

\[
\beta = \frac{|X(k)|_{k=k_1+1}}{|X(k)|_{k=k_1} + |X(k)|_{k=k_1+1}} = \frac{|W(2\pi(1-\alpha)/N)|}{|W(2\pi(\alpha)/N)| + |W(2\pi(1-\alpha)/N)|} = g(\alpha).
\]
As a result, we can calculate $\alpha$.

$$\alpha = g^{-1}(\beta).$$  \quad (7)

Thus, the actual frequency of the signal is estimated to be

$$f_0 = (k_1 + \alpha) \frac{f_s}{N}.$$  \quad (8)

The magnitude is a correction with $|X(k)|_{k=k_1}$.

$$A = \frac{|X(k)|_{k=k_1}}{|W(2\pi - (\alpha)/N)|} = |X(k)|_{k=k_1} h(\alpha).$$  \quad (9)

where $\lambda$ is the correction factor of magnitude

$$\lambda = h(\alpha) = \frac{1}{|W(2\pi - (\alpha)/N)|}.$$  \quad (10)

The estimation of the initial phase angle is:

$$\varphi = \angle(X(k)|_{k=k_1}) - \angle(W(2\pi - (\alpha)/N)).$$  \quad (11)

3.2. Interpolation DFT without window

Directly truncating the data is equivalent to adding a rectangular window. The expression is

$$w_R(n) = 1, \quad n \in \{0, 1, \ldots, N-1\}. \quad (12)$$

Further, according to the characteristics of the rectangular window, the formulas in section 3.1 are given in detail \cite{17, 18}.

$$\beta = \frac{|X(k)|_{k=k_{i+1}}}{|X(k)|_{k=k_1} + X(k)|_{k=k_{i+1}}} = \frac{\sin(\pi(1 - \alpha))}{\sin(\pi - (\alpha)/N) + \sin(\pi(1 - \alpha)/N)} \approx \alpha. \quad (13)$$

So, we can get $\alpha$

$$\alpha = g^{-1}(\beta) = \beta. \quad (14)$$

The correction factor of the magnitude $\lambda$ is

$$\lambda = h(\alpha) = \frac{1}{|W(2\pi - (\alpha)/N)|} = \frac{2\pi\alpha}{N \sin(\pi\alpha)}. \quad (15)$$

The estimation of the initial phase angle is:

$$\varphi = \angle(X(k)|_{k=k_1}) - \pi\alpha. \quad (16)$$
### 3.3. Interpolation DFT with Hanning window

To minimize the spectral leakage, we have to reduce the sidelobe magnitudes by using window functions other than the rectangular window, such as the Hanning window [17, 18]. The expression of the Hanning window function coefficient is:

$$w_H(n) = 0.5 - 0.5 \cos(2\pi n/N), \quad n \in \{0, 1, \ldots, N-1\}. \quad (17)$$

The DFT of the Hanning window is as follows:

$$W_H(k) = 0.5W_R(k) + 0.25W_R(k - 2\pi/N) + 0.25W_R(k + 2\pi/N). \quad (18)$$

Assuming that our original $N$ input signal samples $x(n)$ as (1) is multiplied by the corresponding window $w(n)$ coefficients before the DFT is performed. The DFT of the windowed $x(n)$ input sequence is $X_H(k)$. The peak magnitude of the frequency $X_H(k_1)$ and $X_H(k_1 + 1)$ are:

$$|X_H(k)|_{k=k_1} \approx \frac{A}{4} \frac{\sin(\pi \alpha)}{N(1-\alpha)(1+\alpha)\pi},$$

$$|X_H(k)|_{k=k_1+1} \approx \frac{A}{4} \frac{\sin(\pi \alpha)}{N(2-\alpha)(1+\alpha)\pi}. \quad (19)$$

So,

$$\beta = \frac{|X_H(k)|_{k=k_1+1}}{|X_H(k)|_{k=k_1}} = \frac{(1+\alpha)}{3} \quad \text{and} \quad \alpha = -1 + 3\beta. \quad (20)$$

Similarly, it can be deduced that the amplitude $A$ is:

$$\lambda = h(\alpha) = \frac{4\pi \alpha (1-\alpha^2)}{N \sin(\pi \alpha)}. \quad (21)$$

The estimation of the initial phase angle is the same as the rectangle window in (15).

### 3.4. Interpolation DFT with Blackman window

Along with the Hanning window and the Hamming window, the Blackman window provides further DFT spectral leakage reduction when performing frequency-domain windowing. The Blackman window function is defined as

$$w_B(n) = 0.42 - 0.5 \cos(2\pi n/N) + 0.08 \cos(4\pi n/N), \quad n \in \{0, 1, \ldots, N-1\}. \quad (22)$$

The DFT of the Blackman window:

$$W_B(k) = 0.42W_R(k) - 0.25W_R(k - 2\pi/N) - 0.25W_R(k + 2\pi/N)$$
$$+ 0.04W_R(k - 4\pi/N) + 0.04W_R(k + 4\pi/N). \quad (23)$$
Similarly to sections 3.1 and 3.2, the calculation expressions of \( \alpha = g^{-1}(\beta) \) can be derived. However, this process is more complex, which can be solved by polynomial approximation. First, take a group of values and substitute them into (6) to obtain a group of \( \beta \) values. Then \( \alpha = g^{-1}(\beta) \) can be obtained by using the MATLAB polynomial fitting function ployfit(\( \beta \)) coefficient. For the Blackman window, the correction factors are as follows:

\[
\alpha = 2.543007\beta^5 - 6.357519\beta^4 + 7.578482\beta^3 - 5.010204\beta^2 + 5.631278\beta - 1.692522. \tag{24}
\]

The amplitude calculation also needs correction. From (14), we can get an expression for \( \lambda \). But, the expression is complex. Similarly, we can use \( \lambda = ployfit(\alpha) \) to simulate the relationship between \( \lambda \) and \( \alpha \).

\[
\lambda = 0.428528\alpha^6 - 567764\alpha^5 + 1.139802\alpha^4 - 186457\alpha^3 \\
+ 2.426640\alpha^2 - 0.02771\alpha + 4.7619555. \tag{25}
\]

The estimation of the initial phase angle is the same as the rectangle window in (16).

### 4. Simulation experiment verification

The 11th harmonic signal model used in the simulation is

\[
x(n) = \sum_{i=1}^{11} \sqrt{2} A_i \cos(2\pi i f_0 n / f_s + \varphi_i), \quad n \in \{0, 1, \ldots, N-1\}. \tag{26}
\]

where: the fundamental frequency \( f_0 \) is 49.80 Hz, the sampling frequency \( f_s \) is 10000 Hz, the total number of sampling points \( N \) is 2048, \( \sqrt{2} A_i \) is the amplitude of the fundamental wave and each harmonic, \( \varphi_i \) is the initial phase angle of the fundamental wave and each harmonic. The values of \( A_i \) and \( \varphi_i \) are shown in Table 1.

<table>
<thead>
<tr>
<th>Harmonics</th>
<th>H1</th>
<th>H2</th>
<th>H3</th>
<th>H4</th>
<th>H5</th>
<th>H6</th>
<th>H7</th>
<th>H8</th>
<th>H9</th>
<th>H10</th>
<th>H11</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_i ) (Hz)</td>
<td>49.80</td>
<td>99.60</td>
<td>149.40</td>
<td>199.20</td>
<td>249.00</td>
<td>298.80</td>
<td>348.60</td>
<td>398.40</td>
<td>448.20</td>
<td>498.00</td>
<td>547.80</td>
</tr>
<tr>
<td>( A_i ) (V)</td>
<td>220</td>
<td>1.2</td>
<td>6.1</td>
<td>0.8</td>
<td>3.4</td>
<td>0.6</td>
<td>2.1</td>
<td>0.4</td>
<td>1.5</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>( \varphi_i ) (°)</td>
<td>10</td>
<td>50</td>
<td>30</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td>90</td>
<td>80</td>
<td>60</td>
</tr>
</tbody>
</table>

The flow of the simulation program is presented in Fig. 2. The input signal \( x(n) \) is processed with the rectangular window, the Hamming window and the Blackman window respectively, and the discrete spectrum is obtained by DFT operation. According to the spectral line interpolation correction formula of different windows, the frequency \( f_i \), amplitude \( A_i \) and phase angle \( \varphi_i \) are calculated separately. And the frequency \( f_i \), amplitude \( A_i \) and initial phase angle \( \varphi_i \) of each harmonic are also calculated. The error percentage of the measured values of the fundamental wave and each harmonic relative to the true value is given in the Table 2. It can be seen from Table 2
that after adding the Hanning window, the calculation results are greatly improved compared with the rectangular window. After the Blackman window processing, the calculation results are ideal, except for the parameter calculation error of the second harmonic. In order to further reduce the error, it is necessary to find a better window function. However, adding a window function also increases the computational complexity. It is necessary to select the appropriate window function according to the calculation requirements and performance.

### Table 2. Comparisons of relative errors in calculating (%)

<table>
<thead>
<tr>
<th>Order</th>
<th>Without window</th>
<th>Hanning window</th>
<th>Blackman window</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency</td>
<td>Amplitude</td>
<td>Phase</td>
</tr>
<tr>
<td>H1</td>
<td>-9.1E-02</td>
<td>4.3E-01</td>
<td>4.0E+00</td>
</tr>
<tr>
<td>H2</td>
<td>3.1E+00</td>
<td>2.9E+02</td>
<td>1.3E+02</td>
</tr>
<tr>
<td>H3</td>
<td>1.4E+00</td>
<td>-3.3E+00</td>
<td>7.9E+01</td>
</tr>
<tr>
<td>H4</td>
<td>5.2E+00</td>
<td>2.0E+02</td>
<td>3.3E+02</td>
</tr>
<tr>
<td>H5</td>
<td>3.2E-01</td>
<td>1.2E+01</td>
<td>3.6E+01</td>
</tr>
<tr>
<td>H6</td>
<td>-2.6E-01</td>
<td>1.9E+02</td>
<td>1.6E+02</td>
</tr>
<tr>
<td>H7</td>
<td>-3.4E-01</td>
<td>1.5E+01</td>
<td>8.6E+01</td>
</tr>
<tr>
<td>H8</td>
<td>-3.2E+00</td>
<td>1.9E+02</td>
<td>-3.1E+02</td>
</tr>
<tr>
<td>H9</td>
<td>-6.9E-01</td>
<td>-8.7E+00</td>
<td>8.6E+01</td>
</tr>
<tr>
<td>H10</td>
<td>-2.9E+00</td>
<td>1.5E+02</td>
<td>-3.1E+02</td>
</tr>
<tr>
<td>H11</td>
<td>2.5E+00</td>
<td>2.5E+01</td>
<td>-3.8E+02</td>
</tr>
</tbody>
</table>

**Fig. 2. Program flow diagram for simulation experiment**
From the data in Table 2, we can see that for the data processed with Hanning window and Blackman window functions, the relative error of harmonic parameters is significantly smaller than that without window functions. In particular, the calculation error of frequency and amplitude is reduced to about 0.001 times. The characteristic of adding the Blackman window function is obviously better than that of adding the Hanning window function.

5. Conclusions

It is difficult to realize synchronous sampling because the frequency of the power system changes frequently. Asynchronous sampling DFT is usually used in power system harmonic analysis. Due to spectrum leakage, the calculation error is large. In order to avoid the error of harmonics analysis, the window function interpolation DFT algorithm is used, and the practical interpolation correction formula is obtained by using the fitting function. The simulation results show that the interpolation DFT power harmonic analysis method based on the Hanning window and the Blackman window proposed in this paper has higher calculation accuracy, less calculation and high practical value.
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