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Abstract: The article deals with issues related to the application of statistical methods
used in the valuation process. The proposed algorithm for real estate valuation can be used
in the statistical market analysis method in the process of mass appraisal. The algorithm
uses a multiple linear regression model. Legal considerations indicate the need for such
an algorithm for the determination of the value of representative properties. Due to the
large size of the database of comparables, the proposed algorithm can be used only to
appraise typical properties. A good statistical model is parsimonious, that is, it uses as few
mathematical concepts as possible in a given situation. A model should extract what is
systematic in the results observed, allowing for the presence of purely random deviations.
The article discusses the basic principles of building a good statistical model. Attention is
drawn to the number of market attributes that are entered into the model and the range of
their values. As few explanatory variables as possible should be entered into the model to
explain the phenomenon under study. Explanatory variables are only those characteristics of
the property that differentiate prices in a given market defined and adopted by the appraiser
as the basis for valuation. The article highlights the importance of taking into account market
changes during the period under study.
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1. Introduction

The development of the free real estate market and spatial data infrastructure (Bielecka
et al., 2018) in Poland resulted in an increased demand for more and more efficient real
estate valuation tools. Thanks to the tools it is possible to obtain information contained
in databases including several thousand items each. Due to the large amount of data
being analyzed, it is justifiable to use statistical methods to analyze the real estate market
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(Adamczewski, 2011; Bitner et al., 2014; Dydenko, 2020). The choice of a statistical
model depends on the type of analysis we want to perform (Waltl, 2016; Nesticò and La
Marca, 2020). When valuing real estate property based on a set of comparable properties,
linear models appear to be the most appropriate.
The purpose of this paper is to propose an algorithm that can be used in the statistical

market analysis method within the comparison approach in mass appraisal (Jahanshiri et
al. 2011; Sawilow and Akincza, 2011). The essential element of the algorithm is to solve
a system of regression equations. Solving the system involves the use of simple matrix
calculus.
In the comparison approach any real estate valuation begins with the analysis of

a local market. The purpose of market analysis is to determine the market area, the state
of the market, to examine its changes over time, and to determine the appropriate market
attributes. Market attributes of property are only those characteristics that differentiate
prices in a given market defined and adopted by the appraiser as the basis for valuation
(Prystupa, 2014). In the literature, several attributes that significantly affect the variability
of real estate prices are analyzed. Maleta and Moscicka (2018) analyze seven attributes
of agricultural parcels: area (parcel size), shape, cropland type, soil fertility, distance of
paved roads, distance of the municipality centre and distance of the homestead buildings.
Rimvydas (2020) uses geodata to select the best real estates for an investment.
The quality of the market analysis conducted has a major influence on the accuracy of

the assessed value of property. Even the best statisticalmodel after entering erroneous data
will not reflect reality. Therefore, in the further part of the article, general characteristics
of the statistical model and the problem of explanatory variables selection are briefly
presented. Then, the proposed algorithm for property valuation and its use in the statistical
market analysis method within the comparison approach are presented.

2. Principles of good model building

Amodel is a simplified representation of reality. It is an abstract concept, linking abstract
thinking with the real world. A well-constructed model is a compromise between the two
extremes (Ostasiewicz, 1998):
– oversimplification;
– excessive accumulation of details.
A statistical model is a system of interdependencies describing a certain process or

phenomenon, the parameters of which are estimated on the basis of real data, using statis-
tical methods. The model building process consists of two interrelated steps: determining
the general form of the model relationships and the variables present in them, and the
statistical estimation of the parameter values based on observed data. A good statistical
model is parsimonious, that is, it uses as fewmathematical concepts as possible in a given
situation. A model should extract what is systematic in the results observed, allowing for
the presence of purely random deviations. In a sense, a statistical model decomposes the
results of observations into a systematic component that can be described by a specific
formula and a random component. Among statistical models, econometric models play
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a special role, presenting a system of regression equations linking response variables
with explanatory variables (Kukula, 1996).
The choice of a model, the number and the type of attributes (explanatory variables)

for a given market is determined by the appraiser. It should be taken into account that
each local real estate market has its own specificity and the influence of the same attribute
on the prices of the properties may be completely different in different local markets.
For this reason, attribute values should be determined based on the analysis of the
local market in which the property is being valued. When choosing the form of the
model, the focus should be on its simplest formulations. As few explanatory variables
as possible should be entered into the model to explain the phenomenon under study.
In the literature it is proposed to limit it even to a few variables (Prystupa 2014). When
reducing the set of initially selected explanatory variables, one should follow the rule
that the model should include variables that are highly correlated with the response
variable (that have a significant influence on it) and at the same time very weakly
correlated among themselves. Correlated explanatory variables deprive each other of
their explanatory power. Failure to follow this rule leads to undesirable econometric
modeling results. In this case, we cannot trust the obtained coefficients in the adopted
model. If we use too many attributes X𝑖 (e.g., a dozen), some of themmay be, in the set of
observations, correlated with each other. This correlation is due to the very nature of the
attributes adopted. For example, there is an obvious relationship between the intensity of
development and the land use designation. Removing one of the correlated variables from
the model will improve it significantly, while losing little information about the response
variable (property value 𝑊). Much of the information about the variable 𝑊 that one of
the variables carries is also contained in the other variable. The ideal situation would be
if the attributes were not correlated (no linear relationship between them – collinearity).
Then each factor that affects price would convey its share of information about the value
of the appraised property – information that no other factor would convey. Unfortunately,
this situation does not actually happen. When building a model, we should therefore
strive to minimize the undesirable phenomenon of collinearity between variables. One
measure of collinearity between two attributes is the correlation coefficient. If we do not
eliminate collinear variables from the model, then:
– the values of the obtained model coefficients may be very different from their
expected values;

– the signs of the model coefficients are different than expected;
– inclusion or exclusion of one explanatory variable from the model results in great
changes in the model coefficient values or changes of their signs;

– removal of certain observations results in great changes in the model coefficient
values or changes of their signs.

The following is a proposed property valuation algorithm that can be used to deter-
mine property values in large local markets. By “large market” is meant a market with
many transactions, and thus market size is measured by the dynamics of transactions
rather than by the size of the area. If you want to use this algorithm, you should have
a database of at least several dozen properties. This condition can be met when typical
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properties are being valued, such as undeveloped land intended for single-family housing
or residential premises.

3. Property valuation algorithm

Selecting properties similar to the property we want to valuate. Examining changes in
price levels over time in a given local market and possibly adjusting the stated sale prices
to account for the effects of changes in the local market. Determining the number of
market characteristics (attributes) in a given local market. Determining attribute values
of similar properties and the property being appraised.
Let C(1) , C(2) , . . . , C(𝑛) denote the unit adjusted prices of 𝑛 similar properties to be

included in the analysis.
Assumption: pricesC(1) , C(2) , . . . , C(𝑛) are a linear function of attributesX1, . . . , X𝑚.
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– Calculating the unit value of the representative (statistical) property, 𝑊𝑠, and
presenting it as a linear function of the arithmetic means of the 𝑛 values of the
individual property attributes accepted for analysis, according to the formula:

𝑊𝑠 = 𝑎0 + 𝑎1 [X1] + 𝑎2 [X2] + . . . + 𝑎𝑚 [X𝑚],

where:
𝑎𝑖 – model coefficients calculated according to the algorithm presented in the next
point.
The symbol [·] indicates the arithmetic mean.

[X𝑖] =
(
X(1)
𝑖

+ X(2)
𝑖

+ . . . + X(𝑛)
𝑖

)
/𝑛, 𝑖 = 1, . . . , 𝑚;

X( 𝑗)
𝑖
– the value of the 𝑖-th attribute of the 𝑗-th property.

– Determining the 𝑎𝑖 coefficients. It consists in solving the linear matrix equation:

M · a = b,

in which the unknown is the matrix a. The individual matrices of the equation have
the following form:
M – the symmetric square matrix of dimension (𝑚+1) × (𝑚+1)

M =


1 [𝑋1] · · · [𝑋𝑚]

[𝑋1] [𝑋1𝑋1] · · · [𝑋1𝑋𝑚]
· · · · · · · · ·
[𝑋𝑚] [𝑋𝑚𝑋1] · · · [𝑋𝑚𝑋𝑚]
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a – the coefficient matrix 𝑎𝑖 of dimension (𝑚+1) × 1

a =


𝑎0
𝑎1
· · ·
𝑎𝑚


b – the matrix of dimension (𝑚+1) × 1

b =


[C]

[CX1]
· · ·

[CX𝑚]


The matrix a is the product of the inverse matrixM and the matrix b.

a = M−1 · b

– Calculating the value of the property𝑊 being appraised as the sum of the products
of the coefficients 𝑎𝑖 and the value of the attributes X𝑖 of the property being
appraised.

𝑊 = 𝑎0 + 𝑎1X1 + 𝑎2X2 + . . . + 𝑎𝑚X𝑚 ,

where:
𝑎𝑖 – the calculated model coefficients,
X𝑖 – the value of the 𝑖-th attribute of the property being appraised, 𝑖 = 1, . . . , 𝑚.

The proposed algorithm for determining the 𝑎𝑖 coefficients in borderline cases behaves
as follows:
– in the case of a fully deterministic linear model (in which there is no influence of
random factors on the property value) in the form𝑊 = 𝑤0 + 𝑤1X1 + . . . + 𝑤𝑚X𝑚

the values of 𝑎𝑖 coefficients calculated according to the algorithm are equal to the
values of respective 𝑤𝑖 coefficients, i.e. 𝑎𝑖 = 𝑤𝑖;

– if the 𝑖-th attribute has no effect on the value of the property, the 𝑎𝑖 coefficient is
equal to 0.

The proposed algorithm is used for large local markets to obtain a sufficiently large
base of similar properties accepted for analysis. Using this method requires the analysis
of the market over a longer period of time (minimum six months) in order to correctly
determine the state of the market. Price adjustment according to the changes of the
market during the period under study is an essential correction. The influence of market
attributes on property prices is determined for adjusted prices. Therefore, the validity
of further analysis depends on the reliability of the determined price change index. In
this case, the most appropriate technique, is a linear regression method (Bitner, 2017).
The directional coefficient of the linear regression line fitted to the data using the least
squares method, is the indicator of price changes during the period under study. If the
state of the market has changed significantly during the period under study, this period
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of time should be divided into shorter periods and prices should be adjusted in several
stages (Bitner, 2015).
The adopted form of the property value model𝑊 = 𝑎0 + 𝑎1X1 + 𝑎2X2 + . . . + 𝑎𝑚X𝑚

contains the constant term 𝑎0. This is justified on the grounds that, even in theory, the
model should rule out any situation in which the value of the property being appraised is
not positive. This condition will be satisfied if attribute scales starting at zero are adopted
and the constant term 𝑎0 is entered into the model. The constant term determines the unit
value of the hypothetical worst property with the lowest values of all attributes equal to
zero. The value of the worst property according to the adopted model is then𝑊 = 𝑎0.
Each property, even the worst one, has value, therefore the constant term 𝑎0 should

have a positive value. Otherwise, the model is incorrect and the assumption is not met.
In such situation, it is necessary to verify the database of similar properties once again,
to check whether we have included all significant variables (attributes) in the model.
It should be emphasized again that the proposed model can be applied only to the
valuation of typical properties. Of course, there are properties with a negative market
value. Examples of such properties includewaste disposal sites and former surfacemining
areas, which require costly reclamation (Al-Ruzouq and Al Rawashdeh, 2014; Lechner
et al., 2016; Huber, 2021). These are special types of properties that require individual
valuation and the proposed algorithm cannot be applied to them.
The number of attributes X1, . . . , X𝑚 included in the model should not exceed sev-

eral. Arguments to support this thesis can be found, inter alia, in psychological literature
(Miller, 1956; Tomaszewski, 1975) as well as in literature on real estate valuation (Prys-
tupa, 2014). Psychological research has shown that humans cannot properly value traits
according to their importance when their number exceeds seven. Thus, the number of
attributes that a potential real estate participant considers important is several. In the
valuation process in the comparison approach when determining the number and type
of market attributes one should take into account the behavior of the real estate market
participants.
For 𝑚 = 1 (in the case of one attribute) the formulas for the coefficients 𝑎0 and 𝑎1

are as follows:

𝑎0 = ( [X1] [CX1] − [C] [X1X1]) /
(
[X1]2 − [X1X1]

)
𝑎1 = ( [C] [X1] − [CX1]) /

(
[X1]2 − [X1X1]

)
The formulas for the coefficients 𝑎𝑖 determined according to the algorithm when

considering a linear model come down to the formulas for the coefficients in a multiple
regression model calculated by the least squares method.

4. The statistical market analysis method

In accordance with Article 4(2) of the Regulation of the Council of Ministers on property
valuation and the preparation of a real estate appraisal report (Regulation, 2004), the
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method of statistical market analysis is one of three valuation methods to be used within
the comparison approach.

Article 4.2. In the comparison approach, the pairwise comparison method, the aver-
age price adjustment method or the statistical market analysis method shall be used.
In Article 4(2) the method of statistical market analysis was developed in more detail

in the following provision:
Article 4.5. In the method of statistical market analysis the set of transaction prices

appropriate for determining the value of representative real estate referred to in Arti-
cle 161(2) of the Act shall be adopted. The value of real estate shall be determined using
methods applied for statistical analyses.
In accordance with Article 161 of the real estate management act (Act, 1997), which

is referred to in Article 4(5) of the ordinance, the values of representative properties are
determined in the process of mass appraisal.

Article 161. 1. Mass appraisal shall be aimed at determining the cadastral value of
real estate and shall be carried out, in accordance with this Act and separate regulations,
by the authorities maintaining the real estate cadastre.

2. The cadastral value of real estate shall be determined on the basis of assessments
of the real estate representative of the different types of real estate on the territory of
a municipality. The provisions of chapter 1 of this section shall apply to the determination
of the value of these properties. The value of representative real estate shall be determined
using transaction prices of real estate on the territory of a municipality, and in case of
insufficient number of transactions, on the territory of neighboring municipalities.
The proposed statistical market analysis method is shown below:
1. Identifying the local market in which the property being appraised is located by
determining its type, area, and the period of transaction price research.

2. Determining the type and the number of market attributes X𝑖 , 𝑖 = 1, . . . , 𝑚 that
differentiate prices in a given local market.

3. Providing the characteristics of the property being appraised, highlighting its mar-
ket attributes.

4. Selecting for the analysis at least several dozen properties, whose prices are reliable,
that are most similar to the property being appraised in terms of market attributes,
giving their brief description and general characteristics.

5. Assigning values to the property market attributes on a scale starting at 0.
6. Determining the price change index, which is a measure of changes in the state of
the market over time, and possibly adjusting the prices of the properties accepted
for analysis.

7. Determining the value𝑊of the representative property for the set 𝑛 of data accepted
for analysis according to the formula:

𝑊 = 𝑎0 + 𝑎1 [X1] + 𝑎2 [X2] + . . . + 𝑎𝑚 [X𝑚],

where:
𝑎𝑖 – the model coefficients calculated according to the algorithm,
[X𝑖] – the average of the values of the 𝑖-th attribute for the set 𝑛 of properties,
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[X𝑖] = (X(1)
𝑖

+ X(2)
𝑖

+ . . . + X(𝑛)
𝑖

)/𝑛, 𝑖 = 1, . . . , 𝑚,
X( 𝑗)
𝑖
– the value of the 𝑖-th attribute of the 𝑗-th property.

8. Determining the 𝑎𝑖 coefficients according to the algorithm.
9. Calculating the value𝑊 of the property being appraised, as the sum of the products
of the coefficients 𝑎𝑖 (calculated according to the algorithm referred to in sections 7
and 8) and the value of the attributes X𝑖 of the property being appraised, according
to the formula:

𝑊 = 𝑎0 + 𝑎1X1 + 𝑎2X2 + . . . + 𝑎𝑚X𝑚 ,

where:
𝑎𝑖 – the calculated model coefficients,
X𝑖 – the value of the 𝑖-th attribute of the property being appraised, 𝑖 = 1, . . . , 𝑚.

5. Concluding remarks

This paper proposes an algorithm that can be used in the statisticalmarket analysismethod
in the process of mass appraisal. Legal considerations indicating the need for such an
algorithm for determination of the value of representative properties are also provided.
Because the method makes use of statistical tools, it is necessary to have a sufficiently
large database of properties that are subjects of the transaction. Due to the large size of
the database of comparable, the proposed algorithm can be used only to appraise typical
properties. Only a few market attributes that differentiate property prices on the market
under study should be entered into the algorithm. The proposedmodel includes a constant
term, 𝑎0, that, when the model assumptions are met, ensures that the model can be used
to estimate the value of properties with extremely low attribute values.
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