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Unmanned, battery-powered quadrotors have a limited onboard energy resources.
However, flight duration might be increased by reasonable energy expenditure. A re-
liable mathematical model of the drone is required to plan the optimum energy
management during the mission. In this paper, the theoretical energy consumption
model was proposed. A small, low-cost DJI MAVIC 2 Pro quadrotor was used as a test
platform. Model parameters were obtained experimentally in laboratory conditions.
Next, the model was implemented inMATLAB/Simulink and then validated using the
data collected during real flight trials in outdoor conditions. Finally, the Monte-Carlo
simulation was used to evaluate the model reliability in the presence of modeling un-
certainties. It was obtained that the parameter uncertainties could affect the amount of
total consumed energy by less than 8% of the nominal value. The presented model of
energy consumption might be practically used to predict energy expenditure, battery
state of charge, and voltage in a typical mission of a drone.

1. Introduction

In recent years, quadrotors have become very popular and are now used in
a wide area of applications, e.g., agriculture, aerial imaging, search & rescue
missions, package delivery, reconnaissance, inspection, etc. [1, 2]. Vertical take-off
and landing capability, high maneuverability, relatively simple mechanical design,
and low cost give them advantages over fixed-wing drones and helicopters. They are
often powered by Lithium-Ion multiple-use batteries. These batteries offer a high
energy density, lack of memory effects, and low mass.
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One of the main problems with quadrotors is limited energy available onboard
and quite a large energy consumption, resulting in a short time of flight duration
and a short range. A large amount of energy is spent on propulsion to maintain
the drone in the air. The quantity of the consumed energy might depend on several
factors (e.g., flight velocity, motor angular rates, environmental conditions, time of
flight, and altitude) [3, 4]. The mission should be planned carefully to maximize
flight efficiency. To realize this goal, a reliable mathematical model of the energy
consumption by the drone in various flight conditions is necessary.
The topic of electrical energy consumption by quadrotors was previously

studied by several researchers, and some energetic models were proposed. Those
models might be divided into three main groups: based on the physical properties
of the quadrotor system, experimental data fitting, and aeromechanics theories.
The first group of models relies on a detailed model of the quadrotor itself and

the propulsion system [5–8]. The main advantage of such a methodology is that
they allow for deep insight into the system dynamics [9]. However, such models
also require a set of parameters [10, 11] that must be estimated carefully to make
the simulation reliable and realistic. Very often, only the energy consumed by the
main rotors is considered [12, 13]. Neglecting energy consumption by onboard
subsystems, this approach might lead to overestimating the real flight duration. In
the existing models, sometimes it is assumed that the quadrotor is in a steady state
flight [14] which is not always a valid assumption. Moreover, some of the presented
quadrotor energy consumption models are investigated using only simulation but
not validated using real data. Very simplified models of energy consumption [15–
18] might also be included in this category.
The second approach is based on the black-box models [19–21]. Up to this

time, several empirical models were also proposed [22, 23]. Such models are based
on polynomial fitting functions with arguments like altitude, velocity, and payload.
These models do not require physical parameters, and this is a significant advantage
over model-based approaches. The total consumed energy is calculated as a sum of
energies required in various flight phases, including hovering, accelerating, deceler-
ating, and turning [24]. The main disadvantage of this method is that this approach
of modeling does not allow for deep insight into quadcopter flight parameters. The
consumed energy is modeled as a function of speed and acceleration [25, 26] using
curve fitting techniques.
The third group of models uses aeromechanics to predict the consumed en-

ergy [27]. The Momentum Theory was used extensively to predict the energy
consumption in hover and forward flight [28–31]. More advanced approaches use
Blade Element Theory to predict energy consumption [32]. The advantage of these
models is a detailed insight into rotor dynamics and flow phenomena. However, for
practical purposes, such models are often simplified and do not take into account
some physical phenomena [33]. The main drawback of such models is that they are
complicated and require several parameters that might be difficult to obtain. Also,
the induced velocity must be calculated by solving the nonlinear equation itera-
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tively, which slows down the simulation speed when compared to other modeling
approaches.
The battery dynamic is often not included in the existing models. This leads to

large uncertainties in predicted flight endurance [34]. The battery voltage decreases
slowly during the flight, and as a result, the available power at the beginning of the
flight is smaller than at the end of the flight. Moreover, the existing models have not
been validated carefully. The described experiments are often limited to laboratory
trials or short-duration flights in indoor conditions.
The goal of the study presented here was to develop and validate a reliable

simulation model of energy consumption by a quadrotor in a typical mission. Such
a model might be practically used for mission planning and trajectory optimization
purposes.
The main challenge was that the DJI Mavic 2 Pro drone (that was used in

the research) was very difficult to modify. Adding some external measurement
instrumentation results in the degradation of drone performance. Due to this reason,
only built-in functionalities were used to obtain the flight data. The test platform
has a closed architecture with a minimum possibility of configuration. That fact
makes the modeling process much harder. Such a situation is quite often present in
the case of commercial drones.
The main contribution of this paper is the comparison of the calculated results

with the data from the real flight tests of energy consumption realized in a windy
environment. The model parameters were evaluated experimentally.
The structure of the paper is as follows. In Section 2 the test platform and

nonlinear mathematical model of the object are presented. The assumed autopilot
structure and energy consumption model are also described. In Section 3 flight
tests are explained, and model validation is shown. This manuscript ends with
a discussion of the obtained results and a summary of the main findings. Further
research directions are also considered.

2. Materials and methods

2.1. Test platform

The commercially available DJI MAVIC 2 Pro quadcopter was used as a test
mobile platform [35]. The drone operated in the cross-configuration and was mod-
ified to integrate an object with pads of a ground charging station (e.g., legs were
added). The total mass of the drone (after modifications) is 𝑚 = 0.960 kg and the
mass without propellers and legs is 0.873 kg.Moments of inertia with respect to the
center of mass are (configuration without propellers): 𝐼𝑥𝑥 = 4.25582 · 10−3 kgm2,
𝐼𝑦𝑦 = 4.724053 · 10−3 kgm2, 𝐼𝑧𝑧 = 7.859282 · 10−3 kgm2. The moments of iner-
tia were estimated experimentally using a trifilar pendulum (Fig.1) and confirmed
using a CAD model. The products of inertia 𝐼𝑥𝑦 = 𝐼𝑦𝑧 = 0 (due to symmetry) and
𝐼𝑥𝑧 were assumed to be negligible.
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(a) longitudinal axis (b) lateral axis (c) vertical axis

Fig. 1. Moments of inertia measurements using a trifilar pendulum

The parameters of propellers were obtained from experimental measurements.
The mass of the single, fixed-pitch propeller is 0.0079 kg. The moment of inertia
of the rotating parts (one propeller + shaft) with respect to the rotation axis is
𝐼𝑧𝑧 𝑝 = 3.2127 · 10−5 kgm2. The propeller diameter is 𝐷 𝑝 = 0.22 m and thread
pitch 0.1092 m. Propellers number 1 (forward right) and 3 (aft left) rotate coun-
terclockwise, looking from the top, whereas 2 (aft right) and 4 (forward left) spin
clockwise. The propeller chord distribution 𝑐 is presented in Fig. 2 as a function of
radial distance (𝑟 = 0 mm – blade root, 𝑟 = 110 mm – blade tip).

Fig. 2. Propeller geometry

The drone is equippedwith a vision system (a gimbaled camera + side cameras)
and several onboard sensors (accelerometers, gyroscopes, magnetometer, sonar,
and barometer). A set of flight data parameters could be recorded during the
mission using the built-in functionality.

2.2. Model assumptions

It was assumed that the quadrotor is a rigid body with 6 degrees of freedom
(DOF) and a constant mass. The aerodynamic interference between rotors and
fuselage, as well as the ground effect, were neglected. It was also assumed that all
four motors were identical. The motor dynamic was included in the model. The
Earth rotation effects were omitted. Gravity acceleration 𝑔 was calculated using the
WGS-84 model. Air properties were obtained according to the ISA Atmosphere
model [36]. The wind field was incorporated into the simulation. The quadrotor
model includes battery dynamics.



Validation of the energy consumptionmodel for a quadrotor usingMonte-Carlo simulation 155

2.3. Coordinate frames

In Fig. 3 the coordinate systems used in the mathematical model are shown.

Fig. 3. Coordinate systems used in the model

𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 is the Earth-fixed North-East-Down oriented coordinate frame. On
the other hand, 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 frame is rigidly attached to the quadrotor and moves
with the object. Origin 𝑂𝑏 is located at the center of mass of the drone, 𝑂𝑏𝑥𝑏 axis
is pointed forward, 𝑂𝑏𝑦𝑏 to the right and 𝑂𝑏𝑧𝑏 is pointed down. The state vector
of the system is xstate =

[
𝑈 𝑉 𝑊 𝑃 𝑄 𝑅 𝑥𝑛 𝑦𝑛 𝑧𝑛 𝑒0 𝑒1 𝑒2 𝑒3

]𝑇 where:
𝑈, 𝑉 , 𝑊 – linear quasi-velocities in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 frame, 𝑃, 𝑄, 𝑅 – quasi-angular
rates in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 frame, 𝑥𝑛, 𝑦𝑛, 𝑧𝑛 – drone center of mass position coordinates in
𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 frame, 𝑒0𝑒1𝑒2𝑒3 – quaternion elements. The 𝑧𝑛 is the vertical coordinate
that relates to the altitude ℎ by equation ℎ = −𝑧𝑛.
Quaternions were used to describe the object’s attitude. The method of alge-

braic constraint [37, 38] was applied to improve the accuracy of the numerical
calculations:
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, (1)

where: 𝑘 – constant coefficient, 𝐸 – constraint (𝐸 = 0 in an ideal situation), which is
given as [37] 𝐸 = 𝑒20 + 𝑒

2
1 + 𝑒

2
2 + 𝑒

2
3−1. The coefficient 𝑘 is often chosen empirically

to ensure 𝑘ℎint 6 1, where ℎint is a numerical integration step [38] (it was assumed
that 𝑘 = 1). The integration in time of (1) allows obtaining quaternion 𝑒0, 𝑒1, 𝑒2,
𝑒3 that describes the attitude.
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The kinematic relations between the position coordinates in 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 frame
and quasi-velocities in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 are [37–39]:
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¤𝑦𝑛
¤𝑧𝑛

 =
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𝑉

𝑊

 . (2)

For post-processing purposes, the Euler angles were calculated as [37, 40]:

Φ = arctan

[
2 (𝑒0𝑒1 + 𝑒2𝑒3)
𝑒20 − 𝑒

2
1 − 𝑒

2
2 + 𝑒

2
3

]
, (3)

Θ = arcsin [2 (𝑒0𝑒2 − 𝑒1𝑒3)] , (4)

Ψ = arctan

[
2 (𝑒0𝑒3 + 𝑒1𝑒2)
𝑒20 + 𝑒

2
1 − 𝑒

2
2 − 𝑒

2
3

]
. (5)

To integrate (1), it is necessary to calculate the initial quaternion values. The
initial altitude was defined by Euler angles Φ, Θ, Ψ, and then recalculated on
quaternions (details could be found in [37, 40]).

2.4. Dynamic equations of motion

The dynamic equations of motion were obtained using momentum 𝚷 and
angular momentum K0 change theorems, which in a non-inertial frame 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏
have the form [41]:

𝛿𝚷

𝛿𝑡
+𝛀 ×𝚷 = F𝑏, (6)

𝛿K0
𝛿𝑡

+𝛀 × K0 = M𝑏, (7)

where 𝛀 =

[
𝑃 𝑄 𝑅

]𝑇
vector of quasi-angular rates, F𝑏 =

[
𝑋𝑏 𝑌𝑏 𝑍𝑏

]𝑇
vector of external forces expressed in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏, M𝑏 =

[
𝐿𝑏 𝑀𝑏 𝑁𝑏

]𝑇
vector

of external moments with respect to the point 𝑂𝑏, and
𝛿

𝛿𝑡
is a local derivative. If

𝑂𝑏 coincides with the center of mass of the quadrotor, momentum 𝚷 is given as:

𝚷 = 𝑚V𝑏 , (8)

where 𝑚 – quadrotor mass, V𝑏 =

[
𝑈 𝑉 𝑊

]𝑇
– vector of quasi-velocities in

𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 frame. The angular momentum with respect to the origin of 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏
frame is given as:

K0 = I𝛀, (9)
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where I is the inertia matrix defined as [39] I = diag(𝐼𝑥𝑥 , 𝐼𝑦𝑦 , 𝐼𝑧𝑧) and 𝐼𝑥𝑥 , 𝐼𝑦𝑦 ,
𝐼𝑧𝑧 are moments of inertia in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 frame. When (8) and (9) are substituted
into (6) and (7) (ignoring products of inertia), the equations of motion are [41]:

𝑚
( ¤𝑈 +𝑊𝑄 −𝑉𝑅

)
= 𝑋𝑏 , (10)

𝑚
( ¤𝑉 +𝑈𝑅 −𝑊𝑃

)
= 𝑌𝑏 , (11)

𝑚
( ¤𝑊 +𝑉𝑃 −𝑈𝑄

)
= 𝑍𝑏 , (12)

𝐼𝑥𝑥 ¤𝑃 −
(
𝐼𝑦𝑦 − 𝐼𝑧𝑧

)
𝑅𝑄 = 𝐿𝑏 , (13)

𝐼𝑦𝑦 ¤𝑄 − (𝐼𝑧𝑧 − 𝐼𝑥𝑥) 𝑃𝑅 = 𝑀𝑏 , (14)
𝐼𝑧𝑧 ¤𝑅 −

(
𝐼𝑥𝑥 − 𝐼𝑦𝑦

)
𝑃𝑄 = 𝑁𝑏 . (15)

2.5. External forces and moments

The total external forces F𝑏 acting on the quadrotor expressed in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏
frame are:

F𝑏 =

[
𝑋𝑏, 𝑌𝑏, 𝑍𝑏

]𝑇
= F𝑔 + F𝑝 + F𝑎 , (16)

where:F𝑔 – gravity forces,F𝑝 – forces from propellers,F𝑎 – fuselage aerodynamic
loads.
The momentsM𝑏 expressed in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 with respect to the origin 𝑂𝑏 are:

M𝑏 =

[
𝐿𝑏, 𝑀𝑏, 𝑁𝑏

]𝑇
= M𝑔 + M𝑝 + M𝑎 , (17)

where: M𝑔 – moments from gravity, M𝑝 – moments from the propellers and
M𝑎 – aerodynamics moments.

2.5.1. Gravity loads

Gravity forces F𝑔 expressed in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 are [42, 43]:

F𝑔 =

[
𝑋𝑔, 𝑌𝑔, 𝑍𝑔

]𝑇
= 𝑚𝑔

[
− sinΘ, cosΘ sinΦ, cosΘ cosΦ

]𝑇
. (18)

It was assumed that the origin 𝑂𝑏 coincides with the center of mass of the
object, so momentsM𝑔 are equal zero.

2.5.2. Loads generated by propellers

Total forces generated by four propellers are calculated as a sum of forces from
individual propellers:

F𝑝 =

[
𝑋𝑝, 𝑌𝑝, 𝑍𝑝

]𝑇
=

4∑︁
𝑗=1

F𝑝 𝑗 , (19)
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where 𝑗 = {1 . . . 4} is the number of the 𝑗-th propeller. The force generated by
a single propeller in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 is [44]:

F𝑝 𝑗 =

[
𝑋𝑝 𝑗 , 𝑌𝑝 𝑗 , 𝑍𝑝 𝑗

]𝑇
=

[
0, 0, −𝑇𝑗

]𝑇
. (20)

The thrust force𝑇𝑗 generated by the 𝑗-th propeller is proportional to the angular
rate Ω 𝑗 [45–48]:

𝑇𝑗 = 𝜌𝑆𝑝𝑅
2
𝑝Ω
2
𝑗 𝑘 𝑓 , (21)

where: 𝜌 – air density, 𝑆𝑝 = 𝜋𝑅2𝑝 – area of propeller disc, 𝑅𝑝 – propeller radius,
𝑘 𝑓 – thrust coefficient (𝑘 𝑓 = 1.353 · 10−4 N/RPM2).
Moments generated by a single the 𝑗-th propeller with respect to point 𝑂𝑏

expressed in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 are:

M𝑝 𝑗 =

[
𝐿𝑝 𝑗 , 𝑀𝑝 𝑗 , 𝑁𝑝 𝑗

]𝑇
= r𝑝 𝑗 × F𝑝 𝑗 +


0
0

−𝑀 𝑗

 (−1)
𝑗 , (22)

where r𝑝 𝑗 =

[
𝑟𝑝 𝑗𝑥 𝑟𝑝 𝑗𝑦 𝑟𝑝 𝑗𝑧

]𝑇
is a vector with the origin in point 𝑂𝑏 and

the end in the point of mounting the propeller. The vectors r𝑝 𝑗 for each of the

propellers are: r𝑝1 =
[
0.108, 0.139, 0

]𝑇
m, r𝑝2 =

[
−0.108, 0.139, 0

]𝑇
m,

r𝑝3 =

[
−0.108, −0.139, 0

]𝑇
m and r𝑝4 =

[
0.108, −0.139, 0

]𝑇
m. Drag

moment 𝑀 𝑗 of the 𝑗-th propeller is calculated as [45]:

𝑀 𝑗 = 𝜌𝑆𝑝𝑅
3
𝑝Ω
2
𝑗 𝑘𝑚 , (23)

where 𝑘𝑚 propeller drag coefficient (𝑘𝑚 = 2.8 · 10−5 Nm/RPM2). Coefficients 𝑘 𝑓

and 𝑘𝑚 have been found experimentally and compared with the data available in
the literature. The gyroscopic effects caused by propellers rotations were omitted
in the presented model.

2.5.3. Aerodynamic loads generated by the airframe

In the aerodynamic model of the fuselage, only a drag force was considered.
Aerodynamic forces generated by the fuselage and expressed in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 frame
are defined as:

F𝑎 =

[
𝑋𝑎, 𝑌𝑎, 𝑍𝑎

]𝑇
=
1
2
𝜌𝑉2tot𝑆


𝐶𝑋 cos𝛼 cos 𝛽
𝐶𝑋 sin 𝛽

𝐶𝑋 sin𝛼 cos 𝛽

 , (24)
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where: 𝜌 – air density,𝑉tot – total flight velocity, 𝑆 – reference area (assumed 1 m2),
𝐶𝑋 – drag force coefficient, 𝛼 – the angle of attack, 𝛽 – the angle of sideslip.
AerodynamicmomentsM𝑎with respect to the point𝑂𝑏 expressed in𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏

are equal zero.
It was assumed that the aerodynamic drag coefficient is a function of angles

of attack and sideslip. The angle of attack 𝛼 is defined as [37]:

𝛼 = arctan
𝑊 −𝑊𝑊

𝑈 −𝑈𝑊

. (25)

In the numerical simulation, the function arctan 2(𝑊−𝑊𝑊 , 𝑈−𝑈𝑊 ) was used
to ensure the values of 𝛼 from –180◦ up to 180◦. The angle of sideslip 𝛽 is [37]:

𝛽 = arcsin
𝑉 −𝑉𝑊
𝑉tot

. (26)

The total flight velocity with respect to the oncoming flow𝑉tot is calculated as:

𝑉tot =

√︃
(𝑈 −𝑈𝑊 )2 + (𝑉 −𝑉𝑊 )2 + (𝑊 −𝑊𝑊 )2 , (27)

where𝑈𝑤 , 𝑉𝑊 ,𝑊𝑊 are linear wind velocities in the body-fixed frame 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏.
The drag coefficient was estimated from the flight data. The lookup table methodol-
ogy was used to implement the fuselage aerodynamic drag coefficient as a function
of two inflow angles.

2.6. Electric motor model

It was assumed that all four brushless direct-current (BLDC) motors are the
same. The shaft is connected to the propeller hub directly (without a gearbox).
Each of the motors was modeled using the first-order transfer function:

Ω 𝑗 =
1

𝑇𝑠𝑠 + 1
Ω 𝑗𝑐 , (28)

where: Ω 𝑗𝑐 – commanded angular rate (obtained from (43)), 𝑇𝑠 – time constant
(it was assumed 0.05 s). The upper saturation of angular speed was included in
the model. It was found experimentally that the maximum achievable propeller
angular speed for the tested drone is 9800 RPM. Under these conditions, the tip
speed of the propeller is 112.89 m/s. The angular rate of the propellers at hover is
approximately 5300 RPM.

2.7. Wind model

The wind is an important factor that affects the amount of energy consumed.
Due to this reason, the wind effects were included in the model. A uniform wind
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field was considered. The total wind velocity expressed in 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 coordinate
frame is𝑉𝑊𝑡𝑜𝑡 , and the direction of the oncoming wind is defined by the angleΨ𝑊

(clockwise when looking from the top, e.g., 0◦ means wind from the North, 90◦
from the East). The wind velocities in 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 frame are:

𝑈𝑊𝑛

𝑉𝑊𝑛

𝑊𝑊𝑛

 =

−𝑉𝑊 tot cosΨ𝑊

−𝑉𝑊 tot sinΨ𝑊

0

 . (29)

Next, the wind velocities 𝑈𝑊𝑛, 𝑉𝑊𝑛, 𝑊𝑊𝑛 are transformed from 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 to
body-fixed frame 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏:
𝑈𝑊

𝑉𝑊

𝑊𝑊


=


cos 𝜃 cosΨ cos 𝜃 cosΨ − sin 𝜃

sinΦ sin 𝜃 cosΨ− cosΦ sinΨ sinΦ sin 𝜃 sinΨ+ cosΦ cosΨ sinΦ cos 𝜃
cosΦ sin 𝜃 cosΨ− cosΦ sinΨ cosΦ sin 𝜃 sinΨ− sinΦ cosΨ cosΦ cos 𝜃


×

𝑈𝑊𝑛

𝑉𝑊𝑛

𝑊𝑊𝑛

 . (30)

During the experiments, thewind speed𝑉𝑊 tot and azimuthΨ𝑊 have beenmeasured
during the flight on the ground using a digital anemometer. Additionally, these
parameters might be estimated after the flight from data logs using the Airdata
online tool [49]. The calculated wind velocities are input data for equations (25),
(26), and (27).

2.8. Energy consumption model

The 6 DOF model was used to calculate the flight parameters (among others,
motors’ angular rates) that can be used in order to predict energy consumption.
The test platform is equipped with a single Lithium-Polymer, rechargeable, four-
cell battery. This kind of battery offers a high energy density, a high rate of
charge/discharge, and a relatively low cost [6]. For the fully charged battery, the
flight endurance is approximately 31min. The onboard battery parameters declared
by the Manufacturer are as follows [35]: capacity 3850 mAh, voltage 15.4 V,
maximum charging voltage 17.6 V, stored energy 59.29 Wh and mass 297 g.
The total energy consumption 𝐸𝑐 is a sum of two components: energy con-

sumed by all four electric motors 𝐸𝑚 and energy used by onboard systems other
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than motors (e.g., sensors, remote control receiver, autopilot, LED indicators, and
other circuits) 𝐸𝑠 [5, 50]:

𝐸𝑐 = 𝐸𝑚 + 𝐸𝑠 . (31)

Energy used for propulsion 𝐸𝑚 is often considerably higher than for powering the
onboard systems 𝐸𝑠 [26].
Energy consumed by all four motors could be calculated as [7, 10, 51, 52]:

𝐸𝑚 =

𝑡𝑘∫
𝑡0

4∑︁
𝑗=1
𝑈 𝑗 (𝑡)𝐼 𝑗 (𝑡)d𝑡, (32)

where:𝑈 𝑗 (𝑡) – voltage of the 𝑗-th motor, 𝐼 𝑗 (𝑡) – electric current on the 𝑗-th motor,
𝑡0 – initial time (in most cases 0 [s]), 𝑡𝑘 – total quadrotor flight time, 𝑗 = {1, 2, 3, 4}
– motor number. The current was not measured directly by the onboard equipment,
so it was necessary to write (32) in terms of motor speed instead of current. The
speed of each motor is obtained from the previously described 6 DOF quadrotor
model. Energy 𝐸𝑚 consumed by all the electric motors could be written as [8]:

𝐸𝑚 =

𝑡𝑘∫
𝑡0

4∑︁
𝑗=1
𝜏𝑗 (𝑡)Ω 𝑗 (𝑡)d𝑡, (33)

where: 𝜏𝑗 (𝑡) – torque generated by the 𝑗-th motor, Ω 𝑗 (𝑡) – angular speed of the
𝑗-th motor, 𝑗 = 𝑡{1, 2, 3, 4} – motor number. The dynamic of the motor might be
expressed as [7]:

𝐼𝑧𝑧 𝑝 ¤Ω 𝑗 (𝑡) = 𝜏𝑗 (𝑡) − 𝑘𝑚Ω2𝑗 (𝑡) + 𝐷𝑣Ω 𝑗 (𝑡), (34)

where: 𝐼𝑧𝑧 𝑝 –moment of inertia of rotating parts (propeller and rotor shaft, together)
with respect to its rotation axis, 𝑘𝑚 – drag coefficient of the propeller, 𝐷𝑣 – viscous
damping coefficient of the motor (assumed 1 · 10−4 Nm·s/rad). The dot symbol
above some quantities denotes the first derivative with respect to time. Using (34)
the equation (33) could be transformed to [8]:

𝐸𝑚 =

𝑡𝑘∫
𝑡0

4∑︁
𝑗=1

(
𝐼𝑧𝑧 𝑝 ¤Ω 𝑗 (𝑡) + 𝑘𝑚Ω2𝑗 (𝑡) + 𝐷𝑣Ω 𝑗 (𝑡)

)
Ω 𝑗 (𝑡)d𝑡. (35)

A motor efficiency was included in the equations to increase model fidelity [8]:

𝐸𝑚 =

𝑡𝑘∫
𝑡0

4∑︁
𝑗=1

𝐼𝑧𝑧 𝑝 ¤Ω 𝑗 (𝑡) + 𝑘Ω2𝑗 (𝑡) + 𝐷𝑣Ω 𝑗 (𝑡)
𝑓𝑟 , 𝑗

(
𝜏𝑗 (𝑡),Ω 𝑗 (𝑡)

) Ω 𝑗 (𝑡)d𝑡, (36)
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where: 𝑓𝑟 , 𝑗
(
𝜏𝑗 (𝑡),Ω 𝑗 (𝑡)

)
– efficiency of the 𝑗-th electric motor that depends on

the torque and angular speed of the motor. Some data about motor efficiency were
delivered by the producer. MATLAB Curve Fitting toolbox was used to find the
polynomial that represents the existing data (R-square = 0.9997):

𝑓𝑟 , 𝑗
(
Ω 𝑗 (𝑡)

)
= 𝑎5Ω

5
𝑗 (𝑡) + 𝑎4Ω4𝑗 (𝑡) + 𝑎3Ω3𝑗 (𝑡) + 𝑎2Ω2𝑗 (𝑡) + 𝑎1Ω 𝑗 (𝑡) + 𝑎0 , (37)

where: 𝑎5 = −6.106e−20, 𝑎4 = 1.603e−15, 𝑎3 = −1.309e−11, 𝑎2 = 1.23e−08,
𝑎1 = 0.0002893, 𝑎0 = −0.006304 and Ω 𝑗 (𝑡) ∈ 〈0; 900〉 RPM.
The total energy consumed by the onboard subsystems was calculated as:

𝐸𝑠 =

𝑡𝑘∫
𝑡0

𝐸subd𝑡, (38)

where 𝐸sub – instantaneous power consumption. The value of 𝐸sub was obtained
experimentally by on-ground, stationary tests in laboratory conditions. The exper-
imental setup (Fig. 4) was composed of a charger/discharger, drone charging pads,
cooling system, and a desktop computer.

(a) DJI Mavic 2 Pro during experiments (b) measurement module

Fig. 4. Experimental setup

The measurement module was based on Raspberry Pi 3. The instrumentation
was used to observe several system parameters (e.g., battery temperature, voltage,
current) in real-time. All data were logged on the memory card. During measure-
ments, the drone was powered, but all four electric motors were switched off, and
the battery discharge rate was observed. The initial state of charge was 97%, and
the final state of charge was 15%. The discharge time was 150 minutes. Knowing
the amount of consumed energy and the abovementioned time, it was calculated
that the onboard systems and sensors consume approximately 𝐸sub = 17.15 J/s.
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2.9. Battery model

It was necessary to include battery dynamics in the model to predict the actual
battery state of charge and voltage. It was assumed that the battery was a new one
and free from manufacturing errors. The aging effects were omitted in the model.
The influence of temperature on the battery capacity was neglected [53].
The battery state of charge (SOC) was defined as [5, 54]:

SOC = SOC0 −
𝑡∫
0

𝐼 (𝑡)
𝑄batt

d𝑡, (39)

where: 𝐼 – electric current, SOC0 – initial battery state of charge, 𝑄batt – battery
capacity. For a fully charged battery, the SOC = 100%, and for discharged 0%.
Next, to calculate SOC the electric current 𝐼 (𝑡) must be calculated. The torque

that is generated by the 𝑗-th BLDC motor is proportional to the electric current
that flows through the motor:

𝜏𝑗 (𝑡) = 𝐾𝑇 𝐼 𝑗 (𝑡), (40)

where coefficient 𝐾𝑇 is the torque constant. Using (40) the current might be
estimated as:

𝐼 𝑗 (𝑡) =
𝜏𝑗 (𝑡)
𝐾𝑇

(41)

and 𝜏𝑗 (𝑡) might be obtained from equation (34).
To calculate the voltage during the battery discharge process, the Shepherd

model was used [55, 56]. This model is widely used to describe battery dynam-
ics [57, 58]. It requires only several parameters, which can be obtained from the
battery discharge curve [59, 60]. The battery voltage is modeled using the equation:

𝑈disch = 𝐸0 − 𝐾
𝑄

𝑄 −
∫ 𝑡

0 𝐼 d𝑡
(𝐼∗ + 𝐼) + 𝐴𝑒−𝐵

∫ 𝑡

0 𝐼 d 𝑡 − 𝑅𝐼 (42)

where:𝑈disch – actual battery voltage, 𝐸0 – open circuit voltage of the battery, 𝐾 –
polarization resistance coeffcient,𝑄 – battery capacity, 𝑡 – time, 𝐼∗ – low-frequency
current dynamics, 𝐼 – current, 𝐴 – amplitude of the exponential zone, 𝐵 – time
constant inverse in the exponential zone, 𝑅 – internal battery resistance (it was
assumed to be 0.038442 Ω). The constants 𝐾 = 0.0288 V/Ah, 𝐴 = 1.2428 V and
𝐵 = 15.6802 (Ah)−1 were obtained according to [61].

2.10. Autopilot model

Quadrotors are nonlinear,multi-input/multi-output, and unstable systems. They
are also underactuated objects, which means that the number of actuators (four in-
dependent electric motors) is smaller than the number of degrees of freedom (three
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translations and three rotations) [62, 63]. As a result, the translational motions are
coupled with angular rotations. The internal structure of the test platform autopilot
was not known precisely (data and controller settings are not published by the
Manufacturer). It was assumed that the drone uses cascaded proportional-integral-
derivative (PID) controllers (Fig. 5) in each of the four control channels (altitude
and three Euler angles) [64, 65].

Fig. 5. Autopilot structure

Outputs from each autopilot channel were mixed to calculate the total angular
speed for each propeller:

Ω1𝑐

Ω2𝑐

Ω3𝑐

Ω4𝑐


=


1 1 1 1
1 1 −1 −1
1 −1 −1 1
1 −1 1 −1



𝑈1

𝑈2

𝑈3

𝑈4


, (43)

where:𝑈1 is the control signal (angular rate of themotor) from the altitude autopilot,
𝑈2 is the commanded signal from the roll autopilot,𝑈3 is the signal from the pitch
autopilot and 𝑈4 is the commanded value from the yaw autopilot. The altitude
change is realized by changing the speed of all four propellers by the same value.
The differences between propellers’ angular rates result in thrust variations and
quadcopter attitude changes. The anti-windup clampingmethodwas used to prevent
the PID controllers from integral term saturation. The drone performance was
limited programmatically in the autopilot model settings according to the operator
manual [35, 66] to the following values (P-mode): roll angle ±25◦, pitch angle
±25◦, ascent speed 3.5 m/s, and descent speed 4 m/s. The horizontal speed was
saturated to 14 m/s. Maximum angular velocities (roll, pitch, and yaw) did not
exceed 200◦/s.



Validation of the energy consumptionmodel for a quadrotor usingMonte-Carlo simulation 165

The waypoint follower block from MATLAB UAV Toolbox was used to gen-
erate 𝑥𝑛𝑐, 𝑦𝑛𝑐, 𝑧𝑛𝑐 coordinates of the lookahead point and the desired yaw angle
Ψ𝑐 (at each simulation step). A detailed description of the control system structure
can be found in [67].

3. Results

3.1. Model validation (single trajectory)

The developed model was implemented into MATLAB/Simulink 2020b. The
equations of motion were integrated using a fixed step fourth-order Runge-Kutta
solver with step size 0.001 s. The simulations took place on the laptop computer
with Processor Intel i7-8750H CPU @ 2.20 GHz and 16 GB RAM.
A set of 14 flight tests were performed on 20/21May 2021 in Przasnysz airfield

(Latitude 53.0050011, Longitude 20.9383297) in Poland to validate the developed
model. The flight tests were realized mainly in the P-mode of the autopilot (thus
limiting the drone’s maneuverability) and partially using manual control. The tra-
jectory was defined by a set of waypoints. The turn radius was set to 12m. The flight
data parameters were registered using only the embedded functionality without ad-
ditional data logging equipment, since adding some onboard measurement devices
could increase the mass of the drone and significantly reduce the performance.
The experimental data sampling frequency was set to 10 Hz. Linear accelerations
and angular rates were not recorded during the flight trials, which complicated the
validation process. The resulting data logs were analyzed offline using Airdata on-
line service [49] and then imported into MATLAB to compare with the simulation
results. The initial conditions for the simulation (linear velocities, angular rates,
position, and orientation) were set the same as those derived from the flight logs.
Validation took place after completing the test campaign.
One of the flight tests (case number May-20th-2021-12-06PM-Flight-Airdata)

was presented here as an example to illustrate the validation results and the achieved
model reliability. The mean wind speed in the analyzed case was 6.5 m/s, and the
mean wind azimuth was 301◦ (these values were measured on the airfield using an
anemometer and estimated later from the obtained flight logs).
In Fig. 6, the comparison of Euler angles, position coordinates, and linear

velocities with respect to the ground obtained from the flight test and numerical
simulation is shown. The drone moved along the edges of a rectangular trajectory
(Fig. 6a, flight direction was marked with black arrows).
The log duration (the time in the air and on the ground) was 1472 s. Roll

(Fig. 6b) and pitch (Fig. 6c) angles were oscillatory due to the air turbulence. Yaw
angle (Fig. 6d) decreased up to –1249◦. It means that the object realized left turns
(looking from aft) several times.
Both horizontal position coordinates (Fig. 6e, 6f) measured in the test agree

well with the model predictions. The total mileage was 8199 m. At the beginning of
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(a) quadrotor trajectory (b) roll angle

(c) pitch angle (d) yaw angle

(e) horizontal position (North-South) (f) horizontal position (East-West)

Fig. 6. Euler angles, position, and velocity comparison (flight test vs simulation)
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(g) vertical position (h) horizontal velocity (North-South)

(i) horizontal velocity (East-West) (j) vertical speed

Fig. 6. Euler angles, position, and velocity comparison (flight test vs simulation)

the flight, the altitude (Fig. 6g) increased from 0m to 40m. Then, the drone realized
most of the mission at attitude 40 m. When the battery SOC was 15%, the drone
velocitywas limited to 12 m/s. In 1189 s, when the battery SOCdropped to 11%, the
quadrotor entered the automatic landing mode. As a result, the altitude decreased
rapidly to 2 m and was held constant nearly to the end of the flight. The further
flight required manual control. Finally, the drone landed, and the attitude dropped
to 0 m. The experimental results matched the simulation predictions accurately.
The two horizontal velocity components (Fig. 6h, 6i) form a rectangular signal.

The vertical speed (Fig. 6j) at the beginning of the flight was –3 m/s because the
drone was in ascending flight. Next, it oscillated about 0 m/s because the flight
took place at a constant altitude. In 1200 s a 3 m/s peak was observed due to drone
descent.
In Fig. 7, the propeller speed time history obtained from the simulation is

presented. The propellers’ angular rates were not measured during the flight, so it
was impossible to compare them with the model directly.
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Fig. 7. Propellers angular speed obtained from simulation

With the aid of the simulation, it was predicted that the propeller minimum
speed achieved during the analyzed test would be approximately 4000 RPM and a
maximum of 7700 RPM.
In Fig. 8a, the comparison of the amount of energy consumed by the quadrotor

is shown. In Fig. 8b, the battery state of charge comparison between the flight trials
and simulation is presented. In Fig. 8c, the battery voltage is presented (total and
for individual battery cells).
During the mission, all the onboard available energy was spent (Fig. 8a). The

experimental results (in the legend “Flight data – 𝐸𝑐”) match well the numerical
predictions of total energy consumption (“Model – 𝐸𝑐”). From the simulation
results it might be concluded that the total energy consumed by the motors (“Model
– 𝐸𝑚”) was 49.8243 Wh. The energy consumed by the subsystems (“Model – 𝐸𝑠”)
was approximately 6.50119Wh (13%of the energy spent on propulsion and 11.54%
of the total energy), which means that this component plays a significant role in
the total energy balance.
The state of charge (Fig. 8b) during the experiments was recorded with a

sensor resolution of 1%. The initial state of charge was 95%. The curve decreased
linearly. At 59 s, the SOC was 90%. At the end of the real flight, SOC was 1%.
It might be expected that this value should be 0%, but the mentioned quantity is
never displayed in the flight logs. SOC equal 0% was defined by the producer as a
situation when the total battery voltage drops to 14.2 V. It means that the battery
has a small amount of reserve power that could be used to continue the flight for
approximately 2 minutes after reaching 0% SOC. In this way, the drone is still able
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(a) (b)

(c)

Fig. 8. Battery model validation (experiment vs simulation)

to land safely. After 1364 s, the lines in Figs. 8a, and 8b were flat, but the drone
was still operating. The test results agreed with the model predictions accurately.
The total voltage (Fig. 8c) is a sum of voltages from individual cells. A typical

discharge curve for a lithium-polymer battery was obtained. The voltage of a fully
charged device is higher than the discharged one. At the beginning of the flight, the
total voltage was 16.6 V and decreased slowly with time. At the end of the mission,
the total voltage rapidly dropped to 11.134 V. The curves of voltage for each cell
coincided with each other.

3.2. Model validation (multiple trajectories)

The simulation should correctly predict flight parameters and consumed energy
for arbitrary quadrotor trajectories. The comparison between reality and simulation
was evaluated for each flight trial to check this issue. To measure the model
reliability, the Root Mean Squared Errors (RMSE) were calculated. For the sake of
manuscript length, only results for several flight trials were presented (Table 1).
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Table 1. Degree of similarity between reality and the simulation

Flight test
date

May-20th-
2021-12-
06PM

May-20th-
2021-03-
09PM

May-20th-
2021-04-
54PM

May-20th-
2021-05-
31PM

May-20th-
2021-06-
34PM

May-20th-
2021-12-
37PM

Parameter RMSE

Φ [◦] 3.421828 0.803162 0.961475 1.092269 1.473645 0.916345

Θ [◦] 4.739559 4.148219 2.968515 7.051444 4.696304 6.082776

Ψ [◦] 0.808468 2.563347 2.866789 3.709629 3.068936 2.593994

𝑥𝑛 [m] 2.619691 3.434738 2.622405 11.176327 5.681687 2.799612

𝑦𝑛 [m] 13.609700 9.312233 14.669029 63.788978 18.711312 3.272188

𝑧𝑛 [m] 0.064751 0.064690 0.065718 0.087423 0.062609 0.074872

𝑈𝑛 [m/s] 0.169765 0.176271 0.205990 0.481001 0.476275 0.175708

𝑉𝑛 [m/s] 0.166286 0.191627 0.196962 1.197636 0.654725 0.169507

𝑊𝑛 [m/s] 0.148954 0.149815 0.144161 0.190237 0.170198 0.159187

The smallest values of RMSE were obtained for the drone’s vertical position
𝑧𝑛. Some discrepancies were observed for pitch angleΘ. The differences also result
from varying wind conditions.
The comparison between energy consumed in reality and predicted by the

simulation is presented in Table 2.

Table 2. Energy consumed by the drone

Flight test
date

May-20th-
2021-12-
06PM

May-20th-
2021-03-
09PM

May-20th-
2021-04-
54PM

May-20th-
2021-05-
31PM

May-20th-
2021-06-
34PM

May-20th-
2021-12-
37PM

Initial SOC [%] 95 99 99 98 100 100
Energy [Wh]
(experiment) 55.7326 58.3145 58.2042 57.5113 58.6971 32.0166

Energy [Wh]
(model) 56.3255 58.1258 58.2721 57.5016 58.8154 31.2339

Flight time [s] 1472.7 1542.4 1615.1 1234.5 1229.4 730.9

In the last case, the flight time was the shortest, so the amount of consumed
energy was also the smallest. The obtained results indicate that the experimental
results match the model predictions accurately.

3.3. Monte-Carlo simulation

Next, the Monte-Carlo simulation was evaluated to investigate further the
model reliability. The uncertainties in quadrotor mass properties, initial condi-
tions, and wind parameters were considered [68]. The disturbances were modeled
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individually as a Gaussian [69]. Each parameter was calculated as a sum of two
numbers: the nominal value and the uncertainty with mean value 𝜇 and standard
deviation 𝜎. The uncertainties used in the simulation are presented in Table 3.

Table 3. Parameters for the Monte-Carlo simulation

No. Parameter Mean value
𝜇

Standard
deviation

𝜎

Unit

1 𝑚 0.960 0.020 kg

2 𝐼𝑥𝑥 4.25582 · 10−3 0.0005 kg·m2

3 𝐼𝑦𝑦 4.724053 · 10−3 0.0005 kg·m2

4 𝐼𝑧𝑧 7.859282 · 10−3 0.0005 kg·m2

5 𝑈0 0 0.5 m/s

6 𝑉0 0 0.1 m/s

7 𝑊0 0 0.1 m/s

8 𝑃0 0 3 °/s

9 𝑄0 0 3 °/s

10 𝑅0 0 3 °/s

11 Φ0 0 1 °

12 Θ0 8.2 1 °

13 Ψ0 182.1 1 °

15 𝑥𝑛0 0 0.2 m

16 𝑦𝑛0 0 0.2 m

17 𝑧𝑛0 0 0.2 m

18 𝑉𝑊 tot 6.5 0.5 m/s

19 Ψ𝑊 301 10 °

The Marsenne-Twister algorithm was used to pseudorandomly generate the
abovementioned parameters. The random seed was set to 0 before numerical calcu-
lations. For each scenario, the number of simulation runs was equal to 100 (it means
that 600 runs were evaluated). Simulink “Accelerator” mode was used to increase
model execution speed and reduce the simulation time. The autopilot settings were
the same for each simulation run.
In Fig. 9, the kernel density estimators of the total consumed energy are

presented for several flight trials (datatips were added for clarity of the results).
The black vertical line means the amount of energy consumed in a real flight test.
The modeling uncertainties have affected the amount of consumed energy. For

each case, the real value of consumed energy is very close to the maximum of the
curve obtained from numerical simulation.
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(a) May-20th-2021-12-06PM (b) May-20th-2021-03-09PM

(c) May-20th-2021-04-54PM (d) May-20th-2021-05-31PM

(e) May-20th-2021-06-34PM (f) May-20th-2021-12-37PM

Fig. 9. Consumed energy
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4. Conclusions

In this paper, the nonlinear mathematical model of the quadrotor was de-
veloped and validated. The modified DJI MAVIC 2 Pro drone was used as a test
platform. The model parameters were obtained during stationary tests in laboratory
conditions. Next, the flight tests took place in windy conditions. The wind effect
was one of the main difficulties in predicting the object’s behavior accurately. The
experimental data correlates with the results of the numerical simulation. The ob-
tained model has a practical value because it could be used to predict the drone
flight parameters and energy consumption during the mission.
The main advantage of the model is the possibility of detailed insight into

system dynamics. When compared to black-box models, the presented approach
requires a set of physical parameters, but on the other hand, those numbers might
be obtained quite easily from manufacturer datasheets, using CAD models, and
experimental testing. In that way, the presented model might be adopted for other
quadrotors. In comparison with aeromechanics models, the proposed simulation is
computationally effective because there is no need to calculate the induced velocity.
Several contributions of this work might be mentioned. First, the presented

study extends the works of Yacef et al. [5, 7, 8] and Jaafar [50] as the energy
consumed by the onboard electronic subsystems is included in the model. The
energy consumed by the propellers was several times higher when compared to
the energy spent on the operation of other onboard subsystems. On the other hand,
neglecting this energy might lead to an overestimation of flight endurance.
Second, the battery dynamics is also incorporated into the simulation, which

makes it more realistic. The battery voltage and state of charge might be predicted
accurately.
Third, it was discussed how to obtain model parameters. The significant dis-

advantage of the proposed model is the number of parameters that must be known.
However, most of them could be found quite easily in laboratory conditions or can
be obtained from the producer manual.
Fourth, in this paper, the analysis for the whole mission is considered. Several

flight trials were performed to prove the model’s reliability. This fact partially fills
the literature gap. In the literature, validation is often presented for a small portion
of the time. Sometimes, even pure datasets (without relating to any model) are
shown [4].
Fifth, aMonte-Carlo simulationwas realized to evaluate themodel’s reliability.

Uncertainties in model parameters influence the prediction of consumed energy,
but the results are close enough to the measured values. The obtained results also
extend the research presented in [70].
Future works might concentrate on flight tests to gather more data in order to

create a detailed dataset and increase the reliability of the model. The propulsion
model could be improved to include various aerodynamic phenomena.Wind tunnel
tests of the isolated fuselage of the drone might be evaluated to improve the
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aerodynamic coefficients database.Additional lightweight onboard instrumentation
might be considered to increase the availability of the flight parameters registered
during the flight. Also, precise wind measurements might be conducted during the
flight tests to understand the drone’s motion in various atmospheric conditions.
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