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Abstract. Illegal elements use the characteristics of an anonymous network hidden service mechanism to build a dark network and conduct
various illegal activities, which brings a serious challenge to network security. The existing anonymous traffic classification methods suffer from
cumbersome feature selection and difficult feature information extraction, resulting in low accuracy of classification. To solve this problem,
a classification method based on three-dimensional Markov images and output self-attention convolutional neural network is proposed. This
method first divides and cleans anonymous traffic data packets according to sessions, then converts the cleaned traffic data into three-dimensional
Markov images according to the transition probability matrix of bytes, and finally inputs the images to the output self-attention convolution
neural network to train the model and perform classification. The experimental results show that the classification accuracy and F1-score of the
proposed method for Tor, I2P, Freenet, and ZeroNet can exceed 98.5%, and the average classification accuracy and F1-score for 8 kinds of user
behaviors of each type of anonymous traffic can reach 93.7%. The proposed method significantly improves the classification effect of anonymous
traffic compared with the existing methods.
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1. INTRODUCTION
The anonymous network is a technology and system that pro-
vides users with communication privacy protection, and its goal
is to hide the network relationship between senders, receivers,
and messages. It usually uses message relaying, traffic obfus-
cation, and data encryption to hide important information in
packets from both sides of the communication. Multi-hop re-
verse proxies as well as resource-sharing storage are often used
to mask the real address of the service provider and ensure
that anonymous services are untraceable and unlocatable [1].
According to the network structure, anonymous networks can
be divided into P2P anonymous networks and non-P2P anony-
mous networks. P2P anonymous networks usually design spe-
cial nodes to maintain network status and node information,
which weakens the concept of server and client. Compared with
non-P2P anonymous networks, P2P anonymous networks real-
ize the decentralization of the anonymous network.

With the development of anonymity network technology,
anonymity networks such as Tor, I2P, Freenet, and ZeroNet are
widely used and have a huge number of users. Tor is based
on the second generation of onion routing technology. Users
communicate anonymously through Tor, which can effectively
protect privacy [2, 3]. I2P is a P2P anonymous network using
one-way tunnel technology. The applications created on it can
realize anonymous communication and have strong scalabil-
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ity, self-organization, and recovery capabilities [4]. Freenet is
a completely self-organized P2P anonymous network and is one
of the mainstream anonymous networks used in the early days.
Compared with other anonymous networks, Freenet is faster
and more stable [5]. ZeroNet is a new type of anonymity net-
work. It does not provide anonymity protection by default, but
users can communicate anonymously through the built-in Tor
feature. This makes its users more secretive and it is increas-
ingly difficult to discover communicating nodes and site and
node relationships [6].

At present, the main application scenario of an anonymous
network is Internet communication. Users can use anonymous
technology to communicate anonymously on the Internet with-
out worrying about privacy leakage. However, the anonymity of
the anonymous network is also used by a large number of crim-
inals. They use the anonymity of the anonymous network to
build darknets and engage in various network criminal activi-
ties, such as drug trafficking, arms smuggling, network fraud,
and human trafficking, which seriously threaten the network
security of Internet users. The abuse of anonymous networks
brings great challenges to network security, and the detection of
traffic among them can effectively identify and curb these ille-
gal activities. Tor, I2P, Freenet, and ZeroNet are the four main-
stream dark network forms nowadays, so it is of great practical
value to study the traffic of these types of anonymous networks.

To improve the classification effect of anonymous traf-
fic, this paper proposes an anonymous traffic classification
method based on three-dimensional Markov images and out-
put self-attention convolutional neural network (OSACNN).
The cleaned traffic session data are first converted into three-
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dimensional Markov images, and then the useful features are
automatically extracted from the images for classification by
OSACNN. The main contributions are as follows:
• A three-dimensional Markov image conversion method

based on a transfer probability matrix is proposed, which
can generate anonymous traffic images of fixed size, effec-
tively extract traffic information and reduce information re-
dundancy.

• The self-attention mechanism is introduced into the output
space of the convolutional neural network, and an anony-
mous traffic image classification model (OSACNN) is pro-
posed, which improves the classification accuracy.

• An anonymous traffic classification method combining
three-dimensional Markov images and OSACNN is pro-
posed, which has a better classification effect than other
methods.

2. RELATED WORK
Network traffic identification and classification technology is
a very important part of network defense and network anomaly
detection. In recent years, many scholars have focused on iden-
tifying and classifying anonymous network traffic. This paper
summarizes related research from the perspective of anony-
mous traffic classification objects.

Papers [7, 8] studied the identification of Tor traffic; [9] an-
alyzed the NTCP communication protocol of I2P, and realized
the detection and identification of I2P network traffic; [10] used
a machine learning approach to classify Freenet traffic. How-
ever, these studies are limited to simple 2-class identification of
normal traffic and anonymous traffic and do not go deep into
the level of user behavior.

The paper [11] proposed a Tor traffic identification and multi-
level classification framework based on network traffic char-
acteristics, which realized the identification of mobile anony-
mous traffic, traffic types of anonymous traffic, and user behav-
ior. [12] proposed an encrypted Tor traffic detection and clas-
sification method based on a deep neural network (DNN). This
method achieves 99.89% accuracy in identifying Tor traffic on
the ISCXTor2016 dataset, and 95.6% accuracy in classifying
user behavior of Tor traffic. [13] considered the characteristics
of the payloads of Tor and non-Tor data packets from 8 different
user behaviors and extracted relevant features to train the ma-
chine learning model. [14] designed a new deep learning model
AttCorr for the classification of Tor, which extracted the orig-
inal features of the ingress and egress streams of the Tor net-
work, and then generated samples and input them to AttCorr for
training. These studies explore user behavioral classifications of
traffic but only analyze a single type of anonymous traffic.

[15] used improved convolutional long short memory (CNN-
LSTM) and convolutional gradient recursive unit (CNN-GRU)
to perform experiments on the classification of Tor and VPN
traffic, but the article only focused on these two types of traf-
fic, and the classification accuracy of user behavior was only
89%. [16] used the CIC-Darknet2020 dataset to evaluate the
classification effects of SVM, RF, CNN, and AC-GAN. The RF
model achieved the best results, but it only focused on Tor and

VPN traffic. [17, 18] studied the classification of three kinds
of darknet traffic (Tor, I2P, and JonDonym), but the classifica-
tion only covers a small range of user behavior, and the accu-
racy rate is only 66.76%. [19] captured the real traffic of Tor,
I2P, Freenet, and ZeroNet, and publishes the dataset. They ex-
tracted 26 time-based anonymous traffic features and trained
a hierarchical classifier composed of six local classifiers. Their
method achieves 99.42% accuracy in identifying anonymous
traffic, 96.9% accuracy in classifying four types of anonymous
traffic, and 91.6% accuracy in classifying user behavior.

The research on the above anonymous traffic classification is
summarized as follows:
1. Most of the research focuses on Tor network traffic, and

there is less research work on other mainstream anonymous
traffic such as I2P, Freenet, and ZeroNet.

2. The accuracy rate of simple two-classification identification
of anonymous traffic is more than 99%, but the accuracy of
multi-classification of anonymous traffic and user behavior
classification still needs to be improved.

3. Current traditional machine learning-based methods rely
heavily on feature selection and require a lot of work to
filter and extract various features of the raw traffic with un-
satisfactory accuracy. Most methods based on deep learning
directly convert feature data or bytes in traffic packets into
images. The disadvantage of converting feature data into
images is the same as that of traditional machine learning
methods. The disadvantage of converting traffic bytes into
images is that the information extraction of traffic data is
difficult. As a result, the accuracy of classification based on
deep learning methods is also unsatisfactory.

In this paper, we investigate the mainstream anonymous
traffic multi-classification and anonymous traffic user behav-
ior classification and propose an anonymous traffic classifica-
tion method based on three-dimensional Markov images and
output self-attentive convolutional neural network. The pro-
posed method can effectively extract information from anony-
mous traffic while avoiding the tedious feature selection pro-
cess, which significantly improves the effectiveness of classifi-
cation.

3. MATERIALS AND METHODS
3.1. Markov image
In anonymous traffic classification, traditional machine learning
methods have certain limitations, and methods based on anony-
mous traffic images and deep learning become a new way be-
cause they avoid the complex feature selection process. Most of
the current classification methods based on anonymous traffic
images need to unify the length of the data and directly con-
vert the bytes of the data packet into pixel data in the image.
These methods do not consider the information loss caused by
the interception process of traffic data and the information re-
dundancy caused by direct conversion, and cannot effectively
extract information.

A Markov chain is a stochastic process in the state space that
undergoes a transition from one state to another. This process
requires a “memoryless” property: the probability that a state
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will undergo a transition at a given moment depends only on
the state before it. [20] first proposed the Markov image for the
classification of malware. Markov image is a fixed-size pixel
matrix that reflects data statistical characteristics and can better
extract information from data. The conversion process is shown
below.

The data file to be converted is regarded as a byte stream,
and the byte distribution of similar data is very similar. The
byte stream can be represented as a random process as follows:

Bi , i ∈ {0,1, . . . ,N−1}, (1)

where Bi is the value of the i-th byte, and N is the length of
the data file, Bi ∈ {0,1, . . . ,255}. Suppose that for two adjacent
bytes Xi and Xi+1, the probability of Xi+1 is only related to Xi,
then the random variable Bi is a Markov chain:

P(Xi+1|X0,X1, . . . ,Xi) = P(Xi+1|Xi). (2)

The byte transfer probability matrix is as follows:

P(Xi+1|Xi) =


p0,0 p0,1 · · · p0,255

p1,0 p1,1 · · · p1,255
...

... pxi,xi+1

...
p255,0 p255,1 · · · p255,255

 , (3)

where pxi,xi+1 indicates the transfer probability. xi and xi+1 are
actual values of Xi and Xi+1, xi and xi+1 ∈ {0,1, . . . ,255}.

The transfer probability is calculated as follows:

pxi,xi+1 =
P(xi,xi+1)

P(xi)
=

f (xi,xi+1)
255

∑
j=0

f (xi, j)

. (4)

In the formula, f (xi,xi+1) means that xi is followed by the fre-
quency of xi+1, pxi,xi+1 ∈ (0,1].

To map the range of values from 0–255 of the grayscale map,
a fixed-size Markov image is obtained by enlarging the value of
the transfer probability matrix by a factor of 255 and converting
it to an image. At a higher level, Markov images are equivalent
to graphing the state transfer probability matrix. Compared with
other images, the Markov image overcomes their shortcomings
and has the following characteristics:
1. It does not need to unify the length of the data and can retain

complete data information.

2. It is a statistical image, representing the distribution charac-
teristics of data. Compared with direct conversion, it avoids
a lot of information redundancy.

Traffic data itself is a one-dimensional byte stream, which
is more consistent with the concept of Markov image. There-
fore, the Markov image is more suitable for traffic data classi-
fication. [21] proposed a method to convert encrypted traffic
into Markov images for classification and achieved good re-
sults. However, the traffic byte data is not a Markov chain in
the strict sense, and the Markov image only considers the re-
lationship between adjacent bytes, which will cause the loss of
effective information.

3.2. The LeNet-5 model
The LeNet-5 model was first proposed in [22], which is a classi-
cal convolutional neural network. The network consists of a to-
tal of 7 layers, which include convolutional layers C1, C3, and
C5, pooling layers S2, and S4, a fully connected layer F6, and
an output layer: Output. The output is a Gaussian connected
layer that uses the softmax function to classify the output im-
age. Figure 1 shows the structure of the LeNet-5 model.

The three-dimensional Markov image is a statistical image,
and the data in the image is relatively scattered. A small number
of convolution layers can extract features from the image very
well, while the deep convolution network is difficult to con-
verge. Therefore, the OSACNN designed in this study refers
to the network structure of the LeNet-5 model. Compared with
other deep models, it has fewer convolutional layers and is suit-
able for the classification of three-dimensional Markov images.

4. THE PROPOSED METHOD
This section describes the classification method proposed in this
paper, and its framework is shown in Fig. 2. It includes two
parts: the transformation of three-dimensional Markov images
and the classification of anonymous traffic images.

Part 1: Convert anonymous traffic data to a three-dimensional
Markov image. Experimental studies show that sessions are
a better form of traffic representation [23]. “Session segmenta-
tion” is the segmentation of raw traffic data by session. First, the
input packets are segmented according to the session. Second,
to avoid the influence of IP addresses and MAC addresses in
session packets on the model learning of traffic characteristics,
this paper uses randomly generated data to cover the original
address information. Finally, according to the transition proba-

Fig. 1. The LeNet-5 model structure
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Fig. 2. Framework of the proposed method

bility matrix between data bytes, the session data packet is con-
verted into a three-dimensional Markov image to form a three-
dimensional Markov images dataset.

Part 2: Building OSACNN to classify anonymous traffic im-
ages. The converted three-dimensional Markov images dataset
is divided into a training set and a test set. Use the samples in the
training set to train the model of OSACNN. The test set is used
to evaluate the classification effect of the proposed method.

4.1. Conversion of three-dimensional Markov image
In this paper, we propose a three-dimensional Markov image
transformation method, which considers the connection be-
tween adjacent traffic bytes and interval traffic bytes to solve
the shortcomings of traditional Markov images in traffic clas-
sification. The traffic characteristic information that should ex-
ist between interval bytes is explained from the perspective of
a multi-order Markov chain, and the transfer probability of ad-
jacent bytes is introduced as the information weight between
interval bytes. Since the correlation information between in-
terval traffic bytes decreases as the interval distance increases,
this paper selects the interval bytes with close distance and fills
the traffic information of adjacent points, the traffic informa-
tion of interval 1 byte, and the traffic information of interval
2 bytes into RGB three channels to form a three-dimensional
Markov image. The three-dimensional Markov image contains
more traffic information than the traditional Markov picture of
a single channel. Figure 3 is a schematic diagram of traffic byte

information padding, Xi on behalf of the traffic bytes, xi means
the actual value of Xi, and N represents the length of the session
traffic data.

Assuming that for two adjacent traffic bytes Xi and Xi+1, the
probability of Xi+1 is only related to Xi. Then the traffic bytes
are a Markov chain. Noting the transfer probability matrix of
adjacent bytes as P1, then P1 = P(Xi+1|Xi), it has the following
values:

P1 =


p0,0 p0,1 · · · p0,255

p1,0 p1,1 · · · p1,255
...

... pxi,xi+1

...
p255,0 p255,1 · · · p255,255

 , (5)

where i ∈ (0,N − 2]. The information data of adjacent traffic
bytes is noted as D1, which has the following value:

D1 = 255×P1 . (6)

Assuming that for traffic bytes Xi, Xi+1 and Xi+2, the proba-
bility of Xi+2 is only related to Xi and Xi+1, then the traffic bytes
are a second-order Markov chain:

P(Xi+2|X0,X1, ...,Xi+1) = P(Xi+2|Xi,Xi+1). (7)

If only the relationship between Xi+2 and Xi, Xi+2 and Xi+1
is considered, then P(Xi+2|Xi,Xi+1) can be approximated by

Fig. 3. Traffic byte information filling schematic
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a combination of the basic transfer probability matrices as fol-
lows:

P(Xi+2|Xi,Xi+1)≈ {P(Xi+2|Xi),P(Xi+2|Xi+1)}, (8)

where P(Xi+2|Xi+1) is the transfer probability matrix of adja-
cent bytes (P1); P(Xi+2|Xi) is the transfer probability matrix of
interval 1 byte, which obviously represents the traffic informa-
tion of interval 1 byte. The transfer probability matrix with an
interval of 1 byte is written as P2, then P2 = P(Xi+2|Xi), which
has the following values:

P2 =


p0,0 p0,1 · · · p0,255

p1,0 p1,1 · · · p1,255
...

... pxi,xi+2

...
p255,0 p255,1 · · · p255,255

 , (9)

where i ∈ (0,N− 3]. Since there is less valid information be-
tween interval traffic bytes than between adjacent traffic bytes,
the traffic byte data converge more closely to a Markov chain.
Therefore, the transfer probability of adjacent traffic bytes is in-
troduced as the weight of the interval traffic byte information.
The values of the transfer probability matrix P′2 after the weight
transformation are shown below:

P′2 = P2 ·P1. (10)

The traffic information data with a 1-byte interval is recorded
as D2, and its value is:

D2 = 255×P′2 . (11)

Similarly, assuming that for traffic bytes Xi, Xi+1, Xi+2, and
Xi+3, the probability of Xi+3 is only related to Xi, Xi+1, and Xi+2,
the traffic byte is a third-order Markov chain:

P(Xi+3|X0,X1, ...,Xi+2) = P(Xi+3|Xi,Xi+1,Xi+2). (12)

If only the relationship between Xi+3 and Xi, Xi+3 and Xi+1,
Xi+3 and Xi+2 is considered, then P(Xi+3|Xi,Xi+1,Xi+2) can
likewise be approximated by a combination of the basic transfer
probability matrices as follows:

P(Xi+3|Xi,Xi+1,Xi+2)

≈
{

P(Xi+3|Xi),P(Xi+3|Xi+1),P(Xi+3|Xi+2)
}
, (13)

where P(Xi+3|Xi+2) is the transfer probability matrix of adja-
cent bytes (P1); P(Xi+3|Xi+1) is the transfer probability matrix
of interval 1 byte (P2); P(Xi+3|Xi) is the transfer probability
matrix of interval 2 bytes, which can be on behalf of the traffic
information of interval 2 bytes. Noting the transfer probability
matrix with an interval of 2 bytes as P3, then P3 = P(Xi+3|Xi),
which has the following values:

P3 =


p0,0 p0,1 · · · p0,255

p1,0 p1,1 · · · p1,255
...

... pxi,xi+3

...
p255,0 p255,1 · · · p255,255

 , (14)

where i∈ (0,N−4]. The transfer probabilities of adjacent traffic
bytes are introduced as weights, and the values of the transfer
probability matrix P′3 after the weight transformation are shown
below:

P′3 = P3 ·P1 . (15)

The traffic information data with 2 bytes interval is recorded
as D3, and its value is:

D3 = 255×P′3 . (16)

The data of D2, D1, and D3 are filled into the R, G, and B chan-
nels of the image respectively, which completes the conversion
of the three-dimensional Markov image.

To facilitate human eye distinction, the inverse transforma-
tion of the base color of the image is performed by equation
(17), taking the opposing events of the transfer probability ma-
trix:

P∗∗ = 1−P∗, (17)

where P∗ represents the untransformed transfer probability ma-
trix and P∗∗ means the value after performing the base color
inversion transformation, and P∗∗ is used as the fill data of
the image to realize the base color inversion operation. Fig-
ure 4 shows the comparison of a Markov image and a three-
dimensional Markov image for the same session traffic, where
Figs. 4a and 4b are the Markov image and its inversion, respec-
tively; and Figs. 4c and 4d is the three-dimensional Markov im-
age and its inversion, respectively.

As seen in Fig. 4, the three-dimensional Markov image con-
tains more traffic information in its RGB three channels while
retaining the data distribution characteristics.

(a) (b) (c) (d)

Fig. 4. Comparison of Markov image and three-dimensional Markov image
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4.2. Anonymous traffic classification
Attention mechanisms allow neural networks to focus on criti-
cal information and reduce the attention of other information,
thus improving the efficiency and accuracy of task process-
ing. The self-attention mechanism is a variation of the atten-
tion mechanism that reduces the reliance on external informa-
tion and is better at capturing the internal relevance of data or
features [24, 25]. To improve the classification effect of anony-
mous traffic, this paper refers to the convolutional structure of
the LeNet-5 model, introduces the idea of a self-attentive mech-
anism to the output space of a convolutional neural network,
and constructs an output self-attentive convolutional neural net-
work model (OSACNN). OSACNN assigns small weights to
output values with small values and then performs the calcu-
lation of loss values, to reduce the neural network learning of
useless information in output values with small values. Focus-
ing attention on a more reasonable range of intervals to im-
prove the performance of classification. Compared with tra-
ditional CNN, OSACNNN can improve the classification ef-
fect of neural network models on unbalanced datasets to a cer-
tain extent. The structure of the OSACNN network is shown in
Fig. 5, which consists of a 10-layer network, including the Con-
volution layer, the Max-Pool layer, the Flatten layer, the Dense
layer, the Dropout layer, and the Attention layer.

Layer 1 is the Convolution layer with the activation function
ReLU. 80 convolution kernels are used in this layer, each with
a size of 5× 5. Each convolution kernel is convolved with the
original input image, and 80 feature maps are obtained, with
a size of 126×126.

Layer 2 is the Max-Pool layer, which uses maximum pooling.
The size of the feature map is 63× 63 after pooling, and the
number of feature maps is kept constant.

Layer 3 is the Convolution layer with the activation function
ReLU. 130 convolution kernels are used in this layer, and the
size of each convolution kernel is 4× 4. 130 feature maps are
obtained after convolution, and the size of the feature maps is
30×30.

Layer 4 is the Max-Pool layer, which uses maximum pooling.
The size of the feature map after pooling is 15× 15, and the
number of feature maps is 130.

Layer 5 is the Flatten layer, which acts as a transition from
the convolutional layer to the fully connected layer, and one-
dimensionalizes the multidimensional input. It unfolds the data

coming from layer 4 into one-dimensional data, and the size of
the unfolded data is 1×29250.

Layers 6 and 7 are Dense layers, which take the features ex-
tracted earlier and vary them nonlinearly to extract the associa-
tion between features.

Layer 8 is the Dropout layer, which is used to prevent the
model from overfitting and improve its robustness of the model.

Layer 9 is the Dense layer, which maps the data to the output
dimension.

Layer 10 is the Output self-attention layer, which calculates
the weights based on the data passed from layer 8, then multi-
plies the weights with the original data passed, and finally out-
puts the predicted labels for the anonymous traffic categories.

The calculation steps of the output self-attention are shown
in Fig. 6.

Fig. 6. Output self-attention calculation steps

The function in Fig. 6 is calculated as follows:

tanh(x) =
1− e−2x

1+ e−2x , (18)

softmax(zi) =
e(zi)

∑
j

e(z j)
, (19)

multiply(a,b) = a ·b. (20)

Fig. 5. OSACNN model structure diagram
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In equation (20), a and b are the arrays that satisfy the inner
product condition. The computational effect of the output self-
attention is verified with the following input function:

h(x) = x3 (x > 0). (21)

Six values of x are arbitrarily selected for calculation, and the
values of each key process are shown in Table 1, where x is the
selected coordinate value, h(x) is the original input value, p(x)
is the calculated weight value, and H(x) is the output value after
the weight change.

Table 1
Values for key processes

x 0 0.4 0.8 1.2 1.6 2

h(x) 0 0.064 0.512 1.728 4.096 8

p(x) 0.085 0.091 0.137 0.219 0.232 0.233

H(x) 0 0.005 0.070 0.378 0.954 1.864

Figure 7 shows a line graph of the effect of performing the
output self-attention calculation.

Fig. 7. Output self-attention calculation steps

As can be seen in Fig. 7, the proposed output self-attention in
this paper assigns weights of similar size to larger output values,
and for smaller output values in the interval, the smaller the
value is, the smaller the weight is, reducing the overall impact
of smaller output values on the model training.

In the OSACNN training phase, the Adam optimizer is used
to learn the parameters of the model and cross-entropy loss is
used to train the network. The initial values of the convolution
kernel are generated randomly. The parameter values are con-
tinuously updated in real time until the model is fitted.

5. EXPERIMENTAL RESULTS AND ANALYSIS
The experimental environment of this experiment is shown in
Table 2.

Table 2
Experimental environment

Parameters Numerical value

Operating System Windows 10

CPU AMD Ryzen 7 4800H

GPU GTX 1650

RAM 16G

Hard Disk 512G SSD

Python 3.8

Tensorflow 2.3

5.1. Dataset and evaluation indicators
5.1.1. Dataset
There are few publicly available anonymous traffic datasets,
and this paper has collected relevant information through ref-
erences and online websites, as shown in Table 3.

Table 3
Anonymous traffic dataset information

Source Dataset Content
Release

date/year

CIC ISCXTor2016 Tor 2016

CIC
CIC-

Darknet2020
Tor, VPN 2020

Hu, et al.
Darknet-

dataset-2020

Tor, I2P,
ZeroNet,
Freenet

2020

Most of the publicly available datasets are from the Canadian
Institute for Cybersecurity (CIC), which released two traffic
datasets in 2016, ISCXTor2016 and ISCXVPN2016, contain-
ing different types of user behavior traffic. In 2020 CIC merged
these two datasets to form the CIC-Darknet2020 dataset. Many
studies were conducted on these datasets, but they have two ob-
vious problems. The first is that the dataset contains only two
types of traffic, Tor and VPN, and lacks data on other main-
stream anonymous traffic; the second is that the data were cap-
tured a relatively long time ago and cannot be fully applied
to the current classification situation in the context of evolving
anonymization network technologies.

The experiments in this paper use the Darknet-dataset-2020
dataset collected by Hu et al. [19] in 2020. This dataset contains
eight types of user behavior traffic (browsing, chat, email, audio
streaming, video streaming, file transfer, P2P, VoIP) from four
mainstream anonymous traffic categories, Tor, I2P, ZeroNet,
and Freenet, with a total of 10.7 GB size data. After the session
slicing of this dataset, the detailed data distribution is shown in
Table 4.
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Table 4
Darknet-dataset-2020 dataset distribution

Type Browsing Chat Email FileT P2P Audio Video VoIP Total

Freenet 390 226 358 178 – – 348 – 1500

I2p 477 364 747 1137 981 – – – 3706

Tor 365 118 134 967 674 352 253 385 3248

ZeroNet 6997 1026 372 1057 559 392 698 – 11101

5.1.2. Evaluation indicators
The experiments visualize the classification results by confu-
sion matrix and evaluate the performance of the classification
using accuracy, precision, recall, and F1-score. Table 5 shows
the definition of the confusion matrix. The TP, FP, FN, and TN
represent True Positive, False Positive, False Negative, and True
Negative, respectively.

Table 5
Confusion matrix

Real Results
Predicted results

Positive Negative

Positive TP FN

Negative FP TN

The accuracy represents the proportion of correctly classi-
fied samples to the total number of samples and is calculated as
follows:

Accuracy =
T P+T N

T P+T N +FP+FN
. (22)

The precision represents the proportion of samples correctly
classified in this class to the number of all samples assigned to
that class and is calculated as follows:

Precision =
T P

T P+FP
. (23)

The recall represents the proportion of samples that were cor-
rectly classified to all samples that should have been correctly
classified and is calculated as follows:

Recall =
T P

T P+FN
. (24)

Relying on a single metric does not provide a more compre-
hensive assessment of the performance of the classifier, so the
performance is evaluated using the F1-score, a combined metric
of accuracy and completeness, which is calculated as follows:

F1-score =
2×Precision×Recall

Precision+Recall
. (25)

5.2. Experimental results
1. Comparison experiments of different feature images

To investigate the effectiveness of three-dimensional Markov
images in classifying anonymous traffic, the results of grayscale
images, traditional Markov images, and three-dimensional
Markov images in classifying anonymous traffic are compared.
The experimental dataset and the data pre-processing are kept
in the same way. Since the length of the traffic data is inconsis-
tent after session slicing, converting grayscale images requires
uniform processing of the length of the session data to facil-
itate training and classification. The connection data and part
of the content data in the first part of the traffic session gen-
erally best reflect the intrinsic characteristics of the traffic, so
the first 256 bytes of data of each session are intercepted, and
those less than 256 bytes are complemented with 0 at the end,
and the intercepted data are converted into a grayscale image
of 16×16 size. The model used in the experiments for the tra-
ditional Markov images and the three-dimensional Markov im-
ages (Td-Markov images) is OSACNN, and the model used for
the grayscale images is modified on OSACNN due to the image
size by removing a Dense layer from the model. Table 6 shows
the results of the experimental comparison under the conver-
sion of anonymous traffic to different feature images, and the
numbers in parentheses represent the number of classifications,
which are 4, 5, 5, 8, and 7 classifications.

As seen from the data in Table 6, grayscale images cannot ex-
tract complete information from traffic data with widely varying
lengths, leading to their poor results in anonymous traffic clas-
sification, while traditional Markov images avoid the complex-
ity of pre-processing and retain most of the useful content in
the traffic, so the classification is better. The three-dimensional
Markov images extract more useful traffic information while
retaining the advantages of traditional Markov images, so its
classification is the best.

To reflect the computational cost introduced by the proposed
image conversion method, it is illustrated in two dimensions:
image storage space and image conversion time. Table 7 com-
pares the detailed cost data of conventional Markov image con-
version with the three-dimensional Markov image conversion.

When faced with large traffic session data, both images con-
sume more computational resources. From the data in Table 7,
it is clear that the generation of the three Markov images re-
quires more time and cost. On top of storage space, since both
images are stored in JPG format, due to the compression fea-
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Table 6
Experimental comparison of different feature images

Feature image
Grayscale images Markov images Td-Markov images

Accuracy F1-score Accuracy F1-score Accuracy F1-score

Anonymous traffic (4) 85.92% 85.13% 97.17% 97.17% 98.56% 98.55%

Freenet behavior (5) 58.00% 57.90% 88.33% 88.34% 92.33% 92.25%

I2P behavior (5) 58.78% 56.78% 91.08% 91.11% 94.05% 94.05%

Tor behavior (8) 65.46% 64.52% 90.93% 90.97% 91.09% 90.93%

ZeroNet behavior (7) 63.06% 48.77% 95.09% 94.99% 97.34% 97.32%

Table 7
Image conversion cost comparison

Feature image Average storage space Total storage space Average conversion time Total conversion time

Markov images 12.75 KB 243.46 MB 0.51 S 9955 S

Td-Markov images 12.07 KB 230.62 MB 1.88 S 36879 S

ture of this format, it makes the storage space of three Markov
images rather smaller.

2. Adding output self-attention comparison experiments
To demonstrate the effect of adding the self-attention mecha-

nism on the output space, experimental validation is performed.
Table 8 shows the comparison of classification effects before
and after adding output self-attention.

Table 8
Comparison of the classification effect of adding output self-attention

Whether to add?
No Yes

Accuracy F1-score Accuracy F1-score

Anonymous traffic (4) 98.53% 98.52% 98.56% 98.55%

Freenet behavior (5) 91.00% 90.97% 92.33% 92.25%

I2P behavior (5) 93.37% 93.39% 94.05% 94.05%

Tor behavior (8) 91.56% 91.52% 91.09% 90.93%

ZeroNet behavior (7) 97.16% 97.12% 97.34% 97.32%

From the data in Table 8, it can be seen that the classifica-
tion effect of anonymous traffic is improved after adding the
self-attention mechanism to the output space. Tor traffic has
a smaller amount of data, but the largest number of classifi-
cations. With the attention focused on the larger output values,
the model cannot learn enough about the features with smaller
output values. Without the support of data volume, the output
self-attention causes the classification effect of Tor to decrease
instead.

3. Comparison experiment of different anonymous traffic
classification methods

A total of five sets of experiments are conducted by the
proposed method for four types of anonymous traffic multi-
classification of Tor, I2P, ZeroNet, and Freenet, and the clas-

sification of user behavior for each type of anonymous traffic.
The confusion matrices of the proposed method in the five sets
of classification experiments are shown in Fig. 8, where Fig. 8a
shows the confusion matrix of the four anonymous traffic multi-
classifications; Figs. 8b, 8c, 8d, and 8e show the confusion ma-
trices of the Freenet traffic user behavior classification, I2P traf-
fic user behavior classification, ZeroNet traffic user behavior
classification, and Tor traffic user behavior classification, re-
spectively. The classification performance of the methods in
this paper is shown in Table 9, which contains the accuracy,
precision, recall, and F1-score.

Table 9
Classification performance of the proposed method

Accuracy Precision Recall F1-score

Anonymous traffic (4) 98.56% 98.58% 98.56% 98.55%

Freenet behavior (5) 92.33% 92.32% 92.33% 92.25%

I2P behavior (5) 94.05% 94.07% 94.05% 94.05%

ZeroNet behavior (7) 97.34% 97.32% 97.34% 97.32%

Tor behavior (8) 91.09% 91.12% 91.09% 90.93%

From the data in Fig. 8 and Table 9, it can be seen that
the proposed method can achieve 98.56% accuracy in multi-
classifying four types of anonymous traffic, Tor, I2P, ZeroNet,
and Freenet, and the average accuracy in classifying the user
behavior of each type of anonymous traffic can reach 93.70%.
Since deep learning relies heavily on the amount of data, the
data of Freenet traffic and Tor traffic in the dataset used in this
paper is small, resulting in lower classification results for these
two types of traffic than the other two.

To verify the effectiveness of the proposed classification
method (Tpm), this paper is compared with other anonymous
traffic classification methods. Table 10 shows the comparison
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(a) (b)

(c) (d)

(e)

Fig. 8. Confusion matrix for 5 sets of classification experiments

results of different anonymous traffic classification methods,
where the result data of other classification methods are ob-
tained from the literature [19].

As can be seen from the data in Table 10, Freenet traffic and
Tor traffic are not well classified due to fewer session data, but
overall, the proposed method outperforms all other methods in

classification. Compared with RF, XGBoost, and LightGBM al-
gorithms, which perform better in anonymous traffic classifica-
tion, the proposed method in this paper has a greater improve-
ment in accuracy and F1-score, and can effectively distinguish
different anonymous network traffic and the user behavior of
anonymous network traffic.
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Table 10
Comparison of the effects of different classification methods

Methods
Anonymous traffic (4) Freenet behavior (5) I2P behavior (5) Tor behavior (8) ZeroNet behavior (7)

accuracy F1-score accuracy F1-score accuracy F1-score accuracy F1-score accuracy F1-score

LR 62.80% 62.89% 41.79% 36.42% 33.91% 29.20% 52.26% 51.89% 51.42% 48.11%

DT 96.16% 96.16% 96.66% 96.66% 90.51% 90.52% 83.79% 83.82% 90.63% 90.65%

RF 96.55% 96.55% 96.66% 96.67% 90.76% 90.76% 84.64% 84.65% 91.23% 91.18%

XGBoost 96.85% 96.85% 96.75% 96.74% 91.29% 91.28% 85.35% 85.38% 92.98% 92.98%

GBDT 95.23% 95.23% 96.85% 96.85% 90.84% 90.82% 84.29% 84.27% 86.67% 86.16%

LightGBM 96.33% 96.33% 96.46% 96.46% 90.27% 90.25% 85.24% 85.28% 93.17% 93.18%

LSTM 87.18% 87.17% – – – – 73.04% 73.48% 66.31% 63.76%

Tpm 98.56% 98.55% 92.33% 92.25% 94.05% 94.05% 91.09% 90.93% 97.34% 97.32%

6. CONCLUSIONS
Anonymous networks pose a significant risk to people’s cy-
berspace security, so it is necessary to identify and classify
anonymous traffic among them. In this paper, we propose
an anonymous traffic classification method based on three-
dimensional Markov images and output self-attention convo-
lutional neural networks, which converts anonymous traffic
into three-dimensional Markov images and classifies them by
OSACNN. Compared with other conventional images, three-
dimensional Markov images can retain useful information in
traffic data to a greater extent. OSACNN incorporates self-
attention in the output space, which reduces the learning of
useless information by the neural network in the case of small
output values and is more conducive to the learning of fea-
ture information by the model. Compared with other classifi-
cation methods, the proposed method can significantly improve
the effectiveness of anonymous traffic classification. The three-
dimensional Markov images used in this paper require more
computational resources. How to simplify the method of com-
putation and find a better way to assign weights in the image
transformation will be the focus of the next research. Few data
on Freenet traffic and Tor traffic in the dataset used in this pa-
per lead to low accuracy in classifying these two types of traf-
fic. The next step is planned to supplement the corresponding
anonymous traffic data to further improve the classification ef-
fect and generalization ability of the method.
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