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Abstract
The paper presents special forms of an ensemble of classifiers for analysis of medical images based on
application of deep learning. The study analyzes different structures of convolutional neural networks applied
in the recognition of two types of medical images: dermoscopic images for melanoma and mammograms
for breast cancer. Two approaches to ensemble creation are proposed. In the first approach, the images are
processed by a convolutional neural network and the flattened vector of image descriptors is subjected to
feature selection by applying different selection methods. As a result, different sets of a limited number
of diagnostic features are generated. In the next stage, these sets of features represent input attributes
for the classical classifiers: support vector machine, a random forest of decision trees, and softmax. By
combining different selection methods with these classifiers an ensemble classification system is created and
integrated by majority voting. In the second approach, different structures of convolutional neural networks
are directly applied as the members of the ensemble. The efficiency of the proposed classification systems is
investigated and compared to medical data representing dermoscopic images of melanoma and breast cancer
mammogram images. Thanks to fusion of the results of many classifiers forming an ensemble, accuracy and
all other quality measures have been significantly increased for both types of medical images.
Keywords: breast cancer, CNN, deep learning, ensemble of classifiers, feature selection, melanoma.
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1. Introduction

Medical imaging is a widely applied approach in the diagnostic process, especially in cancer
and other disorder identifications. Such methods are developing rapidly now due to very fast
progress in computer technology, allowing for development of new very efficient image processing
techniques. Nowadays, the most exploited technique in image analysis is based on deep learning
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using different types of convolutional neural networks (CNNs). The application of these networks
in medical image analysis can significantly facilitate the analysis and improve the level of accuracy
and timeliness of diagnostics.

Especially interesting is the application of an ensemble of classifiers whose votes are integrated
into one final decision. Thanks to such organization, it is possible to analyze the images from
different points of view and develop a more objective decision [1]. However, the improvement
of the accuracy of the ensemble is possible only when its constituent members are independent.
Therefore, the diversity among component classifiers is a very important factor in obtaining
a well-performing ensemble. Up to now [2] there has been no theory explaining how to satisfy
the independence conditions.

Instead, different methods and techniques are applied, based on heuristic experience of re-
searchers. Such methods apply different types of classification units, for example, neural networks,
decision trees, or support vector machines [3]. Very important is the application of different learn-
ing datasets, usually drawn randomly from the available database. This is typical, for example,
in a random forest of decision trees [5]. In some methods, for instance, gradient boosting, the
learning samples for the units are selected according to their performance on the learning data [4].
Another method is generating different input attributes to the classification units which form an
ensemble [3, 6–9]. This paper will combine numerous different approaches to provide indepen-
dent operation of constituent members of the ensemble in the task of the recognition of medical
images related to melanoma and breast cancer.

Two different problems in the machine approach to medical image analysis can be pointed
out. One are very high differences between images belonging to the same class and, at the same
time, high similarity of representatives of different classes. The other problem is the limitation of
data samples, which results in deteriorating the generalization ability of the developed systems.
The remedy for this is application of the ensemble of classifiers.

The paper proposes two different methods to create an ensemble system which can deal
effectively with the problems mentioned above. The solutions presented in the paper will apply
the following approaches”:

– The first investigated system will apply the ensemble based on the application of many
feature selection methods combined with the classical (shallow) classifiers: support vec-
tor machine (SVM), Random Forest (RF), and softmax. In the first stage, the images are
analyzed by the convolutional neural network to generate numerical descriptors. These
descriptors are formed by the elements of the flattened vector of the last convolution layer
of the CNN. In the next stage, the class discrimination ability of descriptors is assessed
using different criteria. A limited number of descriptors of highest discrimination ability
is selected and used as the input attributes to these three types of classifiers, forming an
ensemble. Independence of ensemble members has been achieved thanks to the application
of different structures and mechanisms of decision making by the classifiers as well as
different sets of input attributes. Among three groups of classifiers, the SVM and RF are
supplied by different sets of specially selected features. On the other hand, softmax classi-
fiers are supplied by features randomly selected from the elements of the flattened vector.
Thanks to the varied principles of the applied feature selection methods, the probability of
independence of the classifiers is significantly increased.

– The second arrangement of the ensemble is formed by direct using different structures of
deep convolutional neural networks (CNNs). These networks are responsible for simultane-
ous generation of features and final classification. Thanks to the diversity of CNN network
architectures, the independence between the ensemble members is achieved.
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Irrespective of the approach to ensemble creation, the final verdict of the ensemble is elabo-
rated on the principle of majority voting.

The validation of the proposed classification systems will be performed using databases
corresponding to dermoscopic images of melanoma and mammographic images of breast cancer.
Different quality measures of the proposed system, like accuracy, sensitivity, precision, F1, and
area under the ROC curve (AUC) are presented. They show a significant advantage of the ensemble
over individual performance of classifiers.

The rest of the paper is organized as follows. Section 2 is devoted to the description of
databases of melanoma and breast cancer images used in numerical experiments. Section 3
presents the feature selection methods used in the solution. Section 4 presents details of the
ensemble of classifiers. Section 5 presents and discusses the results of numerical experiments
concerning the recognition of dermoscopic images of melanoma and mammograms of breast
cancer. The concluding Section 6 summarizes and discusses the obtained results and indicates
the future directions of research.

2. Database description

The numerical experiments have been conducted using medical images representing two
different classification problems: melanoma and breast cancer.

2.1. Melanoma database

The database of melanoma images was created at the Warsaw Maria Skłodowska-Curiebreak
National Research Institute of Oncology, Department of Soft Tissue/Bone Sarcoma and Mela-
noma [3].

The base contains 112 RGB images of verruca seborrhoica representing non-melanoma and
134 images of basal cell carcinoma (melanoma). The images were acquired using dermoscopy
of the magnification of 20×. They have been registered from different parts of the body. The
database was annotated by expert dermatologists applying the ABCDE criteria and confirmed
by exact pathomorphological inspection. All images are stored in the JPEG format. The images
were created at different times and recorded with different resolutions. Therefore, the size of the
images varies from 767 × 576 to 4273 × 2848 pixels. Before supplying them to CNN networks,
they have been rescaled to the common size needed by the applied architecture. Fig. 1 shows
some exemplary images representing melanoma and non-melanoma cases.

The images on the left (a, b, c, d) of Fig. 1 represent melanoma and on the right (e, f, g, h) – are
the non-melanoma samples. There are significant differences in the shape, size, and distribution
of colors in the lesion regions within the same class. Some statistical parameters characterizing
melanoma and non-melanoma samples are presented in Table 1. It can be seen that the ratio of
the standard deviation of mean values of images to the mean value of means of all images is
very large for both classes. It varied from 0.26 to 0.72 for melanoma and from 0.26 to 0.62 for
non-melanoma. Another problem is similarity among the samples belonging to different classes.
The mean values of statistical parameters characterizing images representing both classes are very
similar, as shown for melanoma and non-melanoma in Table 1. The only significant difference
is observed for the mean value of skewness. However, for this parameter the standard deviation
is relatively very large. Therefore, the problem of image recognition for these types of medical
images is difficult and needs special attention.
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a) b) c) d)

e) f) g) h)

Fig. 1. Exemplary images from the melanoma database. The images on the left represent melanoma and those on the right
– non-melanoma cases.

Table 1. The statistical parameters of images presenting melanoma and non-melanoma (mean and standard deviation
over all images).

mean std energy skewness kurtosis

Melanoma 129.42 ± 13.73 61.43 ± 12.11 20961 ± 3859 0.31 ± 0.24 1.95 ± 0.30

Non-melanoma 132.51 ± 13.62 61.09 ± 10.51 21580 ± 3802 −0.17 ± 0.28 2.03 ± 0.33

2.2. Mammogram database

Another problem is recognition of breast cancer images. This time we have used the publicly
available database of mammographic images – Digital Database for Screening Mammography
(DDSM) created by the University of South Florida [10].

The dataset contains 2802 cases, each composed of 4 mammograms (left and right breast from
above, representing the cranial-caudal view, and oblique representing the mediolateral-oblique
view). The images are prepared in the form of ROI, extracted by medical experts. The size of
the ROI images was 128 × 128 pixels. Normal tissues are represented by 9215 images. Among
abnormal, there are 888 benign and 1115 malignant cases. The database is seriously unbalanced
since among all images 81% represent the same (normal) class.

Figure 2 presents several examples of ROI of mammograms typical for normal (top images)
and abnormal cases representing either benign (middle images) or malignant (bottom images)
cases. Similarly to melanoma images, we observe significant differences among images belonging
to the same class of data and at the same time close similarities among samples of different classes.
Therefore, the problem of class recognition is also very difficult to solve, similarly as is the case
of melanoma image recognition.
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a)

b)

c)

Fig. 2. Examples of ROI of mammograms belonging to normal (a), benign (b), and malignant (c) cases.

3. Feature selection methods

The classifiers applied in the ensemble should be supplied by the diversified sets of features
selected from a large set of numerical descriptors of the image. The classical approach to the
definition of descriptors uses expert knowledge of the images. Typically, it is based on texture
analysis, statistics in the color description, or some geometric parameters [3, 7, 11]. Such an
approach in the case of melanoma tries to follow the ABCD descriptive system used by medical
experts in melanoma recognition [12].

However, nowadays such a manual approach to the definition of numerical description has
been replaced by automatic methods and application of deep learning techniques. Such descriptors
are generated by many preprocessing, locally connected layers, as is done in a CNN. They are
finally available in the flattened layer of the CNN structure. For example, in Alexnet the flattened
layer delivers 4096 descriptors, correlated in some way with the classes subjected to recognition.

Irrespective of the method applied in the definition of numerical descriptors of the image,
the next step is to assess their class discrimination ability, which is strictly dependent on the
selection procedure. The simplest selection method is to use a limited set of randomly selected
descriptors. It has been found that such an approach is quite efficient with a very high population
of descriptors. Such a selection method is typically associated with softmax in deep learning.
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The choice of randomly selected features is changing at each learning cycle. Statistically, with
many cycles, all descriptors are involved in making the classification decisions, albeit in different
proportions depending on the drawing process.

The other, more advanced approach, is to select a limited number of descriptors as features
based on a deterministic evaluation of their ability to discriminate between classes. There are
many well-known selection methods based on different principles, like statistical hypotheses,
THE correlation principle, the distance of neighboring samples, genetic algorithms, decision
trees, etc. [9, 11, 13]. As a result of their application different sets of chosen descriptors can be
selected.

Based on some introductory experiments the following selection methods have been applied in
this work: the Fisher discriminant method (FD), two-sample Student t-test (T-test), Kolmogorov-
Smirnov test (KS), Kruskal-Wallis test (KW), correlation of data with the class (CDC), step-wise
fit selection (SWF), the nearest neighbor analysis (NNA), and relieff (REL) [9, 13].

They represent different approaches to feature selection, including filter, wrapper, and em-
bedded methods. Each of these methods applies a different principle to evaluate the class dis-
crimination ability of the feature. Some methods evaluate features based on their independent
performance (FD, T-test, KS, KW, CDC), while others consider their cooperation in classification
tasks (SWF, NNA, REL). The other approach is based on the results of hypothesis tests (T-test,
KS, KW) and still another applies special formulas relating the values of the features to class
membership (REL, NNA, FD, SWF). Irrespective of the approach, the chosen numerical descrip-
tors are associated with the class membership according to the applied selection mechanism,
which varies from method to method.

Figure 3 shows the exemplary results of class discrimination ability of the first 100 numer-
ical descriptors (out of 4096 generated by CNN) according to the Kruskal-Wallis test, Fisher

Fig. 3. Examples of estimated values of class discrimination ability of the first 100 numerical descriptors generated by
the CNN in recognition of melanoma versus non-melanoma.
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discriminant, and relieff. The results correspond to the database of melanoma images. It should
be noticed here that the class discrimination ability of the first 100 features has been assessed
in various ways with different methods. A similar situation is among the rest of the descriptors.
Therefore, in the next step, after arranging them in decreasing order and limiting their number to
some chosen value, we obtain 8 different sets of features, corresponding to 8 selection methods,
which supply the SVM and RF. Their cooperation with these classifiers will result in 16 units of
the ensemble.

To check how different the sets of selected descriptors are, we have estimated the statistical
characterization of them. Table 2 shows the statistical values of the most important 300 descriptors
selected by the applied selection algorithms. All of them have been normalized to the common
range {0, 1} by applying min-max normalization.

Table 2. Statistical parameters of the normalized quality measures corresponding to 8 selection methods.

Method mean median std iqr skewness kurtosis

SWF 0.3763 0.3196 0.2042 0.142 1.02066 4.216

T-test 0.2536 0.1879 0.2094 0.3322 0.96572 3.456

KS 0.2067 0.09598 0.25981 0.29824 1.56156 4.785

KW 0.2040 0.0802 0.2627 0.2821 1.368999 3.7128

CDC 0.210 0.0876 0.2674 0.3553 1.48718 4.3775

FD 0.261 0.196 0.2105 0.3429 0.94611 3.3415

NNA 0.260 0.2345 0.2462 0.4368 0.6830 2.703

REL 0.195 0.217 0.208 0.375 0.587 2.881

The estimated values of the mean, median, standard deviation, interquartile range, skewness,
and kurtosis estimated values are presented for all 8 selection methods. The presented statistics
confirm the existing differences in the selected sets of features. Especially large changes are
observed for median and skewness values.

4. Ensemble systems of classifiers

An ensemble of classifiers is a known method for increasing the efficiency of classification
systems [1]. It uses multiple learning models to obtain better performance compared to any of the
constituent models alone. The research in this area has shown that significant diversity among
the classification models is needed to obtain better results for the validation/testing data [1, 14].
One can notice that each unit looks at the classification problem from different points of view,
considering various aspects of the mechanisms governing the analyzed process.

The paper proposes two approaches to ensemble creation. The first system uses classical
(shallow) classifiers supplied by features chosen from the full set of descriptors by applying
special deterministic selection methods as well as a randomly chosen set. The second model
applies the features automatically generated by the deep structure of the convolutional neural
network. It uses many CNN networks of different structures, providing in his way different sets of
features. Such arrangement has shown high independence of the constituent units and, as a result,
high efficiency in class recognition.
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4.1. Ensemble based on shallow classification units

The first proposed system is based on three types of classification units: SVM, RF, and
softmax. It applies the complex hierarchical structure of classification based on deep learning.
The pre-trained CNN neural network used in the transfer learning mode delivers a wide set
of numerical descriptors of the image These descriptors are subjected to different selection
procedures generating a diversified set of features and creating the input attributes to SVM [15],
the random forest of the decision tree [5], and softmax classifiers [16].

The SVM is a supervised classification model strictly associated with a very special learning
algorithm developed by V. Vapnik. It applies nonlinear mapping of a set of original vectors x
into a hyperplane using a kernel function 𝐾 (x, x𝑖), which allows much better discrimination
between the data of two opposite classes. Thanks to this, the SVM classifiers perform very well
(good generalization ability) in difficult high-dimensional classification problems with a relatively
small population of learning data. The SVM of the Gaussian kernel was used in our solution. The
regularization constant C and Gaussian kernel width have been adjusted in the introductory stage
by repeating the learning experiments for the set of their predefined values and choosing the best
one based on the validation data set. The SVM network has applied the kernel function 𝐾 (x𝑖 , x) =
exp

(
−𝛾 ‖x − x𝑖 ‖2

)
of the hyperparameter 𝛾 = 0.5 and regularization constant C = 1000. Both

values have been adjusted by trials in the introductory experiments using the validation data.
The Breiman random forest [5] represents another high-quality classification system based on

the ensemble of decision trees. It constructs many decision trees at training time. Their verdicts
are integrated by the majority voting. The good generalization ability of RF is provided by the
random selection of the subsets of the learning data, as well as using a limited set of randomly
selected features, chosen in each decision node of the trees. The applied random forest was
composed of 100 decision trees with the number of variables in the decision nodes equal to the
square roots of the dimension of the input vector.

The softmax classifier, extensively applied in deep learning, elaborates its classification de-
cision on the probability theory. Contrary to the previous selection approach, the input attributes
to the softmax are usually formed from randomly selected descriptors which change with ev-
ery learning cycle. The 𝑖th output unit calculates first the weighted sum 𝑢𝑖 of the input signals
(elements of descriptor vector x):

𝑢𝑖 (x) =
∑︁
𝑗

𝑤𝑖 𝑗𝑥 𝑗 + 𝑤0 (1)

and then the probability of the membership of this vector to the 𝑖th class (𝑖 = 1, 2, . . . , 𝑀) based
on the softmax operation:

softmax (u𝑖) =
exp(𝑢𝑖)

𝑀∑︁
𝑗=1

exp(𝑢 𝑗 )
. (2)

The label of the output unit of the highest value of softmax represents the recognized class.
Applying different dropout ratios in the random selection process allows to create many members
of this type.

The diversity of the classification units is additionally increased thanks to a different definition
of the objective function and learning algorithms. The SVM cost function is defined as the
quadratic optimization problem with constraints. RF is based on building many weak decision
trees and applying an ensemble approach to elaborate final classification decisions. Softmax
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classifier is based on minimization of cross-entropy function and operates in a probabilistic
space.

Based on the considerations presented above, we have developed an ensemble system of
the structure presented in Fig. 4 [32]. The signals of the hidden convolution layers of the CNN
architecture are created by the pre-trained structure. After some introductory experiments, we
applied AlexNet architecture in the role of CNN [17].

Fig. 4. First CNN-based ensemble structure used in the experiments. The pre-trained CNN delivers the set of 4096
numerical descriptors of the data. They are subjected to 8 selection procedures delivering a much smaller number of
descriptors as the diagnostic features. These features represent the input signals to SVM and RF classifiers. The set of
softmax classifiers applies different numbers of hidden units and is supplied by features randomly selected from the whole

set of descriptors.

The first part of the applied AlexNet is composed of 6 locally connected hidden convolution
layers responsible for the generation of the set of 4096 numerical descriptors of the image.
The ReLU nonlinear activation function and MAX pooling were used in each layer. The ADAM
learning algorithm with an initial learning rate of 1.3𝑒−4 was applied in learning. The mini-batch
size was equal to 10 and the number of epochs limited to 50 was used.

The set of all descriptors represents the input to the ensemble system composed of 26
classifiers. The 16 classification units are based on SVM and RF supplied by the sets of features
chosen by 8 deterministic selection methods.

The other 10 softmax classifiers are supplied by a limited set (from 30% to 50% randomly
drawn) of the randomly selected features chosen from the set of descriptors with the assumed
dropout ratio. They represent the input attributes for the final neural classification subsystem,
which is based on the softmax operation. The CNN members of this set apply also different
numbers (from 200 to 600) of hidden neurons of Rectified Linear Units (ReLU) activation. The
number of output neurons is equal to the number of recognized classes.

4.2. Ensemble based on deep CNN classifiers

The second system developed in the paper is based on direct application of deep CNN
classifiers of different structures. The CNN architecture of many locally connected layers is
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responsible at the same time for generating the features and undertaking the final classification
decision. The hidden convolutional layers apply the shared-weight architecture of the convolution
kernels of filters that slide along input features providing the translation-equivariant responses
(feature maps). The input image applied to the network is processed by many such layers. In
general, the CNN multilayer structure takes advantage of the hierarchical pattern in data and
patterns of increasing complexity using smaller and simpler patterns embossed in their filters.

Many different arrangements of CNN architectures can be built. They result in various pre-
processing ways of input data. Thanks to this, the CNN members forming the ensemble are
significantly independent in the decision regarding the class membership of input data. Nowa-
days, there are many pre-trained CNN structures that are ready to use in a transfer learning mode.
After some introductory experiments the following CNN structures have been selected for this
ensemble: GoogleNet, Inceptionv4, DenseNet201, ResNet50, InceptionResNetv2, NasNetlarge,
EfficientNetb0, AlexNet and ShuffleNet [17–19]. All members of the ensemble accept the same
input images, however, the way of preprocessing applied by them is significantly different. Fig. 5
presents the proposed ensemble of deep CNN units applied in the numerical experiments.

Fig. 5. Ensemble of deep CNN structures used for medical image recognition. The CNN structures are denoted by the
numbers: 1 – GoogleNet, 2 – Inceptionv4, 3 – DenseNet201, 4 – ResNet50, 5 – InceptionResNetv2, 6 – NasNetlarge,

7 – EfficientNetb0, 8 – AlexNet and 9 – ShuffleNet.

5. Results of numerical experiments

Numerical experiments using the developed systems have been conducted for the recognition
of the medical images corresponding to melanoma and breast cancer. All experiments have been
performed in MATLAB [20]. Due to small populations of samples in databases, we resigned
from scratch learning and used the pre-trained CNN architectures.

In the first approach to ensemble creation, only one CNN structure used only for the generation
of image descriptors is chosen. The choice of it was based on the accuracy of the class recognition
by using only a typical softmax learning algorithm, common to all architectures. The highest
accuracy in both, melanoma and breast cancer problems on the randomly selected validation set
was obtained with the application of AlexNet. The results related to other net structures were
slightly worse. Fig. 6 presents a comparison of mean accuracy in melanoma recognition obtained
individually by applying different CNN architectures. The names of CNN structures were coded
numerically in the same way as in Fig. 5.
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Fig. 6. Comparison of accuracy of class recognition in the melanoma problem obtained in application
of single CNN architectures. The pre-trained AlexNet (8) was found the best.

In the database of mammogram images representing breast cancer, the advantage of AlexNet
was also confirmed. Therefore, in further experiments, the pre-trained AlexNet was used as the
basic structure in the generation of the numerical descriptors of the images in both tasks.

5.1. Results of melanoma recognition

Two different arrangements of the ensemble were used in the experiments. One, based on the
application of shallow classifiers was presented in Fig. 4 and the other formed from only deep CNN
networks was given in Fig. 5. The first one (called a shallow ensemble) contained 26 classifiers
following from a combination of results of feature selection methods and three classifiers: a set of
SVM, RF, and softmax classifiers (the later cooperating directly with randomly selected numerical
descriptors). Note that the softmax classifier accepting the random choice of descriptors introduces
the element of randomness in the classification process (some sort of implicit regularization of
the classification task). The second solution (deep ensemble) was formed from only 9 selected
CNN classification units as shown in Fig. 5.

The numerical results will be presented using the following quality measures: accuracy of
the system (ACC), sensitivity (true positive rate – TPR), specificity (true negative rate – TNR),
true positive precision (TPP), true negative precision (TNP), F1 measure corresponding to true
positive (F1_TP) and true negative (F1_TN) as well as the area under the ROC curve (AUC) [21].
These results will correspond to 10 repetitions of experiments with randomly changing contents
of the learning subset (70% of database samples) and testing samples (30% of the database). Only
the results of testing data will be discussed here. Table 3 represents the mean values of the quality
measures corresponding to the shallow and deep ensembles in the recognition of melanoma versus
non-melanoma cases. The middle column of the table, related to application of shallow ensemble
depicts the results already presented by the authors at the CPEE 2022 conference [32].

All results of the integrated ensembles are much better than the average results of individual
members of the ensemble. The average accuracy of non-integrated classifiers of the shallow
ensemble was equal to 92.06% at a 2.57% of standard deviation, compared to 94.59% and the
standard deviation of 1.08% of the integrated ensemble. In the case of the deep ensemble, the mean
accuracy obtained in 10 repetitions of experiments was 98.6% with a small standard deviation
equal to 1.05%. The advantage of fusing the results of members of the ensemble into the final
verdict of class recognition is evident.
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Table 3. The results of recognition of melanoma versus non-melanoma cases.

Quality measure Shallow ensemble Deep ensemble

ACC 94.59% ± 1.08% 98.6% ± 1.05%

TPR 0.982 1.00

TNR 0.911 0.971

TPP 0.930 0.975

TNP 0.973 1.000

F1_TP 0.954 0.985

F1_TN 0.942 0.986

AUC 0.9794 0.9996

Mean ACC of individual classifiers 92.06% ± 2.57% 90.95 ± 4.75%

It is generally not easy to objectively compare our results with those presented in different
papers, because the databases used in the experiments are usually different. For example, [22]
has shown a sensitivity TPR= 0.83 and a specificity TNR= 0.90% of the cascade classifiers
in detecting melanoma in clinical images. In [8], a sensitivity TPR= 0.96 and a specificity
TNR= 0.80 are reported for the proposed system. A recent paper [14] has presented a deep
classification system in melanoma recognition by application of 9 CNN networks and declared
an accuracy of 86.71%, obtained on the HAM10000 dataset. [23] has shown the classification
system based on several CNN architectures. The experimental results based on 7146 images have
shown an accuracy of 76.08% in melanoma recognition.

[24] has shown the results of the application of the current market version of a CNN
(Moleanalyzer-Pro®, FotoFinder Systems GmbH) used for classifications (malignant/benign) in
six dermoscopic image sets. Each set included 30 melanomas and 100 benign lesions. The best
results obtained in these sets were as follows: TPR= 0.93%, TNR= 0.65, AUC= 0.926.

However, all the results presented above refer to different datasets. Therefore, it is difficult to
draw objective conclusions. The only fair comparison can be made in the case of the application
of the same database. Such a case was presented in [3]. The solution shown there was based on
the ensemble but created differently. It combined an extended set of descriptors based also on
texture (Haralick GLCM descriptors), chaotic theory (fractal texture analysis), analysis of pixel
intensity (maximum subregion statistics, percolation theory, the Kolmogorov-Smirnov statistics).
Two types of classical classifiers (SVM and RF) have been used in ensemble creation. The best
accuracy reported in [3] for the same database was ACC= 93.76% and AUC= 0.923, while our
best results presented in this work are ACC= 98.6% and AUC= 0.9996.

5.2. Results in breast cancer recognition

The numerical experiments for breast cancer have been directed at solving two tasks. The first
one is recognizing the abnormal cases (the benign and malignant instances forming one class)
from the normal group. The second task represents the recognition of malignant cases from the
rest (benign and normal cases treated as a common class). Once again, the experiments were
repeated 10 times with randomly selected learning and testing data (70% – learning and 30% –
testing).

The additional problem with this database is the very large unbalance of the classes (9215
images representing normal cases, and 888 benign and 1115 malignant cases). To counteract such
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a situation the normal data set used in learning was split into 4 equal parts and four classification
systems were trained. Each system was supplied with one part of normal cases against the same
(whole) set of malignant ones. In the testing mode, the results of all these 4 systems were fused
into a final decision using majority voting.

Table 4 presents the numerical results of the ensemble concerning the recognition of normal
mammograms against malignant and benign cases treated together. The results obtained by the
ensemble are better than the average of individual members not integrated into a common decision
(accuracy of 88.93% of deep ensemble compared to 83.72% as the mean of individual classifiers).
A significant improvement is observed also for the stability of results in the runs. In the case of
a deep ensemble, the standard deviation of results in 10 runs was only 0.55%, compared to 2.90%
in the case of non-integrated results.

Table 4. Results of recognition of normal versus abnormal (malignant and benign) cases of breast cancer.

Quality measure Shallow ensemble Deep ensemble

ACC 84, 94% ± 0.94% 88.93% ± 0.55%

TPR 0.836 0.863

TNR 0.850 0.910

TPP 0.812 0.906

TNP 0.881 0.869

F1_TP 0.823 0.884

F1_TN 0.865 0.889

AUC 0.9201 0.9644

Mean ACC of individual classifiers 79.12% ± 2.11% 83.72% ± 2.90%

Figure 7 shows the ROC curve obtained in a single run of the experiments. After integration of
the ensemble, the average area under this curve obtained in 10 repetitions of the experiment reached
the value AUC= 0.9644. This value is significantly larger in comparison with AUC= 0.9201,

Fig. 7. ROC curve obtained in one run of the experiments in mammogram recognition.
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which was calculated as the average of the individual values of the non-integrated members of
the ensemble.

The second experiments for mammograms were conducted in recognition of malignant cases
from the normal and benign together. This task is slightly more difficult, because of some
similarities between malignant (one class) and benign (opposite class) cases.

Table 5 presents the detailed results corresponding to the considered quality measures in the
second task. Once again, both ensembles have provided improved results compared to the average
value of all individual members taking part in the classification task. For example, the accuracy
of the deep ensemble was 86.54% compared to an average of the single classification deep units
equal to 79.63%.

Table 5. The results of recognition of malignant versus normal joined with benign cases of breast cancer.

Quality measure Shallow ensemble Deep ensemble

ACC 80.15% ± 1.03% 86.54% ± 0.61%

TPR 0.83 0.867

TNR 0.78 0.863

TPP 0.73 0.863

TNP 0.86 0.866

F1_TP 0.78 0.865

F1_TN 0.82 0.865

AUC 0.8663 0.9319

Mean ACC of individual classifiers 73.22% ± 3.95% 79.63% ± 3.71%

The comparison of our results with other works will be limited to the same DDSM database
applied in several recent works. All these papers have proposed different CNN structures as
a solution to the problem. However, the presented results strongly depend on the number of
samples taken from DDSM database since this base is very strongly unbalanced (9215 of normal
class out of all 11218 images existing in the database) A problem with the comparison is the
presented set of quality factors, usually different in the papers. For example, the lack of sensitivity
results does not allow assessing the real quality of the methods since for the unbalanced data set
it is very easy to achieve good accuracy at the expense of sensitivity. In general, the only real
comparison can be done based on AUC (often omitted by authors).

For example, [25] declared an accuracy of 92.5% for a set of only 600 images selected from
DDSM and representing benign and malignant cases. [26] presented results for 2085 images. They
include an accuracy of 85% and AUC= 0.91 in recognition of normal, benign, and malignant
classes. [27] applied 1318 images and declared an accuracy of 66% in recognition of normal,
benign, and malignant cases. [28] used 10480 images and declared an accuracy of 92% in the
recognition of normal, benign, and malignant cases. [29] declared the sensitivity of the value
TPR= 0.95 in recognition of 3568 images representing benign and malignant cases of breast
cancer.

In [30], the numerical results of the system based on the curvelet application were presented
for the whole database containing 11218 images. The authors stated that the accuracy of detection
of malignant and benign cases (treated together) versus normal cases ranges from 81.3% to 86.4%,
depending on the feature set used. The accuracy for detecting malignancy compared with normal
and benign (treated together) ranged from 50.7% to 60.4% for the best solution.
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Another paper, [31], presented an ensemble of 10 classification units based on SVM, random
forest, k-nearest neighbors, nonlinear autoencoder, and logistic classifiers, all powered by a set of
diagnostic features organized in a different order. The experiments also used the whole database
containing 11218 images. For the detection of normal versus abnormal (malignant and benign)
cases, the reported accuracy was 84.5% with a sensitivity of 0.829 and an AUC of 0.920. For
the detection of malignant cases from the rest (benign and healthy cases combined), the reported
accuracy was 80.2%, a sensitivity of 0.833, and an AUC of 0.890.

Our best results for the recognition of normal from abnormal (malignant and benign) cases by
the deep ensemble are as follows: accuracy of 88.93%, the sensitivity of 0.863, and AUC= 0.9644.
For malignant case detection, our best results are an accuracy of 86.54%, a sensitivity of 0.867,
and AUC= 0.9319.

6. Conclusions

The paper has proposed two multi-stage ensemble systems to solve the classification problem
in medical image recognition representing melanoma and breast cancer. The first system is
organized into a few stages of data processing. The first stage applies a preprocessing CNN for
the generation of a large set of numerical descriptors of the images. Based on the introductory
experiments, AlexNet was chosen as the source of 4096 descriptors. In the second phase, different
selection methods were applied to generate a limited set of the best features (input attributes to
the classifiers) from the full set of image descriptors. The applied methods represent different
approaches to the problem of selection, including filters, wrappers, embedded methods, and even
a special form of random selection. Thanks to their independent operation, they analyze the data
from different points of view and in this way enrich our information about the problem.

In the last step, different sets of features, which are generated by individual selection methods,
are used as input attributes to the few classifiers forming the ensemble. Three types of classification
systems have been used: a support vector machine, a random forest of decision trees, and softmax.
Combining them with the varying sets of features has resulted in 26 members of the ensemble.
Their results are fused into a final classification decision using majority voting.

The second ensemble system was formed from many different deep CNN structures whose
results are fused into a common decision by majority voting. Due to significant differences in
signal processing in the hidden layers, the classifiers forming the ensemble achieved very high
independence in their operation. Thanks to this, the ensemble created in this way is very efficient
and allows for improving the quality of its operation.

The results of numerical experiments have shown the high efficiency of the proposed ap-
proach to building the ensemble system in application to medical image recognition. Two types
of image recognition tasks have been investigated. One is related to the dermoscopic melanoma
images and the other to the images of screening mammography in breast cancer. In both cases,
the ensemble system based on deep neural networks has shown a high advantage over the indi-
vidual member results, significantly increasing the accuracy, sensitivity, and precision of image
recognition.

The main contribution of the paper is proposing new ways of creating deep learning ensemble
systems which are relatively insensitive to the number of data samples used in learning, and at
the same time can cope effectively with the problem of large similarity between representatives
of opposite classes. The proposed approaches are based on image descriptors automatically
generated by the CNN architecture. The numerical experiments have shown their advantage over
the existing solutions.
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Future research will be directed at the following tasks:
– One is to find the best combination of different CNN structures associated with the feature

selection methods. In this way, we expect to increase further the independence of operation
of individual units and, as a result, improve the performance of the ensemble.

– More study is needed to determine the optimal number of component classifiers of an
ensemble. Prior determining the ensemble size and volume of the needed learning data
is crucial in creating an optimal ensemble system. Some theoretical papers like [2] have
suggested that there should be an ideal number of component classifiers for an ensemble,
however, the surplus number of classifiers might also lead to the deterioration of the
accuracy.
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