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Abstract

The idea of cancelable biometrics is widely used nowadays for user authentication. It is based on encrypted or intentionally-distorted templates. These templates can be used for user verification, while keeping the original user biometrics safe. Multiple biometric traits can be used to enhance the security level. These traits can be merged together for cancelable template generation. In this paper, a new system for cancelable template generation is presented depending on discrete cosine transform (DCT) merging and joint photographic experts group (JPEG) compression concepts. The DCT has an energy compaction property. The low-frequency quartile in the DCT domain maintains most of the image energy. Hence, the first quartile from each of the four biometrics for the same user is kept and other quartiles are removed. All kept coefficients from the four biometric images are concatenated to formulate a single template. The JPEG compression of this single template with a high compression ratio induces some intended distortion in the template. Hence, it can be used as a cancelable template for the user acquired from his four biometric traits. It can be changed according to the arrangement of biometric quartiles and the compression ratio used. The proposed system has been tested through merging of face, palmprint, iris, and fingerprint images. It achieves a high user verification accuracy of up to 100%. It is also robust in the presence of noise.
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1. Introduction

Individual biometric traits, whether behavioural or physical, are different and they can be used to distinguish each person from the others. For this reason, biometric traits have become efficient tools for critical system authentication. Unfortunately, saving biometric traits in their original forms might face database assaults. Hence, systems that depend on biometrics in their original versions are not secure enough. To solve this problem, researchers developed the idea of cancelable biometrics. Cancelable biometric systems (CBS) are based on biometric templates that have been purposely altered or encrypted. Any biometric authentication system has two stages, namely enrollment and authentication [1]. Increasing the user biometric secrecy and preserving a high degree of discrimination between users are the two goals of biometric authentication systems. It is important to achieve a trade-off between these two conflicting goals [2].

The term “Cancelable biometrics” was originally used in 2008 by Ratha et al. [2]. In CBS, dummy biometric identities are stored in the database during enrollment. The same dummy biometric identities are created for verification purposes using the original biometrics that were obtained during authentication. In CBS, matching is performed between the cancelable dummy biometric...
templates. If a hacker is able to obtain these dummy biometric identities, new ones are generated. They should be entirely distinct from those that have previously been compromised. This meets the two essential criteria of CBS, which are revocability and diversity.

Biometric salting and non-invertible transforms are the most popular methods used in CBS. CBS based on salting can be built with random noise addition, random convolution, and random permutation [2, 3]. Random projection is one of the widely-used tools for the generation of cancelable biometric templates. Random projection means the projection of extracted feature vectors from a higher-dimensional space onto a lower-dimensional space using a random matrix.

There is another CBS classification to unimodal and multimodal systems. Unimodal biometric systems depend on only one biometric in the authentication, but multimodal systems depend on more than one biometric. Each of them has its advantages and disadvantages, and only the application and the requirements determine the appropriate system.

1.1. Paper motivation

Compress is one of the essential tools that are applied to images. Compression is performed to reduce the size of the image, decrease the memory used, and decrease the processing time [3–5]. One of requirements of image compression is keeping the high image quality. On the other hand, the main idea of CBS is to obtain new patterns that have low correlation with the original ones. The motivation of this paper is generating cancelable templates based on quantization concepts used in image compression in a way that distorts the biometric images. Image compression is applied to different biometric images including face, fingerprint, iris, and palmprint. This paper presents a unimodal system by applying the proposed compression algorithm on each biometric, separately. The system performance with different biometric traits is investigated. The paper also presents a multimodal system that works by applying the proposed compression algorithm on four combined biometrics.

The main idea of this paper is taken from the JPEG image compression standard. It is implemented as follows:
- In the unimodal system, the proposed compression algorithm is applied on each biometric, separately.
- In the multimodal system, four biometric images that belong to the same individual are compressed after combining them by the DCT. The first quartile of the DCT of each biometric image is kept. Hence, only strong DCT coefficients are kept. After that, the first quartiles of all biometric images are combined together in a single matrix. Finally, the obtained new matrix is compressed with the designed quantization table to induce distortion.

1.2. Paper contributions

The paper contributions can be summarised as follows:

1. The image is divided into blocks and the DCT is applied on each block to obtain the high-, mid- and low-frequency coefficients.
2. In most images, the low-frequency coefficients carry most of the energy, which lies in the upper left quartile of the DCT. Keeping this quadrile maintains the image information.
3. Unlike compression, a quantization table is designed to attenuate the low-frequency coefficients and maintain the mid- and high-frequency coefficients to obtain a distorted compressed image. The quantization table has the same size as that of the blocks.

1.3. Paper structure

This paper is divided into several sections. Section 2 gives an explanation of the related work. Section 3 introduces the idea of the proposed cancelable biometric systems that depend on JPEG compression. Simulation results are shown in section 4. Conclusion is finally provided in section 5.

2. Related work

In recent years, different works about CBS have been presented based on different tools. Iris segmentation and localisation have been utilized by Soliman et al. [6] for iris-based authentication. This system achieved a 99.67% average accuracy and an equal error rate (EER) of 0.58%. The Johnson-Lindenstrauss lemma represents the basis for this idea. Soliman et al. [7] presented another system based on convolution kernels created with chaotic maps to construct encrypted Gabor features from iris images. In this system, the encryption key is determined by the extracted feature vector. An accuracy of 99.08% and an EER of 1.17% have been achieved with an enhanced logistic map.

Qiu et al. [8] designed a look-up table-based system for cancelable palmprint recognition. Using chaotic matrices and Gabor filtering, features are extracted. Based on the chosen check bits, the built-up blocks are converted to comprehensive decimals and delivered to look-up databases. With a high identification accuracy of 99.92%, the CBS based on palmprint templates achieved high security levels. Additionally, Soliman et al. [9] introduced an efficient bio-convolving system that depends on an encrypted feature matrix to guarantee user privacy. The scale-invariant feature transform (SIFT) has been used to extract features from face images. An EER of 0.0017 and an area under the receiver operating characteristic curve (AROC) of 0.993 have been achieved with this system. Jin et al. introduced a unimodal CBS based on fingerprint minutiae features [10]. It depends on minutiae proximity decomposition (MVD) to generate the cancelable templates from the fingerprints. This system achieved an EER of 1.77. In Ref. 11, Gowthamim and Mamatha used linear binary patterns to extract fingerprint features. The fingerprint image is sectioned into nine sectors with equal size. Each sector gives its linear binary pattern. This system achieved an average accuracy of 94.28%.

A multimodal system that depends on adaptive Bloom filters was introduced by Christian and Fierrez [12]. This system achieved an EER of 0.4%. Abd El-Samie et al. [13] presented a cancelable multi-biometric security system in which several biometric traits for the same person are treated to obtain a single cancelable template. Optical scanning holography is applied during the acquisition of
Abdullatif et al. presented a cancelable biometric recognition system based on a convolutional neural network (CNN) model with bio-convolution [16]. The system achieved high accuracy, while maintaining the capacity to discard compromised biometric traits. Additionally, the rates of recognition ranged from 95.48% to 99.15%.

3. The proposed cancelable biometric recognition system

Image compression is an important branch of image processing. It means reducing image size without degrading the image quality. There are two types of compression, one is lossless and the other is lossy. Lossless compression means reducing the image size by removing the unnecessary data or redundancy. This type preserves the image quality [17]. On the other hand, lossy compression does not preserve the image quality and may cause image distortion during compression. The JPEG compression is one of the lossy compression types. Its steps can be summarised as follows:

1. The image is first divided into 8 × 8 blocks.
2. The grayscale image pixel values range from 0 to 255, but the DCT is designed to work on pixel values ranging from −128 to 127. So firstly, the original block pixels are leveled-off by subtracting 128 from each pixel value.
3. The DCT is applied on each block as follows:

$$D(i,j) = \frac{1}{\sqrt{2N}} c(i)c(j) \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} p(x,y) \cos \left(\frac{2x+1)i\pi}{2N}\right) \cos \left(\frac{2y+1)i\pi}{2N}\right).$$

(1)

where \(N\) is the block size, \((i,j)\) is the pixel position in the DCT domain and \((x,y)\) is the spatial pixel position in the block.
4. The cancelable template generation is based on the quantization table. The compression level and image quality depend on the selected quantization table. Quantization is performed on each block. There is a standard quantization table for compression. It maintains good quality of compressed images.
5. To obtain the cancelable templates, a rotated quantization table is used for obtaining the quantized DCT coefficients. The traditional table of JPEG is shown in Fig. 1(a). The rotated table used in the proposed system is shown in Fig. 1(b). The main objective of rotation is to induce distortion rather than keeping the main energy coefficients. The low-frequency components are damped. On the other hand, the high-frequency components are high. This leads to some sort of distortion. This modification gives the ability to distort the biometric image, while keeping its spectral signature.

Each element in the \(D(i,j)\) matrix is divided by the corresponding element in the quantization table. Then, the result is rounded to the nearest integer value,

$$c(i,j) = \text{round}\left(\frac{D(i,j)}{\text{rotate } q(i,j)}\right)$$

(2)

Figure 1 shows the standard quantization table, the modified quantization table, and the corresponding image obtained with each table.

![Fig. 1. Quantization table and the corresponding compressed image in the DCT domain: standard quantization table (a) and rotated quantization table (b).](image)

In this paper, the steps shown in Fig. 2 are used to intentionally distort the biometric image to obtain a cancelable template. A unimodal biometric system is presented through adopting only one biometric to verify users. The cancelable template is generated by applying the destructive compression directly on the biometric image. The system is applied on face, fingerprint, palmprint, and iris images, individually. Verification is performed through cancelable templates.

![Fig. 2 Cancelable template generation.](image)

A multimodal biometric system is also presented by first merging four biometric images together before the destructive compression. The DCT is applied on each biometric image. It divides the image into four quartiles. The first quartile holds the basic information that characterises the image. The first quartiles of all biometric images are combined together in a single matrix. Hence, the first quartile of the composite image carries the DCT of the face, the second quartile carries the DCT of the iris, the third quartile carries the DCT of the fingerprint, and the fourth quartile carries the DCT of the palmprint. Finally, the combined matrix is distorted through quantization.
Figure 3 shows the multimodal cancelable template generation by DCT and quantization. Figure 4 shows the whole system with enrollment and verification phases.

The DCT is often used for compression and quantization applications. While discrete wavelet transform (DWT) has its own advantages, such as being more suitable for certain types of signals with irregularities or discontinuities, the choice between DCT and DWT ultimately depends on the specific application and signal characteristics. In this work, it was decided to use DCT, because it is well-suited for image and video compression, which is the primary application that is focused on. So, DCT and DWT are both commonly used for compression and quantization in signal and image processing applications. However, there are some reasons why DCT is preferred to DWT in certain situations. These reasons include:

- **Computational complexity:** DCT is computationally simpler than DWT, which means it requires less processing power and time. This makes it more suitable for real-time applications, where speed is important.
- **Energy compaction:** DCT has better energy compaction than DWT, which means it can represent more of the signal energy with a smaller number of coefficients. This makes it more efficient for compression purposes.
- **Higher frequency resolution:** DWT provides better frequency resolution at higher frequencies than DCT, but this is not always necessary in compression applications where the focus is on preserving the lower frequency components.
- **Availability of standards:** DCT is widely used in image and video compression standards such as JPEG, MPEG, and H.264, which makes it more convenient for interoperability and compatibility with existing systems.

![Fig. 3. Multimodal cancelable template generation.](image)

![Fig. 4. The proposed multimodal biometric system.](image)
Overall, the choice between DCT and DWT depends on the specific requirements and constraints of the application. While DWT has some advantages over DCT, DCT is often preferred due to its simplicity, efficiency, and compatibility with existing standards.

In addition, cancelable template generation based on quantization concepts involves generating a biometric template from a user biometric data (such as fingerprint or iris) that can be securely stored and used for authentication purposes. The template is generated using a quantization process that discretises the continuous biometric data into a finite set of values. In this context, DCT is preferred over DWT for the following reasons:

- **Lower complexity**: DCT has lower computational complexity than DWT, which makes it more efficient for the quantization process used in template generation.

- **Better energy compaction**: DCT has better energy compaction properties than DWT, which means it can represent more of the signal energy with less coefficients. This is important for generating a compact template that can be easily stored and transmitted.

- **Standardization**: DCT is a widely-used standard in image and video compression, which means that there are well-established algorithms and libraries available for implementing it. This makes it easier to integrate DCT-based quantization into existing systems.

- **Security considerations**: DWT-based quantization may be vulnerable to certain attacks, such as the wavelet denoising attack, which can compromise the security of the generated template. DCT-based quantization, on the other hand, is less vulnerable to such attacks and can provide stronger security guarantees.

Thus, DCT is preferred to DWT for cancelable template generation based on quantization concepts due to its lower complexity, better energy compaction, and stronger security guarantees.

Also, the decision to use conventional DCT instead of deep learning for the proposed work depends on various factors, including the problem requirements, data availability, computational complexity, and interpretability of the solution.

Here are some reasons why conventional DCT might be preferred to deep learning:

- **Interpretability**: Conventional DCT is a well-established and interpretable mathematical transform that is widely used in image and signal processing. The output of the DCT can be easily understood and analysed in terms of the frequency components of the input signal. This makes it easier to explain and validate the results obtained from the DCT-based cancelable template generation.

- **Computational efficiency**: DCT is a computationally efficient algorithm that can be easily implemented on various hardware and software platforms. On the other hand, deep learning requires significant computational resources, including high-end GPUs and specialized software frameworks, making it less feasible for some applications.

- **Data availability**: Deep learning algorithms require large amounts of labelled data to train the models, effectively. However, in some applications, such as biometric template generation, collecting and storing large amounts of biometric data can raise privacy concerns. In such cases, DCT-based cancelable template generation can be a viable alternative, as it requires only a small number of reference templates to generate the cancelable templates.

- **Security and privacy**: Cancelable templates generated using DCT-based methods can be more secure and privacy-preserving than those generated using deep learning. This is because DCT-based methods generate cancelable templates by applying quantization to the reference templates, which makes it difficult for attackers to recover the original templates from the cancelable templates.

In summary, the use of the conventional DCT for the proposed work is preferred to the use of deep learning due to its interpretability, computational efficiency, data availability, security and privacy advantages.

4. Simulation results

4.1. Tested datasets

Four datasets of face images, fingerprints, iris images, and palmprints are used to test the proposed CBS. The datasets employed in these tests include the ORL database for faces [18], the FNC2002 DB 1 for fingerprints [19], the CASIA-V3 for iris [20], and the CASIA-V1 for palmprints [21]. The ORL database of faces contains 400 images for 40 distinct subjects. The size of each image is 92 × 112 pixels, with 256 grey levels per pixel. The FNC2002 fingerprint dataset contains 800 images that have been acquired with an optical sensor with 500 dots per inch resolution and a size of 388 × 374. CASIA-IrisV3 dataset contains a total of 22035 iris images for more than 700 subjects [22–28]. All iris images are 8-bit grey-level JPEG files, collected under near-infrared illumination. CASIA palmprint image dataset contains 5502 palmprint images captured for 312 subjects. All palmprint images are 8-bit grey-level JPEG files.

4.2. Simulation environment

The outcomes of the proposed systems have been obtained on a workstation having an Intel Core (TM) i5-7200U CPU 2.71 GHz, 8.00 GB of RAM, Windows 7, 64-bit operating system, and MATLAB R2016a.

4.3. Authentication evaluation metrics

Authentication performance evaluation has been made through:

- **Histogram analysis**: Histogram of a cancelable template must satisfy the conditions [29]:
  1. Total difference from that of the original biometric template.
  2. Uniform distribution.

  **Correlation coefficient (c_r)**: The correlation is estimated between the original and encrypted biometric templates. As the value of c_r decreases, the encryption system becomes stronger. The c_r is calculated as follows [30–33]:

\[ r = \frac{\sum (x - \bar{x})(y - \bar{y})}{\sqrt{\sum (x - \bar{x})^2 \sum (y - \bar{y})^2}} \]
\[ c_r = \frac{\text{cov}(x, y)}{\partial_x \partial_y} \]
\[ = \frac{\sum_{i=1}^{M} (x_i - E(x)) (y_i - E(y))}{\sqrt{(\sum_{i=1}^{M} x_i - E(x))^2} \sqrt{(\sum_{i=1}^{M} y_i - E(y))^2}}, \]  

where \( x \) and \( y \) are the grey-level pixel values of the original and encrypted biometrics, and \( M \) is the number of pixels in each template.

**Probability of true distribution (PTD) and probability of false distribution (PFD):** PTD and PFD are used to determine the discrimination threshold based on the correlation values. The EER is estimated at the intersection point of both distributions [34, 35].

**Receiver operating characteristic (ROC) curve analysis:** With different cut-off points, the true positive rate (sensitivity) is plotted in the ROC curve as a function of the false positive rate (100-specificity). The area under the ROC curve reflects the efficiency of the CBS [36, 37].

### 4.4. Simulation analysis

Two systems are presented. One is unimodal based on applying the proposed quantization-based compression on the different biometric images, individually. Figure 5 shows random samples of the utilized biometric datasets. Figure 6 shows the cancelable templates generated from the unimodal system. Figure 7 shows the distribution curves in addition to ROC curves for the systems based on different biometrics. It indicates that the iris-based identification achieves the best performance. In addition, Table 1 gives the numerical values in each case.

**Fig. 5.** Random samples of the tested biometrics from: ORL face database (a), FNC2002 DB_1 fingerprint dataset (b), CASIA-V3 iris dataset (c), and CASIA-V1 palmprint dataset [22–25] (d).

**Fig. 6.** Cancelable templates for the proposed unimodal CBS: ORL face database (a), FNC2002 DB_1 fingerprint dataset (b), CASIA-V3 iris dataset (c), and CASIA-V1 palmprint dataset (d).
Fig. 7. PTD, PFD, and ROC curves for the proposed unimodal CBS at a noise variance of 0.01: face (a), fingerprint (b), iris (c), and palmprint (d).

<table>
<thead>
<tr>
<th>Noise variance</th>
<th>EER</th>
<th>AROC</th>
<th>FRR</th>
<th>FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face</td>
<td>$3.4249 \cdot 10^{-4}$</td>
<td>0.9640</td>
<td>$3.9857 \cdot 10^{-4}$</td>
<td>0.0555</td>
</tr>
<tr>
<td>Fingerprint</td>
<td>$2.1144 \cdot 10^{-86}$</td>
<td>0.9569</td>
<td>$4.22287 \cdot 10^{-86}$</td>
<td>0.04449</td>
</tr>
<tr>
<td>Iris</td>
<td>$6.8588 \cdot 10^{-10}$</td>
<td>1</td>
<td>$1.3569 \cdot 10^{-9}$</td>
<td>$1.5527 \cdot 10^{-11}$</td>
</tr>
<tr>
<td>Palmprint</td>
<td>0.0543</td>
<td>0.9790</td>
<td>0.1298</td>
<td>0.0837</td>
</tr>
</tbody>
</table>

FAR – false acceptance rate, FRR – false rejection rate.
In the proposed multimodal system, to create a single biometric template for each person, four separate biometric images that are thought to belong to the same person are combined. The DCT of each biometric must be obtained in order for the merging scenario to work, and only the first quartile of the DCT should be kept. These biometric quartiles are organized into a single matrix for a composite DCT.

First, four specific biometrics are used to test the proposed multimodal system. Figure 8 displays an example of the merged biometrics, the composite DCT, and the obtained cancelable template. Each cancelable template has a size of $256 \times 256$, and the verification procedure takes an average of 2.3 sec to complete. Figure 9 shows random samples of the cancelable templates and their histograms.

![A set of four biometric images (fingerprint, face, iris and palmprint).](image)

![The four images at the DCT stage (DCT composite image).](image)

![Result of the destructive quantization step.](image)

Fig. 8. Results for the proposed multimodal CBS at each stage.

![Random samples of cancelable templates and their histograms for the proposed multimodal CBS.](image)
The multimodal system achieves high performance as in Fig. 10, which shows the distribution and ROC curves at different levels of noise. The high system performance is indicated in the close-to-zero EER and the close-to-one AROC. Numerical values of different evaluation metrics are given in Table 2. In addition, Table 3 gives a comparison of the proposed system with other state-of-the-art works.

(a) PTD and PFD curves for the quantization-based CBS, at a noise variance of 0.01.

(b) ROC curve for the quantization-based CBS, at a noise variance of 0.01.

(c) PTD and PFD curves for the quantization-based CBS, at a noise variance of 0.03.

(d) ROC curve for the quantization-based CBS, at a noise variance of 0.03.

(e) PTD and PFD curves for the quantization-based CBS, at a noise variance of 0.05.

(f) ROC curve for the quantization-based CBS, at a noise variance of 0.05.

Fig. 10. PTD, PFD, and ROC curves for the proposed multimodal CBS.

<table>
<thead>
<tr>
<th>Noise variance</th>
<th>EER</th>
<th>AROC</th>
<th>FRR</th>
<th>FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.5000</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0.03</td>
<td>6.4187 \times 10^{-136}</td>
<td>1</td>
<td>1.2837 \times 10^{-163}</td>
<td>0</td>
</tr>
<tr>
<td>0.05</td>
<td>4.9012 \times 10^{-164}</td>
<td>1</td>
<td>9.8024 \times 10^{-136}</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 3.
Comparison of different systems with the proposed multimodal CBS.

<table>
<thead>
<tr>
<th>Cancelable biometric system</th>
<th>Year</th>
<th>Accuracy rate (AROC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed multimodal quantization-based CBS</td>
<td>2015</td>
<td>0.9428</td>
</tr>
<tr>
<td>Gowthamim et al. [11]</td>
<td>2018</td>
<td>0.9908</td>
</tr>
<tr>
<td>Soliman et al. [7]</td>
<td>2018</td>
<td>0.9992</td>
</tr>
<tr>
<td>Qiu et al. [8]</td>
<td>2018</td>
<td>0.9930</td>
</tr>
<tr>
<td>Soliman et al. [9]</td>
<td>2019</td>
<td>0.9967</td>
</tr>
<tr>
<td>Abdellatef et al. [16]</td>
<td>2020</td>
<td>0.9789</td>
</tr>
<tr>
<td>Abd El-Samie et al. [13]</td>
<td>2021</td>
<td>0.9990</td>
</tr>
<tr>
<td>Abdellatef et al. [14]</td>
<td>2022</td>
<td>0.9922</td>
</tr>
</tbody>
</table>

5. Conclusions and future work

This paper introduced an efficient CBS for user verification based on image merging and destructive quantization. The compression ratio can be altered to generate multiple distorted cancelable templates in case of compromise. The verification process has been performed on both single and multiple biometrics. In addition, the accuracy levels obtained with multiple biometrics are up to 100%. Hence, the security of the presented system is guaranteed through the use of multiple biometrics, while the discrimination ability is kept high. The proposed system can be considered for remote access applications. This work can be extended in the future by considering other types of compression algorithms in addition to encryption tools.
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