
INTL JOURNAL OF ELECTRONICS AND TELECOMMUNICATIONS, 2023, VOL. 69, NO. 3, PP. 493–498
Manuscript received April 24, 2023; revised July, 2023. DOI: 10.24425/ijet.2023.146497

Downtime Measurements of Generator-Powered
Microgrid During Planned and Unplanned Transfer

to Island Mode
Kamil Prokop, Andrzej Bień, and Szymon Barczentewicz

Abstract—Growing popularity of distributed generation is
drawing special attention to communication technologies in smart
power grids. This paper provides a detailed overview of the
communication protocols utilized in the modern distributed grid
laboratory. It describes both wired and wireless technologies used
in Smart Grid and presents the remote operation of switching
the subsystem from grid mode to island mode operating under
nominal conditions. It shows the duration of power outages
during a transfer to island mode with diesel generator running
on idle - which simulates planned islanding and diesel generator
stationary, which simulates unplanned islanding. Latency be-
tween registration of disturbance and executing control command
is measured. The results obtained are compared with current
legislation. The consequences to the power system that are
possible in both scenarios are highlighted. Obtained results and
description of the communication technologies can be useful for
the design of distributed power grids, island-mode power grids,
and Smart Grids, as well as for further research in the area of
using combustion fuel generators as a primary power supply in
the microgrid.
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I. INTRODUCTION

THE choice of communication protocols is crucial to the
efficiency of the energy management system [1]. The use

of popular and general purpose communication technologies
could be beneficial for such projects, as it can result in a lower
price for the investor and can facilitate the integration of the
system with other systems [2]. The use of less popular and
more specific communication protocols can result in a more
individualized communication system that can offer greater
safety, security, reliability, faster transmission, or management
of communication channels that better meet the requirements
of the system design [3], [4]. One of the goals of the RELFlex
project was to examine the communication protocols that
could be the best fit for the distributed generation system and
modern energy management systems 5. The communication
system was tested in terms of its suitability to control the
remote system in the event of an emergency power outage.
Some of the power subsystems cannot be operated locally
because their switch to island mode may influence the opera-
tion of other subsystems within the same macrogrid, causing
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large-scale disruptions. Various countries do not legally allow
the operation in island mode without informing the electric
utility company. The exchange of information on the state
of the systems is a crucial part of a smart grid management
strategy. The effective flow of information describing the state
of subsystems is critical for the execution of defensive actions
to maximize the percentage of the grid that remains powered in
the case of cyber or military attack. Implementing centralized
control systems may also be a method to reduce the cost of
managing island systems.

II. SYSTEM ARCHITECTURE

The RELflex project consists of three subsystems. The
architecture of the communication system implemented in
the RELflex laboratory is presented in 1 with every element
described in I. The first and most complex system is the
laboratory that performs a role of a center of management for
renewable sources and different types of load that are located
within the building site and the remaining two sub-sites [6].
The remaining two systems are located at sites geographically
remote from the laboratory and each other. They both consist
of hotels which are the grid load and diesel generators that
can be used both as an emergency power supply or as an
auxiliary power supply to generate electrical energy when it is
profitable. Distribution and complexity require the application
of a variety of protocols to fulfill the objective of the project -
which is to monitor and observe the possibilities for the devel-
opment of distributed generation and consumption of energy
[7]. Communication of sensors with supervisory controllers
provides an overview of the state of the grid, which aids
making decisions. Distributed measurements are the only way
to react appropriately to the disturbances present in the grid
[8]. One of the main purposes of the communication system is
providing the ability to quickly pass information about power
outages. In order to be useful, the remote controller needs to
the react to power outage with a proper control strategy in
a short time, since the lack of control signals may result in
delayed reaction from the subsystem and a prolonged period
of time without power. The suitability to control remote site
with this infrastructure will determine the usefulness of the
system as a supervisory control for Smart Grid with islanding
capability.
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III. POWER QUALITY METERS AND GENERATORS

The energy meters used in this laboratory communicate via
the Ethernet, since it is the standard communication protocol
for the model used [9] SIEMENS SENTRON PAC5100 and
PAC5200 [10] (the devices are equipped with an RJ45 connec-
tion socket) [11]. The protocol used to integrate with external
systems is Modbus TCP [12]. Depending on the settings,
getting a good view of the quality of the power often requires
a transfer of large amounts of data. These devices can provide
data transfer rates at a maximum level of 100 Mbit/s.

The power quality meters installed in remote subsystems
communicate through an Ethernet connection with the GPRS
module, which is used for wireless communication with the
computer that has the function of controlling the whole system
[13]. The same GPRS module communicate over the RS485
protocol with the HMI Panel of the generator controllers.
RS485 protocol (also called RS-485 or EIA-485) uses dif-
ferential signaling sent over the twisted pair, and using that
method of communication makes this protocol resistant to
electromagnetic disturbances, which could be a frequent and
severe occurrence in the environment consisting of power
transformers, switchgear, cables, and buses that conduct a
high-value current or a large number of consumer electronics
that hotel guests use [14]. RS485 provides data transfer at the
level of 10 Mbit/s in short-distance applications, which is a
sufficient and economically efficient solution for communica-
tion between the GPRS module and the HMI Panel.

Communication between the GPRS modules installed at
the two remote sites and the supervisory control system in
the laboratory needs to be wireless due to the significant
distance between transmitters and receivers. The choice of
GPRS communication, in addition to economical efficiency,
also fulfills one of the main goals of the projects, - it provides
flexibility [15]. Defined not only as the ability to modify the
profile of power consumption or generation, but also as the
possibility of expanding the system with other energy clusters,
the GPRS standard allows adding new nodes to the grid in an
easy and cost-effective way [16].

Reliable wireless communication is crucial for proper fault
classification in a distributed power system [8]. High latency,
packet loss, low signal-to-noise ratio can prevent efficient
Smart Grid operation, even if all other system components are
functioning properly. Both false negatives and false positives
can result in operating the grid under non-optimal conditions
or even destabilization of the whole macrogrid.

IV. COMMUNICATION WITHIN THE LABORATORY

RELflex laboratory is a separate part of the larger labora-
tory (as presented in 1) that contains other electrical power
equipment, which, together with the devices that make up the
RELflex setup, can be a source of EMC disturbances [17].
For this reason, the main communication technologies used
in the laboratory needed to be resistant to electromagnetic
interference. The computer, which is the supervisory control
unit, is connected to the laboratory system via the Ethernet
protocol. At the lowest - physical ISO/OSI layer is a twisted
pair, which is an effective solution to cancel EMC disturbances

Fig. 1. System architecture

TABLE I. List of systems components

№ Model Producer Description

01 S7-1500 Siemens Controller / Data gateway

02 EDS-208A-MM-SC Moxa Switch

03 HP Pro Book 650 G8 HP Laptop with SCADA

04 - - Computer display

05 ET 200SP Siemens Island I/O

06 GEN24 Plus 6kW Fronius Solar inverter

07 PAC5200 Siemens Power quality meter

08 COM800 Siemens 3VA switches data server

09 3VA Siemens Switch

10 Vacon NXI Danfoss AC/AC inverter

11 Vacon NXP Danfoss Motor inverter

12 PAC5100 Siemens Power quality meter

13 AMF25 ComAp Generator controller

14 AMF25 ComAp Generator controller

occurring during transmission of the data. Ethernet was chosen
as the most universal solution to this application because it
offers:

• suitable data transfer rate
• backward compatibility (for a future expansion of the

laboratory using newer technologies)
• possibility of integration with other protocols that are

based on Ethernet and using it on the transportation levels
(such as Profinet or Modbus).
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Ethernet is used to connect the supervisory control unit to the
subordinate control systems via a switch. Siemens Simatic S7-
1500 was selected as a laboratory grid PLC controller due to
the fact that it offers a rapid CPU calculation time (less than
1 ns). Short reaction times of the computing unit facilitate
measurement in the laboratory because they add less time
bias to the samples. The Simatic controller is responsible for
controlling the linear energy receiver and the non-linear energy
receiver. Communication between the PLC controller and the
energy receivers is done using the Profinet protocol [18].
Profinet is also used to provide communication with Siemens
data concentrators COM800, which act as a data server for
series of 3VA Siemens circuit breakers. Data concentrators
communicate with displays using the Ethernet protocol, which
is suitable due to cost-efficiency in low-distance connections.
Siemens data concentrators are used as data brokers for the
lines of 3VA circuit breakers, and they are communicated
using the 3VA Line industrial communication standard de-
signed by the Siemens company. This standard was designed
to facilitate the expansion of the main communication line for
each additional 3VA circuit breaker added.

The system also contains three inverters:
• One-way inverter used to input the energy from photo-

voltaic arrays into the grid
• one-way inverter used to supply the power to the asyn-

chronous motor, which is used as another form of load
• two separate inverters, configured in a way to be used as

a two-way inverter, that are used to control power flow
to and from the AC/AC converter, which is made up of
a set of induction motor and induction generator.

These inverters are a part of a system that can function as
both energy consumption and generation. All inverters in the
laboratory power grid communicate through a single bus of the
Modbus TCP/IP protocol. The main bus is connected to the
switch, so that it can exchange data with supervisory controls,
such as a computer or a Siemens Simatic controller.

V. MEASUREMENTS SETUP

The laboratory setup had to be tested to examine how well
it resembles the real-life distributed power grid, as well as how
dependent the emergency power supply can be. The generator
controller was supplied with two signals:

• K3 - signal being used to turn on the generator and keep
it on idle. It does not start supplying the power from
the generator to the grid. It can be used to prepare the
generator to take over the supply of the powered object
in case power disruptions are expected or to run the
generator in idle mode for diagnostics of the system and
maintenance of the mechanical parts purposes.

• K4 - signal used to simulate a loss of voltage in one
phase (phase A in the described system). This relay is
used to test the detection of a lack of power supply by
the emergency supply system.

The signal Ua is used as a feedback. This signal is the
instantaneous value of the voltage between phase A and the
ground. The sampling frequency of the voltage signal is equal
to 1s.

The route that must be traveled to deliver a signal with
detection to the supervisory control and back to the PLC that
governs the generator (which performs the role of an actuator
in the control system) is presented in 2.

Fig. 2. Route that measured data needs to travel. The distance
between supervisory control computer and remote subsystem
is approximately 100km.

VI. MEASUREMENTS RESULTS

Two tests have been conducted. The objective of the tests
was to determine the time between the appearance of a voltage
failure in the supplying network and the achievement of the
nominal voltage level of the diesel engine generator to switch
the subsystem operation to island mode. The whole experiment
was conducted remotely, in the laboratory 100 km from the
measured grid. Two scenarios of possible operation were
examined:

• Operation K3 ON − > K4 ON − > K4 OFF − > K3
OFF was performed to examine the scenario in which the
switch to island mode from grid mode was planned and,
therefore, the generator was running at the time of the
voltage cut. The simulation of this event is presented on
3. Such a scenario could happen for example in a situation
of a planned change to island mode (due to the purposes
of utilizing cheaper energy or providing continuity of
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Fig. 3. Measurement of voltage in the situation of a planned
switch to island mode. Switching of K3 relay is marked with
orange marker and switching of K4 relay is marked with
yellow marker.

Fig. 4. Measurement of voltage in thr situation of an unplanned
switch to island mode. Switching of K3 relay is marked with
orange marker and switching of K4 relay is marked with
yellow marker.

power supply) or in a situation where voltage disruptions
can be predicted (for example, using historical data,
algorithm or neural network based methods)

• Operation K4 ON − > K4 OFF was performed in order
to examine the scenario in which the switch to island
mode was not scheduled. In this scenario, the generator
was stationary at the time of the occurrence of a voltage
breach. The simulation of this event is presented on 4.
This scenario is possible in the event of a grid failure or
a lack of communication from the power supplier about
the scheduled power outage.

Fig. 5. Distribution of the samples in the situation of a planned
switch to island mode

Fig. 6. Distribution of the samples in the situation of unplanned
switch to island mode

VII. DISCUSSION

The measurements have shown that the voltage was dis-
connected for 26.9909 seconds on average in the case where
the generator runs on idle, which simulates the situation
of expected islanding. In the second case, the voltage was
disconnected for 99.4438 seconds on average. The voltage
waveforms registered in both of these scenarios are presented
in 3 and 4. Both figures show that the voltage levels are
different after switching to island mode. The voltage level
during connected operation is dependent on a variety of
factors, such as the location of the common coupling point,
the balance between supply and demand, or the transformer
ratio configuration. When the microgrid is powered by a diesel
generator, the voltage level depends on the configuration of the
generator system. The different shape of the voltage waveform
after transfer to the microgrid mode can also be observed.
The cause of this change can be the fact that the generator
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has a smaller short-circuit power; therefore, it is not able to
withstand the changing demand as well as the macrogrid. This
phenomenon can be reduced by using filters, adding some kind
of inertia to the system, or introducing compensation devices.
It is also important to take this change in voltage quality during
islanding mode into consideration during the design process
in order to prepare the system to work in such conditions.

This experiment has shown that both operation modes create
short voltage breaks. Short voltage breaks are defined in the
EN 50160 standard [19] as a situation in which:

Ua ≤ 0.1Un

for:
10ms ≤ t ≤ 180s
where:
Ua - measured voltage value,
Un - nominal voltage value,
t - duration of the event.

This type of system can be utilized for microgrids that can
withstand short voltage failures [20]. If the system cannot
withstand breaks of this duration, this setup could be equipped
with power storage devices with faster reaction time [21],
such as super capacitors or lithium ion batteries to supply the
voltage for the time needed to synchronize the generator [22].
Measurements have also shown that the application of voltage
disturbance prediction techniques can reduce the time needed
to prepare the generator to supply the power to the system
by 70% [23]. The experiment has also shown that to achieve
the minimum time required for the generator to prepare to
power the grid, the voltage breach must be predicted at least
72 seconds before the actual event [24] (in the case presented
the precise difference between the mean values is 71.9773).
Times that long cannot be acceptable for most of the systems
but can be accepted in grids supplying non-critical devices or
as an emergency power supply.

Measurements were carried out on the operating power
grid and 15 samples were taken for both scenarios. The
distribution of consecutive samples is presented in 5 and 6.
The measurements carried out were invasive, since they have
caused disturbance to the power grid. The 30 repetitions were
negotiated with the electric utility company, so it was not
possible to collect more samples.

The experiment also shows that the operator can make a
decision to run the generator on idle to trade energy used to
keep the motor running for the reduced downtime in the case
of switching to island mode.

VIII. SUMMARY

The full name of the RELflex project is ”Renewable Energy
and Load Flexibility in Industry”, so the laboratory is supposed
to resemble an industrial power grid with a variety of loads
and power sources. Selecting appropriate communication tech-
nologies for such a setup is a challenging task, due to:

• diversity of appliances used in a grid
• reliability of measurements
• large number and different types of data being sent

through the communication protocols

• reliability of the system, since it does not only serve
research purposes, but the goal of this project is to also
operate the subsystem in a way that could reduce costs
of energy used by the business partners or amplify the
profits gained from supplying energy to the grid

• geographic dispersion of the subsystems making up the
system

• need to use cost-efficient solutions, to closely imitate the
communication systems used in modern industry

• lack of similar systems that could be used as a model for
designing the communication system

• possibility of further development of the RELflex project
in the future, which calls for a communication system
that will be backward compatible and easy to expand

The communication system was tested to control whether the
set-up could counteract a sudden breach of voltage. Tests
have shown that latency that comes from delay in signal
transmission as well as the time required to start the generator
(which consists of time needed to process signals received by
the controller and time to start and synchronize the machine)
allows effective supervision and control of the system from
the laboratory 100 km away [25]. The robustness of the com-
munication system in the power grid is crucial to the success
of the project, because it not only provides a reliable way
to control devices that are part of a system, but also provides
high-quality measurement data transmission, so that the system
can be precisely controlled using the Supervisory Control
And Data Acquisition (SCADA) system [26], [27]. A good
representation of the system allows operators to make adequate
decisions and makes analyses of the phenomena happening in
the system more credible. The variety of applied protocols is
useful to conducting measurements and analyses on how to
utilize certain protocols in industrial and distributed power
systems. It can also provide useful information about the
benefits and challenges of integrating different communication
technologies.

Conducted measurements have shown that distributed sys-
tems that are based on operating independently of the macro-
grid using generators must be prepared for voltage breaks dur-
ing switching to microgrid operation. Designers can address
this situation in advance and equip the microgrid with some
intermittent power supply such as fast-reacting energy storage
systems.

This paper contributes to the design of communication
systems in Smart Grids, presents challenges for distributed
data acquisition and control and time constraints for using
diesel generator as a main energy source in the microgrid.
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