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Abstract—The contribution main from this research is 

modularity and better processing time in detecting community by 

using K-1 coloring. Testing performed on transaction datasets 

remittance on P2P platforms where the Louvain Coloring 

algorithm is better in comparison to Louvain Algorithm Data used 

is data transfer transactions made by customers on the P2P Online 

platform. The data is the User data that has information transfer 

transactions, Card data that has information card, IP data that has 

IP information, and Device data that has information device. Every 

user owns unique 128-bit identification, and other nodes 

representing card, device, and IP are assigned a random UUID. 

The Device node has the guide, and device properties. IP nodes only 

have property guide and node User has property fraud Money 

Transfer, guide, money Transfer Error Cancel Amount, first 

Charge back Date. Each node has a unique 128-bit guide, with the 

amount whole of as many as 789,856 nodes. Application technique 

K-1 staining on Louvain algorithm shows enhancement value 

modularity and better processing time for detecting community on 

the network large scale. Through a series of exercises and tests 

carried out in various scenarios, it shows that the experiments 

carried out in this paper, namely the Louvain Coloring algorithm, 

are more effective and efficient than the Louvain algorithm in 

scenario 1,3, and 5 meanwhile For Scenarios 2 and 4 Louvain 

Algorithm is better. 

Keywords—fraud Money Transfer; Louvain Coloring 

algorithm; Louvain Algorithm 

 

I. INTRODUCTION 

ETECTION community in large and complex networks is 

a topic to get deep attention in various fields including 

computers, physics, and biology. In this study, we focused on 

Louvain algorithm. Louvain algorithm can produce partition 

maximizing network modularity, a metric that measures the 

strength distribution network to become a community. The 

algorithm was first proposed by (Blondel et al., 2008) and has 

been Lots used in various applications for detecting community 

in networks. This method uses a greedy approach to maximizing 

modularity, for showing the extent to of the network can be 

shared to become a clear community. However, in a number of 
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the case, Louvain algorithm is lacking capable detect structure 

optimal communities, especially on networks that have level 

density different communities. 

The Louvain algorithm (Blondel et al., 2008) is several 

theme algorithm detection community. This algorithm is created 

as a method of disclosure fast community for big networks. This 

algorithm works with two stages which are local node transfers 

and aggregation network. There is also a Surprise Community 

Detection algorithm (Traag et al., 2015) that was created to 

overcome limitations of modularity, with size based on 

probability known as classic  as shock for evaluating the quality 

partition network inside  community. This algorithm works with 

moving nodes from one community to another community so 

shock then improved in a manner massive. Graph coloring 

techniques such as K-1 Coloring (Catalyurek et al., 2012) are 

capable speed up the process because with gift the colors at the 

nodes are likened to giving an index on a relational database. 

II. MATERIALS AND METHODS 

Data used is data transfer transactions made by customers on the 

P2P Online platform. The data is the User data that has 

information transfer transactions, Card data that has information 

card, IP data that has IP information, and Device data that has 

information device. Every user owns unique 128-bit 

identification, and other nodes representing card, device, and IP 

are assigned a random UUID. 

 

 

 

 

 

 

Fig. 1. Schematic Chart 
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P2P transactions are represented by cascading relationships 

from the customer's sender to the customer's receiver. In 

addition, there are also identifier nodes for Users is Cards, 

Devices, and IPs. Each User node has a variable indicator for 

money transfer scam (given Name MoneyTransferFraud ) is 

worth 1 for fraud and 0, for not a fraud. This indicator is 

determined by events reject pay on transactions that occur and 

manual review. 

Fig. 2. Relationships a. Has CC, b. Has IP, c. P2P and d. Used 

 

Finally, the Properties component. If on a relational database 

We know the column, then can be equated with properties on 

the graph database. The properties used are quite a lot as shown 

in Table I. 
TABLE I  

PROPERTIES 

No Properties No Properties 

1 cardDate 11 Levels 

2 card type 12 moneyTransferErorrCancelAmount 

3 data 13 name 

4 device 14 nodes 

5 delicate 15 number of transaction 

6 firstChagerBackMtDate 16 os 

7 fraud Money Transfer 17 relationships 

8 guid 18 styles 

9 id 19 totalAmount 

10 ipDate 20 transactionDateTime 

Graphic data stored in the neo4j graphics database can be 

visualized in the knowledge graph form. Knowledge graphs are 

capable give a better understanding of the connection between 

data. 

 

 

 

 

 

Fig. 3. Knowledge Graph, a) KG of all data, b) KG P2P 

 

After various processes are carried out, the shape final graph 

database changed become Figure 4. There is the addition of 3 

nodes viz FlaggedUser, PredictedFraudRisk, and 

FraudRiskUser. 

 

 

Fig. 4. Schematic Chart End 

This is graph database, there are components mainly 

consisting of nodes, relationships and properties, and labels. In 

a relational database, rows are contained in tables that can be 

equated with nodes on the graph database. Therefore, the Card 

node or customer data has 3 level properties, card Type, and 

guide. The Device node has the os, guide, and device properties. 

IP nodes only have property guide and node User has property 

fraud Money Transfer, guide, money Transfer Error Cancel 

Amount, first Charge back Date. Each node has a unique 128-

bit guide, with the amount whole of as many as 789,856 nodes. 

In addition, component relationships have over 1.7 million 

CC, Has IP, used and P2P relationships. If there is a join in a 

relational database, it is considered equivalent to a chart 

database relationship. Has_CC is the relationship between user 

nodes and card nodes. A Has_IP is a relationship between a user 

and an IP node. Used is a User and Device relationship. P2P is 

a relationship between a user and a user who transfers money. 

III. RESULTS AND DISCUSSION 

The contribution main from this research is modularity and 

better processing time in detecting community by using K-1 

coloring. Testing performed on transaction datasets remittance 

on P2P platforms where the Louvain Coloring algorithm is 

better in comparison to Louvain Algorithm. 

A. Louvain Algorithm 

Louvain algorithm is a method very heuristic and popular for 

the detection-optimized community with modularity. steps 

Louvain algorithm as follows: 

1. Initiation, every knot in the network assigned to the 

community alone. That is, if there are N vertices, then there 

are N communities. 

2. Phase 1 – Optimization Local, for every node, consider 

community knot neighbors and try to move this node to the 

community neighbors who will produce the biggest 

increase in modularity. If No There is possible 

improvement made, node the still is at in community 

original. 
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3. Phase 2 – Aggregation. After all, knots are checked and 

modularity optimized, we make a new network where 

every knot Now is the community from the network 

before. If there is a number of edges between the same 

community, these edges are combined in the new network, 

and their weight becomes the amount of weight the edge 

original. This phase produces more network small with 

amount reduced node. 

4. Iteration: phases 1 and 2 are repeated so that No There is 

enhancement and more carry-on in modularity. In other 

words, the algorithm ends at modularity and reaches peak 

local. The result is a partitioned community in a network. 

B. Louvain Coloring Algorithm 

To modify Louvain algorithm using the next K-1 coloring 

called Louvain Coloring, it is necessary to consider the coloring 

process when optimizing Q. Combining modularity second this 

method with add constraints coloring in the updated community. 

Next, with add constraints coloring in modularity Q. Suppose 

We use function 𝑔 = (𝑖, 𝑗)which is 1 if vertices i and j are of 

different-colors and 0 if they are of the same color. So the Q 

modularity formula with K-1 coloring becomes 

𝑄_𝑚 =
1

2𝑚
∑ [𝐴𝑖𝑗 −

𝑘𝑖𝑘𝑗

2𝑚
] 𝛿(𝑐𝑖, 𝑐𝑗) ∗ 𝑔(𝑖, 𝑗) 

Whereas steps Louvain coloring algorithm, are as follows: 

Phase 1: Detection Community  

We use Louvain algorithm to detect community in the graph. 

steps from algorithms and formulas math used. 

Phase 2: Staining Community 

After the community was identified, then applied principle 

graph K-1 coloring to the resulting communities. Each 

community is given a color unique, with an amount of color No 

more than the amount of community (K-1). 

The final result of this process is every knot in the 

network has labeled according to community and color the 

community. In this way, have combined the Louvain algorithm 

and K-1 Coloring. 

The input stage uses money transfer transaction data on 

the P2P platform. Followed by the stages of the divided process 

into 2 parts using graph algorithm is Louvain Coloring 

algorithm, using a rule with Entity Relationship, weakly 

Connected Component algorithm, algorithm PageRank and 

Degree Centrality algorithms.  

The modularity value of the Louvain Coloring algorithm is 

better than Louvain Algorithm. From 5 scenarios the tests 

carried out, the Louvain coloring algorithm excels in 4 scenarios 

namely 1, 3, 4, and 5. Meanwhile, the Louvain algorithm is only 

superior in scenario 2. The modularity value of the Louvain 

Coloring algorithm is in value Lowest at 0.980969 and the 

highest at 0.981207. Whereas for Louvain algorithm has mark 

Lowest of 0.981037 and the highest of 0.981157. The highest 

modularity value from the Louvain Coloring algorithm is 

obtained through scenario 1 which uses the parameter with 

default value. Whereas the highest modularity value from 

Louvain algorithm is obtained through Scenario 4 uses a 

tolerance value of 0.00000001 and other parameters default 

values. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Louvain Coloring 

Louvain Coloring algorithm has the fastest or shortest 

processing time generated by scenario 4 which is 123-ms, and 

the longest generated by scenario 1 is 394-ms. Whereas the 

Louvain algorithm has the fastest processing time produced by 

scenario 2, namely 136-ms, and the longest generated by 

scenario 1, namely 934-ms. The longest-time generated second 

algorithm in scenario 1 has a very large or significant time 

difference. 

Louvain Coloring Algorithm has the smallest community 

generated by scenario 2 with the number 11641 while the largest 

is generated by scenario 4 with the number 11668. Meanwhile, 

Louvain algorithm has the smallest community generated by 

scenario 2 with the number 11649 and the largest community 

generated by scenario 4 with the number 11664. Very 

interesting, that second algorithm the produce together amounts 

smallest and largest in the same scenario. And for the amount 

the resulting community, though own difference However in 

very range small in between 4 to 14 communities (< 1 % of the 

community). So the researcher considers the amount the 

resulting community can issue from evaluation to algorithm. 

C. K-1 Coloring Algorithm 

Introduce A graph method with gift color. Giving the next 

color is called K-1 coloring. With gift color on each node, which 

has the objective For find coloring with the amount min color. 

K-1 Coloring gives color on the vertices in graphs, with the 

rule that No There are two adjoining nodes that own the same 

color. For example, there is a graph 𝐺(𝑉, 𝐸), where V are the 

vertices in the graph and E are the edges in the graph. We want 

to color each vertex 𝑣 𝜖 𝑉with color 𝑤(𝑣)𝜖{1,2, … , 𝑘}, where k 

is the number of colors used, so that : 

∀(𝑢, 𝑣)𝜖, 𝑤(𝑢) ≠ 𝑤(𝑣)  

The P2P dataset consists of 4 nodes and 5 relations that 

have Lots property. 
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TABLE II 

 P2P DATASETS 

Node Labels (789,856) Relationship Types (1,998,658) 

Users 33,732 Used 55,026 

Device 51,451 Has_IP 1,488,989 

Cards 118,818 Has_CC 128,066 

IP 585,855 Referred 1,870 

  P2P 102,832 

 

 

 

 

 
Fig. 6. Visualization Community , a) Louvain b) Louvain Coloring 

 

From the visualization, the communities formed by the 

Louvain Algorithm and Louvain Coloring are different. This is 

caused by the coloring process that is run after the Louvain 

process. 

 There are some parameters that can increase the 

performance Louvain algorithm, this study uses general 

parameters, namely : 

I. maxLevels (default: 10), every two phases is a new 

network, which is the level for the hierarchy community. 

When run, the increasingly tall the level, the bigger the 

community, which is possibly No exactly as desired. This 

parameter defines the maximum possible Level. The 

algorithm can return more beginning before achieving that. 

II. maxIterations (default 10), in round two phases, phase 

First Keep going repeated iteratively until enhancement 

modularity can ignored or numbered iteration achieved as 

specified. 

III. tolerance (default 0.0001), the smaller the tolerance, the 

higher, the better, but more Lots possible iterations are 

required. 

IV. concurrency (default 4), the number of threads running 

together at the same time. 

Because the value of high modularity is Not yet Of course 

generated by the highest parameter value nor default. So, need 

done testing to get the parameter configuration of the lowest 

value until the highest. 
TABLE III  

LOUVAIN PARAMETERS TEST 

 

 

 

Parameter maxLevels with values 1 – 10 result in modularity 

with a mark Lowest of 0.847107 and the highest of 0.980986 

(more height 15.80 %), parameter maxLevels with a mark of 9 

is the best. The maxIterations parameter has values 1 – 10 

resulting in modularity with a mark Lowest of 0.980634 and the 

highest of 0.981177 (more height 0.001166 %), in the 

maxIteration parameter with a mark of 10 is the best. Parameter 

tolerance that has a value of 0.01 to 0.000000001 yields the 

lowest modularity value of 0.9739495 and the largest of 

0.981136 (more high 0.78490 %), in the tolerance parameter 

with a mark of 0.000000001 is the best. Concurrency parameters 

that have value 1 – 4, produce modularity with the mark Lowest 

of 0.980993 and the highest of 0.981101 ( more high 

0.01100 %), on the concurrency parameter with the mark of 3 is 

the best. So, we get a parameter configuration that produces the 

highest modularity that is maxLevels parameter value of 9, the 

value in the maxIteration parameter of 10, the tolerance 

parameter is 0.000000001 and the concurrency parameter is 3. 

After getting the best parameter configuration, the next study 

continued with using 5 test scenarios that combine some 

parameters. Scenario these, namely: 

TABLE IV  

SCENARIO TESTING 

Scenario 
Parameter 

max levels maxIterations tolerance concurrency 

1 

(default) 
10 10 0.0001 4 

2 9 10 0.0001 4 

3 10 10 0.000000001 4 

4 10 10 0.0001 3 

5 9 10 0.000000001 3 

A good scenario is obtained when carrying out an assessment 

process based on: 

i. The modularity value in Louvain's algorithm is greater than 

that of Louvain coloring, so if Louvain gets a good score 

then the opposite is true 

ii. Louvain algorithm testing time is more effective than 

Louvain Coloring, so if Louvain gets a good score then the 

opposite is true 

iii. If in one test scenario Louvain algorithm generates value 

modularity and better processing time than Louvain 

Coloring then Louvain algorithm is better, and vice versa. 
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Fig.7. Comparison of Louvain Algorithm and Louvain Coloring, 

a) modularity, b) time, c) the amount of community 

Scenario 1 

Scenario 1 uses the parameter with mark maxLevels, 

maxIteration, tolerance, and concurrency as default. comparison 

results testing from Louvain and Louvain Coloring 

algorithms.The value of Louvain Coloring's modularity 

increases more tall of 0.0064% compared with Louvain. And 

Louvain Coloring has a better processing time with a reduction 

time of 57.82%. As well as the amount of community generated 

by the Louvain algorithm and Louvain Coloring only own 

difference by 0.07% (normal). So, based on the results testing 

for scenario 1 above is Louvain Coloring algorithm is better than 

Louvain Algorithm. 

Scenario 2 

Scenario 2 uses the parameter with mark max levels by 10, 

and for mark maxIteration, tolerance, and concurrency are 

default. comparison from results testing on The Louvain and 

Louvain Coloring algorithms are shown in Figure 7. Where the 

Louvain modularity value is higher tall of 0.0068% compared 

with Louvain Coloring. And the time of Louvain Coloring is 

better than Louvain with a reduction time of 23.53%. As well as 

with the amount of community generated by the Louvain 

algorithm and Louvain Coloring only own a difference of 0.03% 

(normal). So, based on the results of testing for scenario 2 

Louvain algorithm is better than Louvain Coloring Algorithm. 

Scenario 3 

1) Scenario 3 uses the parameter with mark maxIteration 

by 700, and for mark max levels, tolerance, and concurrency are 

default. comparison from results testing on The Louvain and 

Louvain Coloring algorithms are shown in Figure 7. The 

Louvain Coloring modularity value is higher tall of 0.000128 

compared with Louvain. And the time from Louvain is better 

than Louvain Coloring with a reduction time of 80.23%. As well 

as the amount of community generated by the Louvain Coloring 

algorithm is better than Louvain. So, the results testing For 

scenario 3 is Louvain Coloring algorithm is better than Louvain 

Algorithm. 

Scenario 4 

Scenario 4 uses the parameter with a tolerance value is 

0.000000001, and maxLevels, maxIteration, and concurrency 

are default. comparison results testing from The Louvain and 

Louvain Coloring algorithms are shown in Figure 7. The 

Louvain modularity value is taller at 0.0063% compared with 

Louvain Coloring. And the processing time of Louvain Coloring 

is better than Louvain with a reduction time of 17.45%. As well 

as the amount the community generated by the Louvain 

algorithm and Louvain Coloring has selfish by 0.05% (normal). 

So the results testing For scenario 4 is Louvain Coloring 

algorithm is better than Louvain Algorithm. 

Scenario 5 

Scenario 5 uses the parameter with mark concurrency as 1, 

and maxLevels, maxIteration, tolerance, and are default. 

comparison results testing from Louvain and Louvain Coloring 

algorithms as shown in Figure 7. The value of Louvain Coloring 

modularity is taller by 0.0024% compared with Louvain. And 

the time of Louvain Coloring is better than Louvain with a 

reduction time of 55.96%. As well as the amount the community 

generated by the Louvain algorithm and Louvain Coloring has 

a difference of 0.12%. So, based on matters such, as the results 

testing For scenario 5 is Louvain Coloring algorithm is better 

than Louvain Algorithm. 

Application technique K-1 staining on Louvain 

algorithm shows enhancement value modularity and better 

processing time for detecting community on the network large 

scale. Through a series of exercises and tests carried out in 

various scenarios, it shows that the experiments carried out in 

this paper, namely the Louvain Coloring algorithm, are more 

effective and efficient than the Louvain algorithm in scenario 

1,3, and 5 meanwhile For Scenarios 2 and 4 Louvain algorithm 

is better. 

CONCLUSION 

Problem detection community in the great network already 

Lots investigated during last few years. Although Louvain 

algorithm is a method of detecting effective community, 

efficiency and time become decrease with an increased amount 

of data. Maintain high modularity and spend less time, improved 

algorithm based on application K-1 stain. 

 Therefore, the Louvain Coloring algorithm can obtain 

better modularity results and spend more little time in 

comparison with Louvain Algorithm. This study uses a 

transaction dataset P2P remittance has nodes and links between 

very large nodes (more from hundreds of thousand). Experiment 

results show that results best obtained by scenario 1 with 

maxLevels, maxIteration, tolerance, and concurrency 

parameters which have default values. Modularity Louvain 

Coloring algorithm has increased by 0.0064% and reduced 

processing time up to 57.82 %, as well as the amount of 

community increased by 0.07%. 

 Based on matter the above, the proposed Louvain 

Coloring algorithm own a better effect and performance. 

Therefore, in the time future, the necessary study used a larger 
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variety of datasets and combine them with various algorithms to 

get a high modularity value. 
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