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Abstract—This paper presents a model to generate a 3D model of a room, where room mapping is very necessary to find out the existing real conditions, where this modeling will be applied to the rescue robot. To solve this problem, researchers made a breakthrough by creating a 3D room mapping system. The mapping system and 3D model making carried out in this study are to utilize the camera Kinect and Rviz on the ROS. The camera takes a picture of the area around it, the imagery results are processed in the ROS system, the processing carried out includes several nodes and topics in the ROS which later the signal results are sent and displayed on the Rviz ROS. From the results of the tests that have been carried out, the designed system can create a 3D model from the Kinect camera capture by utilizing the Rviz function on the ROS. From this model later every corner of the room can be mapped and modeled in 3D.
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I. INTRODUCTION

The dangerous of area building ruins after the disaster is a problem for rescue teams in finding victims, therefore there is a need for a system that can model the room in 3D to help the victim rescue process, where this 3D mapping system will later be applied to rescue robots. A robot is a tool that can help humans in carrying out activities, many robots have been developed to help activities at home and in the industrial world [1]. The application of robots in the field of exploration has been widely developed, such as exploration robots in the mining area[2], and underwater exploration robots[3]. The robot's movement and control system can be applied to all types of robots, from robots moving in a restricted area, to robots capable of moving in dangerous areas. ROS (robotics operating system) is a system that can control the robot remotely, where the ROS system can create a 3D map to visualize the robot's area of motion[4].

The creation of a 3D model to map an area is often used to find out the real conditions that exist in a room[5]. The process of creating and mapping areas has been widely developed, where many have built 2D and 3D area maps by utilizing LIDAR sensors[6], and some researchers developed using cameras[7]. In the process of making 3D maps, several methods have been developed including making a 3D area map, by utilizing Rviz in ROS[8].

Solutions that have been developed from several studies, where the mapping system in the room by utilizing visual real-time simultaneous localization[9]. Room mapping by utilizing the robotic movement trajectory system[10]. Room mapping by utilizing lidar and camera, by utilizing geometry and odometry[21]. The use of IMU and camera sets to determine the working environment conditions of robots in the room [22]. And using an RGB-D camera and encoder to create area maps [23].

From several examples of the application of robotics technology in various fields as described above, one of the basic abilities that a robot must have for the scenarios above is the ability to estimate the robot's relative position with respect to environment or map and simultaneously perform mapping. This ability is known as Simultaneous Localization and Mapping (SLAM). SLAM is a term that uses various algorithms to combine multiple sensor data to generate environmental maps that can simultaneously also determine the location of the robot. Previously this problem was a paradox that is difficult to solve because to know position of the robot, the robot must have an accurate map. And to make an accurate map, the robot must know his position[11].

However, no system can map a room directly and become 3D to make it easier for evacuation teams to find victims. The mapping system using LIDAR still has shortcomings, where the LIDAR system is not able to map in detail. The 3D mapping system provides a detailed representation of a room. From the study of pliers that have been carried out, the problem that has been raised in the absence of a robot system that can map the room in real-time, by utilizing Rviz ROS, from that researchers create a system that can mapping with 3D models in real-time using Rviz ROS.

II. RELATED WORK

An autonomous mobile robot (AMR) is a robot that can navigate in indoor/outdoor environments without direct operator supervision. This autonomy is enabled by a set of built-in sensors and maps that enable the autonomous mobile robot to understand, interpret and react to its environment. Autonomous mobile robots are widely used in many fields, such as domestic, light industry, heavy industry, underwater and aerospace applications. Or the process of generating a 3D model. It's an advanced sensor. Environment mapping is one of the key features of mobile robotics with respect to collision-free localization, positioning and autonomous navigation of mobile robots[12].

Most mobile robots are equipped with inertial measurement units (IMUs), accelerometers, gyroscopes, and magnetometers to measure the robot's orientation, angular velocity, and acceleration, which are used to localize the robot. Locating a
mobile robot using the above inertial navigation system results in navigation errors due to integration errors. Small errors in acceleration and angular velocity measurements are integrated into larger and larger errors leading to positional errors in robot localization[13].

Cameras are often used to detect various moving and also stationary objects, some applications of cameras in automation systems, and also the application of cameras for robotic application[14]–[16]. The camera used on the robot is as the main parameter in the navigation system and also as the main parameter in making an area map, area mapping can be done in various ways, including using RVIZ on ROS[17].

A robot that can map the conditions in a room and the robot can move in the path that has been referenced at the time of start, the dimensions of the robot are large enough that it is difficult to move in narrower areas, where this robot is only able to move on a flat area[18]. Robots that can move in fields that have obstacles and are also able to map the paths passed, robots are also able to detect the presence of gas content in their work area. But the dimensions of the robot are large enough that makes the robot is only able to be applied in a fairly large area, such as in a mining alley[19], [20].

The concept of a robot is helping to explore the ruins area, where the robot is equipped with several sensors to be able to map and find out the conditions in the robot environment, the robot system is still unable to detect any victims in its area[21]. A robot that can detect the presence of people, where this robot can map the surrounding area and can avoid obstacles, where the robot follows the target moving in its work area[22].

Exploration robots are used to compile road maps for efficiency in robotic navigation systems, where navigation paths are randomly set in the environment of the exploration robot, the robot can evaluate the path to get the next best route, and the robot is also able to move efficiently in determining the next target[23]. An environmental mapping system with an efficient 3D model by utilizing stereo vision based on planar surfaces, this method is carried out using feature points with a multi-random sample consensus algorithm to estimate field parameters and then group the data, which is further combined for approximation representation of the 3D environment[24].

SLAM (Simultaneous Localization and Mapping) robots in the environment of the ruins with map making require estimating the trajectory of robots in 3D space. But this is difficult to do if only using odometry or gyro in the ruins area, the use of 3D cameras allows matching 3D and texture scans, and measurements in real-time, 3D maps and robot trajectories are estimated by combining 3D camera scan data, the application of the iterative-closest point method allows the construction of 3D maps to be carried out quickly[25].

A 3D mapping algorithm installed on a robot is used to search for and locate victims in ruin, the use of a 3D map equipped with a laser range finder, and project its location on a global map with a correlation technique[26]. Multi-robotic system in making global maps by utilizing the multi-star optimization method to increase accreditation in global mapping, the use of robots to determine point points on global maps, testing is carried out by utilizing gazebo simulations which will be compared with the results of experiments[27].

The map-fusion (MF) method approach that exploits non-static-figure (NSF) can improve efficiency, where NSF can be easily extracted from SLAM robots without additional processes, with the addition of a feature identification module it can transform identified local maps and can be integrated into global mapping[28]. In this work, the representation of the environment in the building is modeled in 3D directly, based on imagery obtained from the camera Kinect. This new approach allows displaying a map of the room directly to be applied to rescue robots.

1. METHODE

In this study, two methods were used, simulation and experimentation, where simulation is carried out to create a system that can map in 3D, where the simulation system is designed by utilizing GAZEBO ROS, and Rviz ROS. The experiment is by creating a robot equipped with a camera, where the robot's movement is carried out with control from ROS, the robot's movement system can be seen in ROS, and the creation of 3D maps with Rviz ROS. For the experiments carried out this is still in the laboratory stage.

This section discusses the design of the ROS system and the 3D Mapping system using a Kinect camera, in figure 1 is the system blog designed in this study, where the system blog has two parts, namely the master and the slave, the master uses a laptop while for the slave uses a mini PC jetson nano, for more details it can be seen in figure 1.

On the blog, a system created there are two main parts, where ROS is on the master and ROS on the slave. ROS in the master functions as a 3D formation of area maps, by utilizing gazebos and Rviz contained in ROS, while teleop_twist_keyboard is a navigation system for robot movement commands contained in slaves. On the slave section, there is a Kinect camera and robotic movement system devices, such as Arduino, motor driver, and DC motor. To connect between master and slave, use the IP protocol set in ~/.bashrc. In the ROS system, a node system and topic will also be created, where the design of a node system for movement and making 3D maps can be seen in figure 2.
In the planning of the movement system and the formation of 3D maps, there is a node planning in ROS, it can be seen that the initial node is joy_teleop / joy_node, after that the node enters the teleop_twist_joy, from there enters the / twist_mux node, where the teleop_twist_keyboard also enters the / twist_mux, from / twist_mux enters the / gazebo and / ekf_localization nodes, and the last one is to go to /camera_nodelet_manager. Next is the topic of planning the ROS system, which can be seen in figure 3.

![Fig. 3. ROS Topic Diagram Proposed](image)

Topic design system in ROS created based on the needs of the navigation system and 3D map making, in the topic design that is built, from the /gazebo node enters the topic /huzky_velocity_controller and /tf, whereas from /huzky_velocity_controller then enters the ekf_localization. Whereas from /tf go to the /move_base node and /cmd_vel next go to /twist_mux. While the nodes and topics for camera access in making 3D maps are found in figure 4.

![Fig. 4. ROS Topic and Node Camera Diagram Proposed](image)

ROS nodes and topics in making 3D maps on Rviz start with topic /tf, which is then connected in the node /camera_nodelet_manager, then continued to topic /camera/depth/camera_info and topic /camera/depth/image_raw/image_topics, from topic /tf and topic /camera/depth/image_raw/image_topics, merged into a node n_rviz_16522448674878852457, from this node can later generate a 3D map model on the Rviz by utilizing the depth function of the camera Kinect. The node system and ROS topic used in this system can be seen in figure 5.

![Fig. 5. ROS Topic and Node System Proposed](image)

For more details on knowing the process of the research carried out, a flowchart is made on how it works as a whole in the formation of a 3D map of the area, which can be seen in the flowchart figure 6 below.

![Fig. 6. Flowchart System Proposed](image)

From the flowchart, can see how the system is created, where the initial process is to connect between master and slave, where to connect this using an IP connection that is set as master and slave, after the master and slave are connected, to run the system on the slave we can open cmd then ssh@jetson and IP slave, after entering the slave, we open cmd and we run the rosrun Serial_node.py, this is done to connect the ROS system on the slave to Arduino which is used as a robot movement control system.

Next on the ROS slave using cmd, for the Kinect camera process with the command rosrun_camera, after completion next we enter the master, open the cmd then we run the
command rosrun_gazebo, rosrun_rviz, and rosrun_keyboard, after that for the process of running the robot we use commands from rosrun_teleop_twist_keyboard, with keyboard i, j, l, k, m, as a command of the movement of the robot, where i to forward, k to stop, j to turn left, l to turn right and m to turn backward. The results of the robotic movement system can be observed from the ROS gazebo display, while the results of making 3D maps can be observed from the ROS Rviz display.

III. EXPERIMENTAL RESULT

In this section, the results of testing the making of 3D maps by utilizing Rviz ROS are explained, the results of the process of running the ROS system in this study can be seen in figure 7.

Figure 7, is the result of the process of running the ROS system, where for the master we use a laptop, and for slaves, on the robot, we use a jetson, seen in the picture, for the process of robot movement displayed in the ROS gazebo, where the red track is the result of the process of movement of the robot from the starting point to the end, for more details the results of the robot movement system can be seen in figure 8.

Figure 8 is the result of the robotic movement system displayed in the ROS gazebo, this animation system is carried out to find out the real movement of the robot. Next is the result of the 3D area map-making system, in this system utilizes Rviz ROS for 3D creation, the results of 3D can be seen in figure 9.

Figure 9(a) is the result of capturing images, by utilizing the Kinect camera images converted into 3D shapes displayed on Rviz ROS, whereas image 9(b) is the result of the 3D creation process of the system. In the test above, it can be seen that the system has not been able to model the alignment of the RGB image into 3D, this is because the Infra-Red system on the Kinect has not worked optimally. The next test is the creation of 3D models of the tables and chairs in the laboratory, where the results can be seen in figure 10.

Figure 10 shows that the 3D manufacturing system on Rviz has increased, this is due to changing the parameters used to make the 3D model, in this test, there are several that are modeled in 3D, including the end of the table (c), and there is also a glass frame of room (a), and the bottom of the chair (b). The next test is to try to make 3D from the laboratory table, where the test results can be seen in figure 11.
The next test is to try to model the bottom of the table, where there is a point (a) the foot of the table can be modeled on the Rviz ROS, the next part (b) is part of a row of tables that are partially detected, there is an area that is also mapped at the top of the picture, where the image is part of the wall of the room that is included in the 3D process. Where the results of 3D creation can be seen in figure 12.

![Fig. 12. 3D Image Result](image)

In the tests carried out, there are results as in figure 12, where point (a) is the leg part of the table and a chair in the laboratory, while point (b) is the filing cabinet, where the result of filling the cabinet is not as good as to point (a), this is because the angle of taking imagery from the camera is too narrow, so the 3D result is not as good as to point (a). Further testing by changing the parameters on the Rviz to maximize the creation of a 3D model of the area captured by the camera, where the test results can be seen in figure 13.

![Fig. 13. 3D Image result](image)

In the tests carried out by changing the parameters in Rviz, the next test is to try to model the bottom of the table, where there is a point (a) the foot of the table can be modeled on the Rviz ROS, the next part (b) is part of a row of tables that are partially detected, there is an area that is also mapped at the top of the picture, where the image is part of the wall of the room that is included in the 3D process. Where the results of 3D creation can be seen in figure 12.

IV. CONCLUSIONS

From this paper, we propose mapping the area of the room and modeling it in 3D on Rviz ROS, the advantage of the system is that it is easy to use whereby utilizing the camera Kinect and ROS we are already able to make the area into a 3D view. When mapping the area using the ROS system, the process of creating a 3D structure from the one captured by the camera takes a few seconds, this is because the process of sending data from the slave to the master has problems due to internet network factors. From the tests carried out, the system designed can create 3D structures from the surrounding area captured by cameras and robots, this is based on the results of tests that have been carried out, and proves that the system created can map the area of the room into 3D. From research there are limitations of the designed system, where the distance mapped and made in 3D cannot be too far, this is due to the limitations of the camera.
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