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Abstract
Geospatial data obtained using Unmanned Aerial Vehicles (UAVs) and Unmanned Surface Vehicles (USVs)
are increasingly used to model the terrain in the coastal zone, in particular in shallow waterbodies (with
a depth of up to 1 m). In order to generate a terrain relief, it is important to choose a method for modelling
that will allow it to be accurately projected. Therefore, the aim of this article is to present a method for
accuracy assessment of topo-bathymetric surface models based on geospatial data recorded by UAV and
USV vehicles. Bathymetric and photogrammetric measurements were carried out on the waterbody adjacent
to the public beach in Gdynia (Poland) in 2022 using a DJI Phantom 4 RTK UAV and an AutoDron USV. The
geospatial data integration process was performed in the Surfer software. As a result, Digital Terrain Models
(DTMs) in the coastal zone were developed using the following terrain modelling methods: Inverse Distance
to a Power (IDP), Inverse Distance Weighted (IDW), kriging, the Modified Shepard’s Method (MSM) and
Natural Neighbour Interpolation (NNI). The conducted study does not clearly indicate any of the methods,
as the selection of the method is also affected by the visualization of the generated model. However, having
compared the accuracy measures of the charts and models obtained, it was concluded that for this type of
data, the kriging (linear model) method was the best. Very good results were also obtained for the NNI
method. The lowest value of the Root Mean Square Error (RMSE) (0.030 m) and the lowest value of the
Mean Absolute Error (MAE) (0.011 m) were noted for the GRID model interpolated with the kriging (linear
model) method. Moreover, the NNI and kriging (linear model) methods obtained the highest coefficient of
determination value (0.999). The NNI method has the lowest value of the R68 measure (0.009 m), while the
lowest value of the R95 measure (0.033 m) was noted for the kriging (linear model) method.
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1. Introduction

The integration of geospatial data recorded using different devices involves combining mea-
surement results that enable their analysis [1–3]. Each device records data in a different spatial
reference system. To analyze the terrain relief, it is necessary to import the recorded data into
a uniform spatial reference system [4]. The process of geospatial data harmonization is particu-
larly important in the coastal zone, as it is the most geomorphologically variable area on the Earth.
This is due to the continuous influence of the atmosphere, hydrosphere and human activities [5,6].

Bathymetric and topographic measurements in the coastal zone are carried out using hydroa-
coustic and optoelectronic devices and systems [7,8]. Hydroacoustic methods base their operation
on echolocation, which involves sending a high-frequency sound wave deep into the water, fol-
lowed by recording the vibrations of the wave reflected from the bottom. The main hydroacoustic
devices and systems include: a hydrometric station, an Inertial Navigation System (INS), aMulti-
Beam Echo Sounder (MBES), a positioning system Differential Positioning System (DGPS) or
Real Time Kinematic (RTK)), a Single Beam Echo Sounder (SBES), a Sound Navigation and
Ranging (SONAR) and a sound velocity probe [9–14]. Optoelectronic methods use the properties
of light to record and process geospatial data, as well as their operation involves the conversion
of electric signals into optical signals and vice versa. The main optoelectronic devices and sys-
tems include: an Airborne Lidar Bathymetry (ALB), an image sensor (a photodiode detector,
a photomultiplier tube or Charge-Coupled Device (CCD) and Complementary Metal-Oxide-
Semiconductor (CMOS) cameras, an INS, a laser rangefinder, a positioning system (DGPS or
RTK), a Radio Detection and Ranging (RADAR) and Terrestrial Laser Scanning (TLS) [15–20].

Dąbrowski et al. [21] proposed a method for integrating geospatial data acquired using
a Global Navigation Satellite System (GNSS) RTK receiver, a TLS, an Unmanned Aerial Vehicle
(UAV) and anUnmanned Surface Vehicle (USV). This method was verified based on data recorded
during a measurement study conducted in Sopot (Poland) in 2019. It used a DJI Mavic Pro UAV
for surveying the land and water area, a GNSS RTK Trimble R10 receiver for validating the
method of geospatial data integration and georeferencing images taken by the drone, a HyDrone
USV, on which a GNSS RTK receiver and an SBES were mounted, for surveying the water area,
as well as a Trimble TX8 laser scanner for surveying the land area. The study demonstrated that
the deviation values in the horizontal plane did not exceed 0.016 m, while the deviation values in
the vertical plane amounted to a maximum of 0.027 m.

Erena et al. [22] developed, in collaboration with companies, a Remotely Operated Vehicle
(ROV), an UAV and an USV, as well as presented a methodology for the integration of data
acquired using unmanned measurement platforms for the bathymetric and topographic monitoring
of 21 waterbodies of the Segura River (Spain). The study used a GNSS RTK EMLID Reach RS
receiver, a SIBIU-IMIDA ROV (comprising an Airmar DST 700 SBES and a 3DR receiver), UAVs
(Droning D-650 and D-820), on which a Sony QX1 photogrammetric camera was mounted and
a Mambo-IMIDA USV equipped with an Airmar 50/200 kHz SBES. Moreover, Light Detection
and Ranging (LiDAR) data (Leica ALS50-II Lidar system) were recorded using a manned aerial
vehicle. In the first stage, the data acquired using the USV were used to generate aDigital Surface
Model Bathymetry (DSMB), while the data acquired using the GNSS RTK receiver, LiDAR and
the UAV were used to generate a Digital Surface Model Photogrammetry (DSMP). This was
followed by integrating data on the land and water area, based on which geospatial analyses
related to the water volume could be carried out. The study demonstrated that the data acquired
using unmanned measurement platforms were characterized by high quality and enabled precise
determination of geomorphological changes in waterbodies due to relief-forming processes such
as erosion which reduces the capacity of the Segura River waterbodies under study.
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Lubczonek et al. [23] proposed a method for integrating data acquired using a UAV and
a USV. The study aimed to generate a bathymetric chart that included depths all the way to the
shoreline. It used a DJI Phantom 4 Pro UAV equipped with a CMOS camera with a resolution of
20 Mpx, a GNSS receiver (positioning accuracy of 0.5–1.5 m) and a Gerris USV on which an
Echologger EU400 SBES, a GNSS RTK EMLID Reach M2 receiver and an Inertial Measurement
Unit (IMU) were mounted.Moreover, Ground Control Points (GCP) determined using the GNSS
RTK geodetic method were used for the georeferencing of images taken by the drone. The study
was conducted on the shallow-water Lake Dąbie (Poland) with an average depth of 2.61 m. The
data acquired using unmanned measurement platforms were subjected to a harmonization process
to generate a digital model of the waterbody. Five methods were applied for terrain modelling:
Inverse Distance to a Power (IDP), kriging, Natural Neighbour Interpolation (NNI), radial basis
function and triangulation. The study demonstrated that the accuracy of modelling the land surface
with the above-mentioned methods was high (Mean Error (ME) = 0.01 m, Root Mean Square
Error (RMSE) = 0.03 m). Therefore, the data acquired using unmanned measurement platforms
can be used for compiling navigational charts of shallow (coastal) waterbodies, analyzing the
seabed shape in the vicinity of hydrotechnical structures, or archaeological mapping.

The literature research has revealed that geospatial data obtained using UAVs and USVs are
increasingly used to model the terrain in the coastal zone. Therefore, the aim of writing this
article is to present a method for accuracy assessment of topo-bathymetric surface models based
on geo-spatial data recorded by UAV and USV vehicles.

This article is structured as follows: Section 2 describes the measurement place. Moreover,
this section presents how geospatial data recorded by UAV and USV vehicles were elaborated.
In Section 3 Digital Terrain Models (DTMs) are presented which were developed using the fol-
lowing terrain modelling methods: IDP, Inverse Distance Weighted (IDW), kriging, the Modified
Shepard’s Method (MSM) and NNI. Then, the accuracy of the generated models was determined.
The paper closes with final (general and detailed) conclusions that summarize its content.

2. Materials and Methods

2.1. Topo-bathymetric Data Integration Models

Topo-bathymetric measurements were carried out on the waterbody at the public beach in
Gdynia. Three-dimensional coordinates of the underwater area (bathymetric data) were acquired
using the AutoDron USV [24, 25]. However, three-dimensional coordinates of the land area
(photogrammetric data) were obtained using the DJI Phantom 4 RTK [26].

Topo-bathymetric models were generated based on the bathymetric data derived from the
USV and the topographic data recorded by the UAV using the Surfer software [27]. Moreover,
this software was also used for integrating bathymetric and topographic data [7], as well as
their visualization. The bathymetric data were assigned coordinates from differential GNSS
RTK measurements. Initially, the GNSS RTK recorded data in the PL-2000 plane coordinate
system and the PL-EVRF2007-NH normal height system. However, for the current study, the
plane coordinates from the PL-2000 system were transformed into the PL-UTM system [28]. On
the other hand, the UAV point cloud obtained georeferencing from georeference points whose
coordinates were derived from differential GNSS RTK measurements. It should be mentioned that
the control points derived from the GNSS RTK receiver were originally recorded in the PL-2000
and PL-EVRF2007-NH systems. Therefore, it was reasonable to carry out the transformation
of control point plane coordinates. An .xyz file was then generated from the UAV point cloud
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using the Pix4D software. It is worth noting that only the beach was used to generate the topo-
bathymetric model. In summary, the process of preparing bathymetric and topographic data
involved the transformation of georeference points needed for the performance of georeferencing
of the UAV cloud and bathymetric data into the common plane coordinate system (PL-UTM).

The next model generation stage was based on the visualization of the interpolated model
data. The interpolated values are presented as either GRID or Triangulated Irregular Network
(TIN) models. For the Surfer software, it is the GRID model, 𝑖.𝑒., a grid of squares whose nodal
points have specified terrain surface heights. The data prepared for the model were derived from
two different devices. The UAV provided 28,990 points for the narrow strip of the beach, while the
USV provided 5136 points. The GRID network for all the models was generated with a spacing
of 1 m for the X-axis and 1 m for the Y-axis, and the number of rows and columns was 412×213.
Thus, the total number of nodes for each generated GRID network was 87,756. However, it should
be noted that not every method allowed information on depths and heights in all squares to be
obtained.

Following the generation of the GRID network, the statistical parameters for individual
Digital Terrain Models of the GRID type were calculated: Root Mean Square (m), minimum and
maximum interpolated value (m), range (𝑅) (m) and InterQuartile Range (IQR) (m):

RMS =

√√√√√√ 𝑛∑︁
𝑖

𝑧2
𝑖

𝑛
, (1)

𝑅 = max (𝑧) − min (𝑧) , (2)

IQR = 𝑄3 (𝑧) −𝑄1 (𝑧) , (3)

where:
𝑛 – number of measurement points (–);
𝑖 – numbering representing successive measurement points (–);
𝑧𝑖 – height of the 𝑖-th point measured by the UAV and USV vehicles (m);
𝑧𝑖 – interpolated value of 𝑧𝑖 (m);
max(𝑧) – maximum value of 𝑧 (m);
min(𝑧) – minimum value of 𝑧 (m);
𝑄1 (𝑧) – the first quartile (25th empirical quartile) of the 𝑧 value (m);
𝑄3 (𝑧) – the third quartile (75th empirical quartile) of the 𝑧 value (m).

In order to assess the accuracy of each interpolated point cloud, it was then decided to compare
the generated height values with the height values recorded by the UAV and USV vehicles with the
same plane coordinates based on the model accuracy measures: RMSE (m) [29],Mean Absolute
Error (MAE) (m) [30] and the coefficient of determination (𝑅2) (–) [31]:

RMSE =

√√√√√√ 𝑛∑︁
𝑖

(𝑧𝑖 − 𝑧𝑖)2

𝑛
, (4)

MAE =

𝑛∑︁
𝑖

|𝑧𝑖 − 𝑧𝑖 |

𝑛
, (5)
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𝑅2 =

𝑛∑︁
𝑖

(𝑧𝑖 − 𝑧)2

𝑛∑︁
𝑖

(𝑧𝑖 − 𝑧)2
, (6)

where: 𝑧 – arithmetic mean of the 𝑧 value (m).
Moreover, the measurement results are presented using the commonly applied statistical

position accuracy measures: R68 (m) and R95 (m) [32] for the differences between the height
coordinates measured by the UAV and USV and the modelled height coordinates. These measures
were applied because they do not assume normal distribution.

2.2. Method for Accuracy Assessment of Topo-bathymetric Surface Models Based on
Geospatial Data Recorded by UAV and USV Vehicles

The method for accuracy assessment of topo-bathymetric surface models based on geospatial
data recorded by UAV and USV vehicles (Fig. 1) begins from the collection data stage. Bathymetric

Fig. 1. A flowchart of the method for accuracy assessment of topo-bathymetric surface models based on geospatial data
recorded by the UAV and USV vehicles.
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data were obtained using the AutoDron USV, while photogrammetric data were recorded using
the DJI Phantom 4RTK UAV. Moreover, the course of the shoreline and georeference points
needed for the performance of georeferencing were determined with the use of the GNSS RTK
receiver. Subsequently, data from the above-mentioned devices were processed.

Processing data which came from the GNSS RTK receiver is based on the transformation
of plane coordinates from the PL-2000 system to the PL-UTM system in the QGIS software.
Data from the GNSS RTK receiver included the course of the shoreline and coordinates of
georeferencing points.

The development of bathymetric data is a multi-stage process and requires a very thorough
check of the data. At the beginning, transformations of plane coordinates from the PL-2000
system to the PL-UTM system were carried out. In the case of the data collected during the
measurement study, there was no need to convert the height coordinates. Nevertheless, the co-
ordinate transformation step can be omitted if there are no such requirements. Subsequently, the
depths erroneously recorded by the SBES were removed. Finally, the depths were referred to the
so-called chart datum. All stages of work in the development of bathymetric data were carried
out in the QGIS software.

The development of photogrammetric data began with their being inserted into the Pix4D
software. The next stage of work consisted in generating a UAV point cloud. The UAV point
cloud was generated in the form of the GRID Digital Surface Model with a grid spacing of 1 m.
Subsequently, the process of georeferencing was launched. It was conducted based on georeference
points recorded by the GNSS RTK receiver. Then the UAV point cloud was recreated in the
CloudCompare software to cut out only the beach and saved in a .csv file.

After the preparation of three measurement data sets (GNSS RTK, UAV and USV), they were
combined into one .csv file. Next, the integrated data were inserted into the Surfer software.
This program made it possible to generate topo-bathymetric models using the following terrain
modelling methods: IDW, IDP (𝑝 = 1), IDP (𝑝 = 2), MSM, NNI, kriging (logarithmic model) and
kriging (linear model). After generating the GRID model, statistical parameters were calculated
for individual DTMs: RMS, minimum and maximum interpolated values, 𝑅 and IQR.

Then, in order to assess the accuracy of each interpolated point cloud, it was decided to
compare the generated height values with the height values recorded by devices with the same
plane coordinates based on the following accuracy measures: RMSE, MAE, 𝑅2, R68 and R95.
This is the most important stage in accuracy assessment of topo-bathymetric surface models.
However, making a correct accuracy assessment depends on the data preparation process.

3. Results

For the purposes of the research, it was decided to develop DTMs based on the following
terrain modelling methods: IDW, IDP (𝑝 = 1), IDP(𝑝 = 2), MSM, NNI, kriging (logarithmic
model) and kriging (linear model). Only then was it possible to determine statistical parameters
for individual DTMs, such as: RMS, R, IQR, RMSE, MAE and 𝑅2.

3.1. IDW

The IDW was the first interpolation method applied to the data from the measurement study
conducted in Gdynia. This method had already been used to interpolate similar data for publication
purposes [33,34]. However, only bathymetric data were used for modelling the waterbody adjacent
to the beach in Sopot. The modelled waterbody in Sopot faithfully represented the surfaces.
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Therefore, it was decided to test the method on the bathymetric and topographic data covering
the public beach in Gdynia, which is located close to the beach in Sopot.

The RMS value of heights interpolated with the IDW method was 0.947 m. The minimum
height value amounted to 0.006 m, while the maximum value was 1.502 m. The range amounted
to 1.496 m, while the IQR was 0.351 m.

The accuracy of the interpolated DTM (Figure 2) in relation to the measurements was de-
termined using the RMSE to be 0.631 m and the MAE to be 0.466 m. The RMSE and MAE
values indicate a significant difference between the interpolated and the measurement values.
The coefficient of determination was obtained at a level of 0.945, which means that the fit of the
model to the measurement data is not satisfactory. The difference between the interpolated value
and the measurement value for the R68 measure is 0.492 m, while for the R95 measure, it has
a value of 1.451 m.

(a) (b)

Fig. 2. A topo-bathymetric chart of the waterbody adjacent to the public beach in Gdynia obtained using the IDW method
(a) and its 3D visualization (b).

The data prepared for the model were derived from two different devices. The UAV provided
28,990 points of the beach, while the USV provided 5136 points. The bathymetric data covered
a larger area. However, it was the topographic data that had a significant effect on the value of
interpolated points, which is due to the volume of topographic data. The greater number of UAV
points resulted in the USV values having a lesser influence on the interpolated value. Based on
the analysis, it can be concluded that the application of the IDW method for a large data set with
unevenly distributed measurement points can result in an incorrect surface representation.

3.2. IDP ( p = 1)

Another method that should be tested on the bathymetric and topographic data is the IDP. In the
literature, the method is also known as the IDW method modified by the exponent parameter [35].

The RMS value of heights interpolated with the IDP (𝑝 = 1) method was 1.263 m. The
minimum height value amounted to –1.332 m, while the maximum value was 2.690 m. The range
amounted to 4.022 m, while the IQR was 2.494 m.
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The accuracy of the interpolated DTM (Fig. 3) in relation to the measurements was determined
using the RMSE to be 0.058 m and the MAE to be 0.024 m. The coefficient of determination
was obtained at a level of 0.998, which means that the fit of the model to the measurement data is
very good. The difference between the interpolated value and the measurement value for the R68
measure is 0.020 m, while for the R95 measure, it has a value of 0.072 m.

(a) (b)

Fig. 3. A topo-bathymetric chart of the waterbody adjacent to the public beach in Gdynia, obtained using the IDP (𝑝 = 1)
method (a) and its 3D visualization (b).

Limiting the maximum number of points involved in interpolating a particular point is espe-
cially important when handling data derived from two independent devices, especially when there
are significantly more UAV data than the data measured by the SBES. Nevertheless, it should be
expected that it will not always be possible to correctly determine the maximum number of points
that will affect the calculation of the values of interpolated points.

3.3. IDP ( p = 2)

Another analysis was performed on the IDP method using the power exponent as a function
of weight [36, 37]. Usually, a basic exponent value of 𝑝 = 2 or 𝑝 = 3 is applied. However, it
should be noted that considering the exponent 𝑝 in the IDP method does not always result in the
representation of the actual surface.

Since the application of the IDP method with the parameter 𝑝 = 1 and taking into account
the range of data with a preset radius yielded a very good fit, it was decided to consider the same
method but with a different parameter 𝑝. For this case of the IDP method, the parameter 𝑝 has
a value of 2, while the data range was determined to be the same as for the previous IDP (𝑝 = 1)
method.

The RMS value of heights interpolated with the IDP (𝑝 = 2) method was 1.262 m. The
minimum height value amounted to –1.346 m, while the maximum value was 3.102 m. The range
amounted to 4.448 m, while the IQR was 2.488 m.

The accuracy of the interpolated DTM (Fig. 4) in relation to the measurements was determined
using the RMSE to be 0.041 m and the MAE to be 0.016 m. The coefficient of determination
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was obtained at a level of 0.999, which means that the fit of the model to the measurement data is
very good. The difference between the interpolated value and the measurement value for the R68
measure is 0.013 m, while for the R95 measure, it has a value of 0.046 m.

(a) (b)

Fig. 4. A topo-bathymetric chart of the waterbody adjacent to the public beach in Gdynia, obtained using the IDP (𝑝 = 2)
method (a) and its 3D visualization (b).

Based on the conducted comparative analysis of two IDP models, it can be concluded that
increasing the parameter does not affect the interpolated values significantly. Moreover, the
visualization of data using the IDP (𝑝 = 1) and IDP (𝑝 = 2) methods is similar because the
interpolated values of both methods are comparable.

3.4. MSM

Another method applied to the integrated data is MSM [38–40]. This method is particularly
dedicated to interpolating a small data set, which is confirmed by the publication [39]. Given the
scarcity of studies that interpolate integrated data using the MSM method, it was decided to apply
this method to interpolate the data from the measurement study conducted in Gdynia.

The GRID model generated using the MSM method was obtained, assuming that the two
radii needed for defining the ellipse have a value of 42.1 m. However, the number of points in
each ellipse is 13, while the number of points needed for the determination of weight coefficients
is 19. The generated GRID model did not cover all the squares in the grid with data. A total of
55,946 nodes contained interpolated values, while data was missing at as many as 31,810 nodes.
On the other hand, the RMS value of heights interpolated with the MSM method was 1.495 m.
The minimum height value amounted to –1.370 m, while the maximum value was 3.857 m. The
range amounted to 5.227 m, while the IQR was 2.060 m.

A comparative analysis of the interpolated values and the measurement values for the MSM
method was conducted on 34,106 points, which is due to the fact that the entire model area
was not covered with values. The accuracy of the interpolated DTM (Fig. 5) in relation to the
measurements was determined using the RMSE to be 0.104 m and the MAE to be 0.022 m. The
coefficient of determination was obtained at a level of 0.992, which means that the fit of the model
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to the measurement data is not satisfactory. The difference between the interpolated value and
the measurement value for the R68 measure is 0.009 m, while for the R95 measure, it has a value
of 0.070 m.

(a)
(b)

Fig. 5. A topo-bathymetric chart of the waterbody adjacent to the public beach in Gdynia, obtained using the MSM
method (a) and its 3D visualization (b).

As can be seen, the MSM model was not generated for the waterbody adjacent to the public
beach in Gdynia. The areas not covered with data are located at locations that were not overlapped
with measurement data or where their number was insufficient. These are located at the interface
between land and water. Based on the conducted analysis, it can be concluded that the MSM
method is not suitable for unevenly distributed data.

3.5. NNI

Another method implemented on the UAV and USV data is the NNI method [41]. This method
is most commonly used in geology [42]. However, it performs very well for the interpolation of
evenly distributed data. It is also applied where a lack of data occurs in regularly distributed
data. Therefore, it was decided to apply the NNI method for data integration. The surface of the
waterbody adjacent to the public beach in Gdynia, including the narrow strip of the beach, is
densely covered with points. On the other hand, in certain places, there is a lack of data.

As with the MSM method, the grid of squares created with the NNI method did not contain
height data at each node. A total of 61927 nodes only contained data, while 25829 nodes lacked
data. This is due to the properties of the model that is mainly based on the creation of a triangle
network with the Voronoi method, which is created locally in relation to the interpolating points.
This means that the interpolated values are not created at the edges of the interpolated area. The
RMS value of heights interpolated with the NNI method was 1.120 m. The minimum height value
amounted to –1.365 m, while the maximum value was 3.418 m. The range amounted to 4.783 m,
while the IQR was 2.036 m.

The accuracy of the interpolated DTM (Fig. 6) in relation to the measurements was determined
using the RMSE to be 0.031 m and the MAE to be 0.011 m. The coefficient of determination
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was obtained at a level of 0.999, which means that the fit of the model to the measurement data is
very good. The difference between the interpolated value and the measurement value for the R68
measure is 0.009 m, while for the R95 measure, it has a value of 0.034 m.

(a)
(b)

Fig. 6. A topo-bathymetric chart of the waterbody adjacent to the public beach in Gdynia, obtained using the NNI method
(a) and its 3D visualization (b).

The GRID model covers a much smaller area than the previous models. The NNI method
prevents the generation of a network for areas not covered with data. However, its application to
integrated data allowed for a very good fit of the model with respect to the measurement data
measured by two independent devices.

3.6. Kriging (Logarithmic Model)

The kriging method is among the most effective terrain modelling methods [43, 44]. This
method, similar to the IDW methods, assigns greater weights to the points located closer to the
interpolated point. However, in contrast to the IDW method, the weights are determined based on
a semivariogram.

The modelling of a semivariogram involves the selection of a mathematical function to most
accurately describe the empirical model. According to the calculations for 100 points, the best
model for the data under analysis was a logarithmic model. A radius specifying the range for the
interpolated point was then defined. The adopted values were the same as those for the previous
methods. It should be noted that with a greater number of points in the ellipse, assuming a limited
number of points in a particular ellipse, the points that are closest to the interpolated point are
selected. The interpolation yielded a grid with a total number of 87,756 nodes. The RMS value
of heights interpolated with the kriging (logarithmic model) method was 1.381 m.

The minimum height value amounted to –1.370 m, while the maximum value was 3.857 m.
The range amounted to 5.227 m, while the IQR was 2.486 m. The accuracy of the interpolated
DTM (Fig. 7) in relation to the measurements was determined using the RMSE to be 0.604 m
and the MAE to be 0.331 m. The coefficient of determination was obtained at a level of 0.793,
which means that the fit of the model to the measurement data is not satisfactory. The high value
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of the RMSE and MAE measures, as well as the low value of the coefficient of determination
indicate that the kriging method was not the best for the interpolation of a large volume of data.
This was also confirmed by the position measures. The difference between the interpolated value
and the measurement value for the R68 measure is 0.275 m, while for the R95 measure, it has
a value of 1.428 m.

(a)
(b)

Fig. 7. A topo-bathymetric chart of the waterbody adjacent to the public beach in Gdynia, obtained using the kriging
(logarithmic model) method (a) and its 3D visualization (b).

The topo-bathymetric chart shows the values of the depths and heights of the waterbody
adjacent to the beach, including the narrow strip of the beach. However, small areas in the form
of squares or other geometric figures are noticeable on the map. Since the interpolated surface is
not smooth, smoothing with the spline method should be applied.

3.7. Kriging (Linear Model)

The results of the GRID model created with the kriging method were determined by the
selection of the semivariogram model. Therefore, it was decided to apply the kriging method to
the same data but using a different semivariogram model. The kriging method with a logarithmic
semivariogram failed to yield a very good fit of the model against the measurement data. Hence,
the linear model of the semivariogram was applied, as it is used by default. What is more,
its application in the kriging model enabled the generation of a very accurate model of the
interpolated surface. The other variables for the model remained the same as for the kriging
(logarithmic model) method.

The RMS value of heights interpolated with the kriging (logarithmic model) method was
1.302 m. The minimum height value amounted to –1.445 m, while the maximum value was
3.902 m. The range amounted to 5.347 m, while the IQR was 2.500 m.

The accuracy of the interpolated DTM (Fig. 8) in relation to the measurements was determined
using the RMSE to be 0.030 m and the MAE to be 0.011 m. The coefficient of determination
was obtained at a level of 0.999, which means that the fit of the model to the measurement data is
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very good. The difference between the interpolated value and the measurement value for the R68
measure is 0.009 m, while for the R95 measure, it has a value of 0.033 m.

(a) (b)

Fig. 8. A topo-bathymetric chart of the waterbody adjacent to the public beach in Gdynia, obtained using the kriging
(linear model) method (a) and its 3D visualization (b).

As can be noted, the surface is devoid of sharp contours. Depth differences are visible across
the waterbody.

4. Discussion

The rapid development of measurement devices and systems has broadened the horizons for
the acquisition and processing of height and depth data in the coastal zone. However, with the
development of measurement techniques, the problem of integrating hydroacoustic and opto-
electronic data acquired from different devices has emerged [45]. Moreover, another problem
worth addressing is the selection of an appropriate method to build a terrain model faithfully
representing land using heterogeneous data [46, 47].

Terrain modelling using integrated data is a serious research problem that should be inves-
tigated in detail. Therefore, the author of the article decided to generate seven different DTMs
based on integrated UAV and USV data. Particularly noteworthy is the fact that the data cover the
waterbody adjacent to the public beach in Gdynia, along with a narrow strip of the beach.

The DTMs were generated using different methods. What is more, the IDP and kriging
methods were applied twice using different variables, while the models were created in the form
of regular grids of squares. Each generated grid of squares comprised 87,756 nodal points, which
had specific depths or heights. Table 1 provides a summary of essential information on the
GRID-generated models.

The maximum value of the height coordinate in the GRID model was noted for the kriging
(linear model) method. However, the minimum value of the depth coordinate was observed for the
kriging (linear model) method. It is noteworthy that the model generated with the IDW method
contained no negative values, which is due to the properties of the model and the preponderance
of the UAV data. More points from the UAV cause the values from the USV to have a significant
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Table 1. A summary of information on the GRID-generated models.

Statistical
measure (m) IDW IDP

(p = 1)
IDP

(p = 2) MSM NNI
Kriging

(logarithmic
model)

Kriging
(linear
model)

ℎmax
1 1.502 2.690 3.102 3.857 3.418 3.857 3.902

ℎmin
2 0.006 –1.332 –1.346 –1.370 –1.365 –1.370 –1.445

RMS 0.947 1.263 1.262 1.495 1.120 1.381 1.302

R 1.496 4.022 4.448 5.227 4.783 5.227 5.347

IQR 0.351 2.494 2.448 2.060 2.063 2.486 2.500

The maximum 1 and minimum 2 value of the height coordinate in the GRID model.

impact on the interpolated value. It can be presumed that the IDW method is not suitable to be
applied to unevenly distributed data, 𝑖.𝑒., where data located in a specific part of the area under
study predominate. Having analyzed, for each model, the differences between the highest and the
lowest height value in the set, it was concluded that the least varied interpolated data were found
in the GRID model obtained with the IDW method. On the other hand, the most varied height
data were obtained for the GRID model of the kriging (linear model) method.

The information presented in this study clearly shows the variation in the interpolated data
values depending on the method applied. However, to determine which of the methods applied is
the best and should be applied for integrated data covering the land and water area, it was decided
to compare the accuracies of selected models obtained with different interpolation methods
(Table 2).

Table 2. The accuracies of selected terrain modelling methods based on geospatial data recorded by UAV and USV
vehicles in the coastal zone.

Statistical
measure (m) IDW IDP

(p = 1)
IDP

(p = 2) MSM NNI
Kriging

(logarithmic
model)

Kriging
(linear
model)

RMSE (m) 0.631 0.058 0.041 0.104 0.031 0.604 0.030

MAE (m) 0.466 0.024 0.016 0.022 0.011 0.331 0.011

𝑅2 (–) 0.945 0.998 0.999 0.992 0.999 0.793 0.999

R68 (m) 0.492 0.020 0.013 0.009 0.009 0.275 0.009

R95 (m) 1.451 0.072 0.046 0.070 0.034 1.428 0.033

Based on Table 2, it can be concluded that the lowest value of the RMSE (0.030 m) was noted
for the GRID model interpolated with the kriging (linear model) method. However, the lowest
value of the MAE (0.011 m) was obtained for the GRID model interpolated with the NNI and the
kriging (linear model) methods. The low value of the MAE can be due to a very good fit between
the interpolated values and the measurement values for the land area. Another measure taken
into account is the coefficient of determination. The highest coefficient of determination value
(0.999) was noted for the IDP (𝑝 = 2), NNI and the kriging (linear model) methods. Moreover,
a range limiting measurement points, which affected the determination of the interpolated point
value, was also assessed. The lowest coefficient of determination value (0.793) was obtained for
the kriging (logarithmic model) method. The lowest value of the R68 measure (0.009 m) was
noted for the MSM and NNI methods, while the lowest value of the R95 measure (0.033 m) was
obtained for the kriging (linear model) method.
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The study also analyzed the distribution of a random variable, 𝑖.𝑒., the differences between the
height coordinate measured by the UAV and USV vehicles and the modelled height coordinate.
To this end, Easy Fit free software was used, which checks, by means of statistical tests such
as the Anderson-Darling test, chi-square test and Kolmogorov-Smirnov test [48–51], whether
the distribution of a random variable in the population differs from the assumed theoretical
distribution. Then, the program classifies the probability distributions according to the obtained
statistics for the particular statistical tests. For the purpose of the study, the most commonly
used theoretical distributions in geodesy were applied: Beta, Cauchy, chi-square, exponential,
gamma, Laplace, logistic, lognormal, normal, Pareto, Rayleigh, Student’s and Weibull [52–55].
It follows from the conducted analyses that the empirical distribution of the differences between
the interpolated measurement height values is the most similar to the Cauchy distribution for each
statistical test. All tests for individual interpolation methods (excluding IDW) showed consistency
of the differences between the interpolated and measurement height values with the Cauchy
distribution for a significance level of 𝛼 = 0.05.

Based on the statistical analysis and the visual assessment of the generated surfaces, it can be
assumed that the kriging (linear model) method performed the best. The model generated using
the kriging (linear model) method yielded very good results for selected accuracy measures. What
is more, the generated chart covers the entire area. It is worth noting that the generated isobaths
are smoothed. In addition, the interpolated surface contains no contours in the form of a so-called
bull’s-eye. It should be stressed that the NNI method also yielded very good results for accuracy
measures. Due to its algorithm, it does not cover the entire area with the interpolated data. The
IDP (𝑝 = 2) can also be considered a suitable method for modelling integrated data.

The accuracies of selected terrain modelling methods and the review of previous studies
indicate that the methodology of data acquisition has an impact on the accuracy of the created
models. Lubczonek et al. [56] proposed a methodology for creating a bathymetric and topographic
surface model using interpolation and geodata reduction techniques. This interpolation method
based on datasets with different degrees of spatial data reduction. Lubczonek et al. [56] wanted
to prove that the best results can be obtained if the dataset will be reduced. However, the research
presented in this article indicates that feeding of all the data into the model can give very
good results. On the other hand, Genchi et al. [57] created a topobathymetry model consisting
of a topographic point cloud and a bathymetry model which was generated using a different
interpolation method. In this case the best interpolated bathymetry (IDW method), which was
aligned to the topography (as reference), showed a RMSE of 0.18 m (on average) and a MAE
of 0.05 m. The accuracies are much higher than the model created from data on the waterbody
adjacent to the public beach in Gdynia. In addition, the IDW method based on geospatial data
recorded in Gdynia does not yield good results. Gesch and Wilson [58] developed a seamless
multisource topographic/bathymetric elevation model. The interpolation method, which they
chose to create the DTM, is the thin plate spline. The RMSE value for this model amounted to
0.43 m. Despite the large amount of data entered into the model, the RMSE value was high. These
examples confirm that the results obtained for the topo-bathymetric surface model in Gdynia are
very good.

5. Conclusions

The selection of a terrain modelling method when elaborating data is of major importance [59].
Therefore, the author of the study decided to compare the applied modelling methods that were
generated based on the integrated data. The conducted study does not clearly indicate any of
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the methods as the selection of the method is also affected by the visualization of the generated
model. However, having compared the accuracy measures of the charts and models obtained, it
was concluded that for this type of data, the kriging (linear model) method with a preset range
of data affecting the value of the interpolated ones was the best. Very good results were also
obtained for the NNI method. The application the kriging method requires the user to select the
best possible variables that affect the interpolated values. This means that the kriging method will
not always generate a very accurate terrain model.

Another important issue that should be addressed when selecting a terrain modelling method
is to determine the volume and range of data. Each measurement is characterized by a different
volume of data and their distribution. Therefore, it is not possible to conclude that the kriging
(linear model) method will perform well with other integrated data.

The article presents an analysis of GRID models generated with different methods. Certainly,
in the future, it would be appropriate to apply methods only for the bathymetric data and exclusively
for the topographic data. It will then be possible to determine which method performs well for
the land, water and combined (land and water) data.
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