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Abstract—In this paper, Recursive Least Square (RLS) and Affine Projection (AP) adaptive filters are designed using Xilinx System Generator and implemented on the Spartan6 xc6slx16-2egs324 FPGA platform. FPGA platform utilizes the non-restoring division algorithm and the CORDIC division algorithm to perform the division task of the RLS and AP adaptive filters. The non-restoring division algorithm demonstrates efficient performance in terms of convergence speed and signal-to-noise ratio. In contrast, the CORDIC division algorithm requires 31 cycles for division initialization, whereas the non-restoring division algorithm initializes in just one cycle. To validate the effectiveness of the proposed filters, a set of ten ECG records from the BIT-MIT database is used to test their ability to remove Power Line Interference (PLI) noise from the ECG signal. The proposed adaptive filters are compared with various adaptive algorithms in terms of Signal-to-Noise Ratio (SNR), convergence speed, residual noise, steady-state Mean Square Error (MSE), and complexity.
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I. INTRODUCTION

A n adaptive filter is a crucial tool in the heart disease diagnosis system. To ensure the efficient and accurate operation of the diagnosis system, the ECG signal must be clean and have high resolution [1]. In practical scenarios, the ECG signal is often interfered with by various types of noise signals. Conventional filters, including non-adaptive filters, have been used to restore the ECG signal but have also disturbed some required information, leading to misinterpretation of certain heart diseases. The adaptive filter is the most common approach to efficiently denoising the ECG signal without distorting the required information. It is used in conjunction with diagnosis systems to achieve accurate results [2].

Several adaptive algorithms have been used in adaptive filters for noise cancellers, including the Least Mean Square (LMS) [3], Recursive Least Square (RLS) [4], and Affine Projection (AP) algorithms [5]. The LMS-based adaptive filter has a simple construction but suffers from a low convergence speed. On the other hand, RLS and AP algorithms have a high convergence speed with more complexity. However, the RLS algorithm faces difficulties in design and implementation on the FPGA platform because it has two update equations, one of which has a nonzero initial value, while XSG always initializes variables and parameters from zero. Moreover, the RLS and AP algorithms have a division term in their weights update equations and require an efficient division algorithm to perform this task. These issues related to RLS and AP are the main focus of this paper.

Many researchers have designed RLS and AP algorithms as noise cancellers to achieve high convergence speed. Here are some related works to this paper: Gomathi Swaminathan et al. [6] designed an RLS adaptive filter for ECG noise cancellation using XSG. However, they performed the division terms outside the XSG tool by using a divider from MATLAB Simulink. Additionally, their proposed filter considered the cross-correlation matrix of the RLS algorithm as constant, which led to poor performance. Jayapravintha M. et al. [7] designed RLS and AP adaptive filters using the XSG tool but faced similar problems as mentioned earlier for the RLS algorithm. Moreover, they designed the division term of the AP algorithm outside the XSG tool, which does not provide a real implementation of the AP algorithm in the FPGA platform, nor the actual resource utilization of the AP algorithm. V. Kavitha et al. [8] also designed an RLS adaptive filter with a constant cross-correlation matrix and the division term performed outside the XSG tool. This design does not consider an efficient RLS adaptive filter and does not provide the actual utilization of the FPGA platform.

Authors in [9], [10],[11],[12] designed adaptive filters for ECG noise cancellation, but none of them mentioned the aforementioned problems. Most of them used the LMS algorithm because of its simple structure and ease of design using the XSG tool. However, the LMS algorithm suffers from low convergence speed. Furthermore, the adaptive filters designed in the previous works were not validated based on convergence speed, which is an important metric for testing the filter's performance in noise removal. To address the aforementioned problems related to RLS and AP algorithms, both filters were designed in the XSG tool. The division term of the filters was implemented using two different division algorithms: CORDIC [13] and non-restoring [14] algorithms, specifically tailored for the FPGA platform. The performance of the AP and RLS adaptive filters was compared using these two division algorithms in terms of convergence speed, SNR, signal resolution, and the amount of residual noise in the ECG signal. Furthermore, the RLS algorithm was enhanced by incorporating an updated cross-correlation matrix to further improve the performance of the adaptive filter.
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II. ADAPTIVE FILTER ALGORITHMS

A. Recursive Least Square algorithm.

The Recursive Least Squares (RLS) algorithm is an adaptive algorithm used to update filter coefficients recursively based on minimizing the Mean Square Error (MSE) at the output of the noise canceller. This algorithm demonstrates a faster convergence speed, each input sample was processed in a recursive manner at each iteration. The RLS performs efficiently in non-stationary environments where the noise signal varies with time. A set of equations below present the principle of this algorithm [15].

\[ e(n) = d(n) - y(n) = d(n) - x^T(n) \cdot w(n) \]  
\[ w(n+1) = w(n) + e(n) \cdot g(n) \]  
\[ g(n) = P(n) \cdot x(n) [\lambda + x^T(n) \cdot P(n) \cdot x(n)]^{-1} \]  
\[ P(n+1) = \lambda^{-1} \cdot P(n) - g(n) \cdot x^T(n) \cdot \lambda^{-1} \cdot P(n) \]  

In these equations, \( y(n) \) is the filter output that represents convolution between the input signal \( x(n) \), and the weights vector denoted by \( w(n) \). The error signal \( e(n) \) determined by the difference between the desired signal \( d(n) \) and the output signal. \( \lambda \) denoted forgetting factor the govern the filter performance, this parameter affects both signal-to-noise ratio (SNR) and convergence speed. Additionally, the gain vector \( g(n) \) plays an important role in the overall effectiveness of the filter. During each iteration, the cross-correlation matrix \( P(n) \) undergoes an update equation [16].

B. Affine Projection algorithm.

The AP algorithm plays a crucial role in improving the efficiency of corrupted signals, it estimates the coefficients of the filter using a set of desired and input signals. The main advantage of this algorithm is its capability to eliminate time-varying noises, which are typically challenging to eliminate through conventional filters. This advantage makes it a suitable choice for applications including signal enhancement, where the input signal can vary widely in both frequency and amplitude. The following fundamental equations constitute the AP filter [17].

\[ y(n) = d(n) - x^T(n) \cdot w(n) \]  
\[ e(n) = d(n) - y(n) \]  
\[ w(n+1) = w(n) + (\mu \cdot x(n)) [x^T(n) \cdot x(n) + \delta I]^{-1} \cdot e(n) \]  

In this context, \( e(n) \) represents the output error of the noise canceller, while \( d(n) \) denotes the desired signal, and \( w(n) \) represents the weight vector of the filter. The input signal is represented by \( x(n) \), and the step size parameter is denoted by \( \mu \), while the regularization parameter is represented by \( \delta \). The regularization parameter \( \delta \) and the step size parameter \( \mu \) are crucial in this process as they influence the performance of the filter. The value of \( \delta \) helps to prevent overfitting and improve the model’s generalization, while \( \mu \) determines the rate at which the filter reaches its steady state, significantly impacting the learning process’s speed and accuracy [18].

III. RESULTS AND DISCUSSION

In this paper, 4-tap AP and RLS adaptive filters are designed using the XSG tool and implemented on the Spartan6 xc6slx16-2csg324 FPGA platform. The proposed adaptive filter was tested and validated to remove PLI noise from ECG signals. The synthetic PLI noise was obtained from a signal generator that generates a sinusoidal signal with a frequency of 60 Hz. The ECG signals were obtained from MIT-BIH datasets, which include several ECG signals with a wide variety of signal morphologies.

Fig. 1 depicts the ECG signals that have been restored using different algorithms. This figure provides valuable insight into the effectiveness of the designed filters in maintaining the quality of the ECG signal. Fig. 2 shows the difference between the recovered signal and the clean ECG signal after applying different algorithms. The adaptive algorithms modify the filter coefficients based on the input signal to minimize the difference between the desired and actual output. Measuring the signal difference provides insight into the algorithm's effectiveness in removing unwanted components or noise from the original signal. A smaller difference signal indicates better noise reduction and more precise signal processing. The ECG signal quality after non-restoring-based RLS and AP adaptive filters has better resolution when compared with the restored signal after the CORDIC-based adaptive filter, as shown in Figs. 1 (g), 1 (h), 1 (j), and 1 (k). Moreover, the difference signals after non-restoring-based RLS and AP adaptive filters contain less residual noise than the difference signals after CORDIC-based filters, as shown in Figs. 2 (e), 2 (f), 2 (h), and 2 (i).

The main advantage of using non-restoring division over CORDIC division algorithms is that it does not require a long time to initialize the division process, as in CORDIC, which requires approximately 31 delay cycles to initiate the division algorithm. During the first 31 cycles, the CORDIC algorithm provides wrong division results, which affect the final output of the filters and introduce a large error in the first samples. The RLS filter incorporating an updated cross-correlation matrix and designed using the MATLAB divider outside the XSG tool provides the minimum residual noise, as shown in Figs. 1 (i) and 2 (g). The non-restoring division algorithm has efficiency close to the MATLAB divider, as shown in Figs. 1 and 2, making it the best choice for performing the division task in FPGA-based adaptive filters.

The XSG models of the proposed filters are shown in Figs. 3, 4, and 5. Fig. 3 shows the XSG model of the 4-tap AP filter design using a non-restoring divider, Fig. 4 shows the XSG model of the RLS filter incorporating a constant cross-correlation matrix with a non-restoring divider, and Fig. 5 shows the XSG model of the proposed 4-tap RLS filter incorporating an updated cross-correlation matrix with a non-restoring divider.
Fig. 1. Simulation results for PLI noise removal: (a) clean ECG signal, (b) ECG signal with real PLI noise, (c) recovered signal after AP filtering, (d) recovered signal after AP design with non-restoring division algorithm, (e) recovered signal after AP design with CORDIC division algorithm, (f) recovered signal after RLS with constant cross correlation matrix, (g) recovered signal after RLS design with constant cross correlation matrix and non-restoring division algorithm, (h) recovered signal after RLS design with constant cross correlation matrix and CORDIC division algorithm, (i) recovered signal after RLS filtering designed with update cross-correlation matrix, (j) recovered signal after RLS filtering designed with update cross-correlation matrix and non-restoring division algorithm, (k) recovered signal after RLS filtering designed with update cross-correlation matrix and CORDIC division algorithm.
Table I presents the SNR comparison of various adaptive filters with different design metrics on the FPGA platform. These filters were tested for their effectiveness in removing PLI noise from a set of ten ECG signals obtained from the MIT-BIH database. The average SNR of the adaptive filter-based non-restoring algorithm is comparable to the average SNR ratio of adaptive filters with division terms performed outside the XSG tool. This demonstrates the robustness of the non-restoring algorithm in designing an adaptive filter for division tasks on the FPGA platform. In contrast, the CORDIC algorithm performs poorly in terms of SNR and convergence speed. Among the adaptive filters, the RLS adaptive filter with an updated cross-correlation matrix and a non-restoring divider exhibits the highest average SNR. The average SNR of the proposed RLS filter, incorporating an updated cross-correlation matrix, improved by 1.2% compared to the state-of-the-art RLS filter that incorporates a constant cross-correlation matrix, both utilizing the non-restoring division algorithm. The average SNR for AP, utilizing a non-restoring algorithm, improved by 6.4% compared to AP utilizing a CORDIC divider. The average SNR for RLS, incorporating a constant cross-correlation matrix, utilizing a non-restoring algorithm, improved by 16.6% compared to the same filter utilizing a CORDIC divider. Finally, the average SNR for RLS, incorporating an updated cross-correlation matrix, utilizing a non-restoring algorithm, improved by 37% compared to the same filter utilizing a CORDIC divider.
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Fig. 5. Proposed filter implementation of a four-tap RLS filter incorporates an updated cross-correlation matrix using a non-restoring divider.

Cordic division algorithm exhibits a large mean square error at the beginning. This is due to the fact that the Cordic algorithm requires 31 cycles to initialize the division process, introducing an error during this period that increases the output error.

Fig. 6 depicts the convergence speed of various adaptive filters tested for removing PLI from ECG signal record 100. This figure provides valuable insights into the time taken by the filter to reach its steady state. The RLS adaptive filter, which incorporates an updated cross-correlation matrix, exhibits the highest convergence speed and the smallest steady state Mean Square Error (MSE). However, it should be noted that this algorithm lacks a true FPGA implementation and does not provide real resource utilization of the FPGA platform. Therefore, in this paper, it is only designed for comparison purposes. The convergence speed of the RLS filter with an updated cross-correlation matrix, along with the non-restoring division algorithm, is almost identical to that of the RLS filter with the MATLAB divider. This implies that the non-restoring division algorithm is the optimal choice for implementing adaptive filters on the FPGA platform. Furthermore, the convergence speeds of the AP and RLS filters designed with a constant cross-correlation matrix, using the MATLAB divider, are identical to those of the filters designed using the non-restoring division algorithm. On the other hand, the convergence speed of the RLS filters designed with the CORDIC division algorithm exhibits a large mean square error at the beginning. This is due to the fact that the CORDIC algorithm requires 31 cycles to initialize the division process, introducing an error during this period that increases the output error.

The resource utilization of the AP and RLS adaptive filters with the CORDIC and non-restoring division algorithms is presented in Table II. Comparing the two algorithms, the adaptive filter utilizing the non-restoring algorithm utilized fewer slice registers, but it required more LUTs and MUXCYS for implementation compared to the filter using the CORDIC algorithm. In terms of power consumption, the AP with the non-restoring division showed an 11% increase compared to the AP with the CORDIC divider. Similarly, the RLS filter with a constant cross-correlation matrix and a non-restoring divider consumed 8% more power than the RLS with a constant cross-correlation matrix using the CORDIC divider. Furthermore, when comparing the RLS filters with an updated cross-correlation matrix, the total power consumption increased by 33% for the non-restoring-based RLS compared to the CORDIC-based RLS. In summary, the non-restoring algorithm requires more resources and consumes more power when compared to the CORDIC divider.
posed two different division algorithms to implement the RLS and AP filters on an FPGA platform. The results showed that the proposed filters with the non-restoring division algorithm outperformed the adaptive filters utilizing the CORDIC division algorithm in terms of SNR, convergence speed, and steady-state Mean Square Error. However, it should be noted that the proposed adaptive filters with the non-restoring division algorithm required more hardware resources and consumed more power when implemented on the FPGA platform compared to the filters using the CORDIC algorithm. Furthermore, the RLS and AP filters with the MATLAB divider exhibited the highest convergence speed and SNR. However, they lack a true implementation in the FPGA platform as they perform division operations outside of the FPGA. These designs were included in this paper for comparison purposes and system validation testing. The proposed RLS filter with the updated cross-correlation matrix and the non-restoring division algorithm showed promising results in terms of SNR and convergence speed. However, it is important to consider the trade-off between performance and resource utilization when selecting the appropriate division algorithm for FPGA implementation.

### Table I

<table>
<thead>
<tr>
<th>Record No.</th>
<th>AP Outside Xilinx division</th>
<th>AP designed Using non-restoring</th>
<th>RLS constant matrix designed using CORDIC division</th>
<th>RLS update matrix designed using CORDIC division</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>31.5931</td>
<td>31.5941</td>
<td>32.0515</td>
<td>30.9155</td>
</tr>
<tr>
<td>101</td>
<td>31.6909</td>
<td>31.6910</td>
<td>32.1903</td>
<td>30.9626</td>
</tr>
<tr>
<td>102</td>
<td>30.2303</td>
<td>30.2313</td>
<td>30.8943</td>
<td>30.3511</td>
</tr>
<tr>
<td>103</td>
<td>18.2842</td>
<td>18.2841</td>
<td>18.2913</td>
<td>16.5422</td>
</tr>
<tr>
<td>104</td>
<td>27.0312</td>
<td>27.0321</td>
<td>27.1701</td>
<td>26.0467</td>
</tr>
<tr>
<td>105</td>
<td>31.7972</td>
<td>31.7974</td>
<td>32.2974</td>
<td>31.0053</td>
</tr>
<tr>
<td>108</td>
<td>31.5726</td>
<td>31.5752</td>
<td>32.0549</td>
<td>30.9698</td>
</tr>
<tr>
<td>203</td>
<td>18.3168</td>
<td>18.3169</td>
<td>18.3103</td>
<td>16.5507</td>
</tr>
<tr>
<td>220</td>
<td>24.5662</td>
<td>24.5658</td>
<td>4.4988</td>
<td>22.9980</td>
</tr>
<tr>
<td>228</td>
<td>31.0055</td>
<td>31.0064</td>
<td>31.5725</td>
<td>30.7035</td>
</tr>
<tr>
<td>Average</td>
<td>27.6088</td>
<td>27.60943</td>
<td>25.93314</td>
<td>26.0467</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Filter type and divider</th>
<th>Number of Slice Registers</th>
<th>Number of Slice LUTs</th>
<th>Number of occupied Slices</th>
<th>Number of MUXCYs used</th>
<th>No. of LUT Flip Flop pairs used</th>
<th>No. of Bounded IOBs</th>
<th>Power total in watt</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP with CORDIC divider</td>
<td>650</td>
<td>805</td>
<td>249</td>
<td>564</td>
<td>589</td>
<td>49</td>
<td>0.251</td>
</tr>
<tr>
<td>AP with non-restoring divider</td>
<td>160</td>
<td>1405</td>
<td>463</td>
<td>1156</td>
<td>1415</td>
<td>49</td>
<td>0.279</td>
</tr>
<tr>
<td>RLS with Constant cross-correlation and CORDIC divider</td>
<td>931</td>
<td>966</td>
<td>288</td>
<td>584</td>
<td>1054</td>
<td>49</td>
<td>0.273</td>
</tr>
<tr>
<td>RLS constant cross-correlation non-restoring</td>
<td>218</td>
<td>1450</td>
<td>471</td>
<td>1184</td>
<td>1505</td>
<td>49</td>
<td>0.297</td>
</tr>
<tr>
<td>RLS update cross-correlation CORDIC</td>
<td>1220</td>
<td>1072</td>
<td>315</td>
<td>620</td>
<td>1125</td>
<td>49</td>
<td>0.252</td>
</tr>
<tr>
<td>RLS update cross-correlation non-restoring</td>
<td>260</td>
<td>1794</td>
<td>625</td>
<td>1224</td>
<td>1855</td>
<td>49</td>
<td>0.336</td>
</tr>
</tbody>
</table>

### Conclusion

This paper focused on designing an RLS filter using Xilinx System Generator (XSG) with an updated cross-correlation matrix to enhance the SNR and convergence speed of the RLS filter implemented with a constant cross-correlation matrix. This paper also proposed two different division algorithms to implement the RLS and AP filters on an FPGA platform. The results showed that the proposed filters with the non-restoring division algorithm outperformed the adaptive filters utilizing the CORDIC division algorithm in terms of SNR, convergence speed, and steady-state Mean Square Error. However, it should be noted that the proposed adaptive filters with the non-restoring division algorithm required more hardware resources and consumed more power when implemented on the FPGA platform compared to the filters using the CORDIC algorithm. Furthermore, the RLS and AP filters with the MATLAB divider exhibited the highest convergence speed and SNR. However, they lack a true implementation in the FPGA platform as they perform division operations outside of the FPGA. These designs were included in this paper for comparison purposes and system validation testing. The proposed RLS filter with the updated cross-correlation matrix and the non-restoring division algorithm showed promising results in terms of SNR and convergence speed. However, it is important to consider the trade-off between performance and resource utilization when selecting the appropriate division algorithm for FPGA implementation.
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