Modular heat storage in waste heat recovery installations

PIOTR GÓRSZCZAK\textsuperscript{a}
MARcin RYwOTYCKI\textsuperscript{a}\textsuperscript{*}
MARCIN HOJNY\textsuperscript{a}
GRZEGORZ FILO\textsuperscript{b}

\textsuperscript{a} AGH University of Krakow, Mickiewicza 30, 30-059 Kraków, Poland
\textsuperscript{b} Cracow University of Technology, Jana Pawła II 37, 31-864 Kraków, Poland

Abstract The paper presents the methodology of designing a system for accumulating waste heat from industrial processes. The research aimed to analyse the fluid’s movement in the heat accumulator to unify the temperature field in the volume of water constituting the heat buffer. Using the computer program Ansys Fluent, a series of computational fluid dynamics simulations of the process of charging the heat storage with water at 60\textdegree{}C, 70\textdegree{}C, and 80\textdegree{}C was carried out. The selected temperatures correspond to the temperature range of unmanaged waste heat. In the presented solution, heat storage is loaded with water from the cooling systems of industrial equipment to store excess heat and use it at a later time. The results of numerical calculations were used to analyse the velocity and temperature fields in the selected structure of the modular heat storage. A novelty in the presented solution is the use of smaller modular heat storage units that allow any configuration of the heat storage system. This solution makes it possible to create heat storage with the required heat capacity.
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Nomenclature

\[ C_{1\epsilon}, C_{2\epsilon}, C_{\mu} \] \quad turbulence model constants
\[ c \] \quad specific heat, J kg\textsupers{-1} K\textsupers{-1}
\[ G_k \] \quad generating kinetic energy of turbulence
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1 Introduction

Thermal energy is a by-product of every energy generation and industrial process. The growing crisis and rising environmental problems force the development of heat recovery systems to mitigate the current situation [1]. Waste heat recovery is one of the most promising ways to improve the energy efficiency of many technological processes and energy devices [2]. All kinds of construction industries are among the most energy-intensive areas. This sector accounts for almost a third of the world’s total energy consumption. Domestic hot water, space heating and cooling currently account for about 50% of energy consumption in the construction sector [3]. Thanks to waste heat recovery systems, it will be possible to reduce CO₂ emissions, and fossil fuel consumption [4]. Nowadays, all countries around the World are in a period of energy transformation. Distributed energy, complementary to fossil and renewable energy, is currently a research hotspot. However, the variability and discontinuity of renewable energy require the use of energy storage facilities that will provide energy in the event of insufficient production from renewable energy sources (RES) [5]. Numerous industrial processes generate a significant amount of low-temperature waste heat, a potential source for building heating systems and industries such as drying, pasteurization, water heating and distillation in the paper, food, tobacco, wood, etc., chemical and machinery sectors. A low-temperature heat
source could be sufficient to heat buildings; however, high-temperature water, steam or air is required in the abovementioned industrial branches. This temperature can be achieved by using electric heating or traditional fossil fuel boilers. This is associated with low energy efficiency and high emission of pollutants into the atmosphere. To improve energy efficiency, traditional boilers can be replaced by heat pumps, a more efficient method of high-temperature heating. When generating energy in a heat pump, no production of pollutants could get into the atmosphere [6]. However, waste heat production does not always correlate with actual heat demand. This makes it necessary to accumulate this heat and use it at a later time. Therefore, one of the most urgent issues in the power industry is collecting and storing the generated thermal energy using heat accumulators. Such devices can be used as thermal power reserves during night hours or system failures [7]. In addition, thermal energy can be converted into electrical energy for production in the thermomechanical cycle when there is a demand for it [8]. The modular heat storage is usually a few hundred litres, well-insulated accumulator tank that allows heat to be stored in the form of, for example, hot water. The heat source can be water from industrial equipment’s cooling systems. Due to the risk of evaporation, heat storage with water is mainly used at temperatures below 90°C [9,10]. The dynamic and static modes can be distinguished during the water tank operation. The dynamic mode of operation refers to the process of loading and unloading the water tank. The static operating mode refers to the thermal behaviour of the heat storage when water is accumulated [11]. If necessary, the accumulated heat can be transferred at a given time and in a certain amount to various receivers in the building, such as radiators, floor heating or domestic hot water (DHW) storage heaters [12]. Unused heat should be managed for its subsequent use in low-temperature processes and heating buildings. A diagram of such an installation is shown in Fig. 1.

In such an example installation, the heating fluid operates in a closed circuit. The heated fluid flows from the waste heat source to a 4-way valve with a thermometer and, depending on the temperature, is either transferred directly to the heat consumer or heats the water in the thank thermal energy storage (TTES) for later use. An expansion vessel is used in the system and in the TTES itself to collect the excess fluid created by temperature expansion. Sensors are used throughout the system to measure the temperature of the medium.

In the literature, the static mode of operation is also called the cooling process because, due to heat loss to the environment, a natural water cool-
ing process occurs [11,13]. Heat exchange between the fluid in the tank and the environment results in the creation of boundary layers of temperature and water velocity along the side wall of the tank. As a consequence of this phenomenon, thermal stratification is formed in the reservoir. This stratification significantly affects the capacity of the accumulated thermal energy and even the efficiency of the entire system [11,14]. Heat storage, also called accumulation, is present in heat accumulators, i.e., thermal energy storage (TES). Depending on the temperature of the storage medium, heat accumulation can be divided into low-temperature, whose temperature does not exceed 120°C, medium-temperature, ranging from 120°C to 500°C [15] and high-temperature, whose temperature exceeds 500°C. In thermal energy storage, heat can be accumulated using specific heat, phase-change material (PCM), and heat of chemical transformations [16,17]. Due to their construction, heat accumulators can be divided into two main groups. The first one includes underground thermal energy storage (UTES), i.e., underground heat reservoirs that use soil, water or gravel as a storage medium. The second form of storage is a water reservoir, i.e., tank thermal energy storage (TTES) [16]. In general, the energy storage density of overt heat storage materials is relatively low (in the range of approximately 10 to 50 kWh m$^{-3}$ [9,18]), requiring more materials and larger tanks [9,19].
Heat storage with very large capacities are used in power plants [20]. This arrangement feeding the district heating system. Such solutions are applicable to areas with access to the district heating system [21].

A novelty in the presented solution is the use of smaller modular heat storage units that permit any configuration of the heat storage system and the use of thicker insulation than in standard tanks, which results in lower heat losses to the environment. The proposed solution makes it possible to create heat storage with the required heat capacity. Particularly, this work provides an analysis of heat storage accumulating heat in an overt form up to 80°C. A series of computational fluid dynamics (CFD) simulations of the TTES charging process with water at 60°C, 70°C, and 80°C were carried out. The research demonstrates the influence of the temperature and the tank’s structure on the movement of the water velocity field in the tank and heat loss as a result of heat conduction through its walls. In the literature, one can find various uses of thermal energy storage with phase change substance, which accumulate waste heat and heat from solar energy [22,23]. Phase change materials have a high heat capacity but only in a narrow temperature range, while water works better in a broader scope. Phase change material (PCM) is also much more expensive than commonly available water. Due to the low interest in the area of modular TTES loaded with water from waste heat recovery installations and the matter of extending the ranges of applied temperatures, the presented publication fills this gap.

2 Methodology: computational fluid dynamics method

Effective modelling of the charging process of modular heat storage requires the use of mathematical models that allow the determination of the temperature field and the velocity field resulting from water heating in the tank. The heated water temperature field results from two heat transport mechanisms, convection and conduction. The conduction equation with a convection term, also known as the Fourier-Kirchhoff equation, can describe their mutual overlap. The general form of this equation is [24,25]

\[
\frac{\partial T}{\partial t} + u_i \frac{\partial T}{\partial x_i} + u_j \frac{\partial T}{\partial x_j} + u_l \frac{\partial T}{\partial x_l} = \frac{\lambda}{c \rho} \left( \frac{\partial^2 T}{\partial x_i^2} + \frac{\partial^2 T}{\partial x_j^2} + \frac{\partial^2 T}{\partial x_l^2} \right). \tag{1}
\]
The Navier-Stokes equation coupled with continuity equation, describes the heated water velocity field. The general form of this equation, describing the movement of a viscous fluid, is as follows [26]:

\[
\frac{\partial}{\partial t} (\rho u_i) + \frac{\partial}{\partial x_j} (\rho u_i u_j) = \rho g_i - \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial u_l}{\partial x_l} \right) \right],
\]

(2)

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_i} (\rho u_i) = 0.
\]

(3)

Turbulent flow is a three-dimensional, non-constant, random motion observed in fluids at moderate to high Reynolds numbers above 3600 [26]. Since technical flows are usually based on low-viscosity fluids, almost all are turbulent. Many technically essential quantities, such as the mixing of momentum, energy, and substance kinds, heat transfer, pressure losses and efficiency, depend on turbulence. Turbulent flows are unsteady, and their accurate simulation requires high computing power. For this reason, averaging methods must be applied to the Navier-Stokes equations to filter out all, or at least, parts of the turbulence spectrum. The most widely used solution is trying to solve the time-averaged equations of motion for fluid flow – the Reynolds-averaged Navier-Stokes (RANS) equations. This process eliminates all turbulent structures from the flow, and a smooth change of the averaged velocity and pressure fields can be obtained. However, the averaging process introduces additional unknowns into the transport equations that need to be related to the averages somehow, which is why the so-called turbulence modelling occurs at this stage [27,28]. The quality of the simulation may depend on the turbulence model selected. It is essential to choose a suitable model and provide the appropriate numerical mesh for the selected model. An alternative to RANS constitutes the scale-resolving simulation (SRS) model. In SRS methods, at least part of the turbulence spectrum is resolved in at least part of the flow domain. The best-known method is large eddy simulation (LES); however, many new hybrids (models between RANS and LES) are emerging. Since all SRS methods require timed simulations where the time step is relatively small, it is crucial to understand that these methods are computationally much more demanding than RANS simulations. The RANS models include the Spalart-Allmaras model, \( k - \epsilon \), \( k - \omega \), and Reynold’s stress. The \( k - \epsilon \) model belongs to the family of time-averaged Navier-Stokes (RANS) turbulence models in which all turbulence effects are modelled. It is a model based on two equations [29].
means that in addition to conservation equations, it also solves two transport equations, such as convection and diffusion of turbulent energy [30]. The standard $k$-$\epsilon$ model is a semi-empirical model based on default transport equations for turbulence kinetic energy, $k$, and its dissipation coefficient, $\epsilon$. Both variables contribute to the turbulent viscosity, $\mu_t$. It is designed to model the apparent increase in viscosity associated with the existence of additional fluctuations. In this case, the transport equations may be written as follows:

$$\frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} = \rho g_i - \frac{1}{\rho} \frac{\partial p}{\partial x_i} - \frac{1}{\rho} \frac{\partial}{\partial x_j} \left[ (\mu + \mu_t) \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right], \quad (4)$$

$$\frac{\partial u_j}{\partial x_j} = 0, \quad (5)$$

$$\frac{\partial (\rho k)}{\partial t} + \frac{\partial (\rho u_j k)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \frac{\mu + \mu_t}{\sigma_k} \right) \frac{\partial k}{\partial x_j} \right] + G_k - \rho \epsilon, \quad (6)$$

$$\frac{\partial (\rho \epsilon)}{\partial t} + \frac{\partial (\rho u_j \epsilon)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \frac{\mu + \mu_t}{\sigma_\epsilon} \right) \frac{\partial \epsilon}{\partial x_j} \right] + C_{1\epsilon} G_k \frac{\epsilon}{k} - C_{2\epsilon} \rho \frac{\epsilon^2}{k}. \quad (7)$$

The transport equations for $k$ and $\epsilon$ include additional quantities such as:

$$\mu_t = \rho C_\mu \frac{k^2}{\epsilon}, \quad G_k = \mu_t S^2, \quad S = \sqrt{2 S_{ij} S_{ij}}, \quad S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right).$$

The model also requires several constants. In the carried out research, by the general Ansys/Fluent recommendations [31], they amounted to:

$$C_\mu = 0.09, \quad C_{1\epsilon} = 1.44, \quad C_{2\epsilon} = 1.92, \quad \sigma_k = 1.0, \quad \sigma_\epsilon = 1.3.$$  

Equations (4) and (5) are valid only for incompressible flows. The tested working medium is water, which is treated as an incompressible fluid. For this reason, the over mentioned equations are appropriate. The formulated equations are solvable for averaged values over a suitable time period. It is assumed that the averaged values may still vary over time to some extent [28]. In the derivation of the $k$-$\epsilon$ model, it was assumed that the flow is turbulent since the standard $k$-$\epsilon$ model is valid for fully turbulent flows [27]. Finally, based on the Ansys Fluent documentation [27,31], among many different mathematical models, the $k$-$\epsilon$ turbulence model was used mainly due to optimal calculation time and high stability.
3 Case study: numerical model

Calculations of the heat capacity of a single tank were carried out for different charging temperatures. It was assumed to build compact heat storage with internal dimensions of $2.0 \times 0.5 \times 0.5 \text{ m}$, which was filled with water. The actual volume of stored medium is therefore $0.472 \text{ m}^3$. This is the volume calculated with Ansys DesignModeler on the basis of the geometry after subtracting the heating and heat-receiving plates, which is filled with water. The initial temperature of the water in the tank was assumed to be $12^\circ\text{C}$, and the final temperatures amounted to $60^\circ\text{C}$, $70^\circ\text{C}$, and $80^\circ\text{C}$, respectively. The accumulator heat capacity was determined based on the energy balance. The specific heat of the water and the temperature difference were used to calculate the heat capacity. The calculated heat capacity at different charging temperatures converted to kWh is presented in Table 1.

Table 1: Summary of thermal capacity for different charging temperatures.

<table>
<thead>
<tr>
<th>Charging temperature ($^\circ\text{C}$)</th>
<th>Heat capacity (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>26.27</td>
</tr>
<tr>
<td>70</td>
<td>31.78</td>
</tr>
<tr>
<td>80</td>
<td>37.32</td>
</tr>
</tbody>
</table>

The tank geometry (Fig. 2) was created in DesignModeler, which is part of the Ansys package 2022 R2 [32]. The buffer consists of a steel sheet tank which thickness is $0.005 \text{ m}$, polystyrene insulation which thickness is $0.1 \text{ m}$,
a copper heating plate, and a heat receiving plate which length is 0.8 m, while the width is 0.015 m. To speed up numerical calculations, symmetry was used when creating the geometry, which reduced the number of mesh elements. The external dimensions of the tank, after taking into account symmetry, are 2.21 m in height and 0.355 m in width.

Two types of model meshing methods were proposed: automatic and MultiZone. The automatic method is the default mesh generation method in Ansys Meshing. This method attempts to sweep the mesh for solid (3D) models and generate quadrilateral elements for surface solid (2D) models. Sweep mesh generates a mesh on one surface (the source surface) of the body and literally ‘sweeps’ along the body to another surface (the target surface). The mesh pattern is identical along the entire length of the body. The MultiZone mesh method automatically decomposes geometry into mapped regions (structured/stretched) and free regions (unstructured). Where possible, it automatically generates a clean cubic mesh, then fills the harder-to-grasp areas with an unstructured mesh [27,32].

Two methods, automatic and MultiZone, were used when creating the mesh on the tank model. The automatically created mesh used in the calculation is shown in Fig. 3 and has 1523617 elements. This method is characterized by the fact that the program selects the optimal geometry structure itself. The minimum orthogonal quality of this mesh is 0.1, and the maximum quality is 0.99. The average mesh quality is 0.77. The average skewness of the elements is 0.23. The size of mesh elements is 0.04 m. Local refinement was used in the areas where water meets solid surfaces.

![Figure 3: Tank mesh created in Ansys Meshing using automatic algorithm.](image-url)
For comparison, the mesh created with the help of the MultiZone method is shown in Fig. 4 and has 665,724 elements. The minimum mesh quality is 0.58, and the maximum mesh quality is 1.00, with an average value of 0.99. The average skewness of the elements is 0.03, and the size of mesh elements is 0.008 m. The MultiZone method was used to create a mesh of the fluid body in order to obtain a hexagonal shape. Local mesh refinement was applied in the areas where water meets surfaces.

The most commonly used indicators characterizing a given mesh are skewness and orthogonal quality. Ansys recommends the minimum orthogonal quality to be higher than 0.1 and the maximum skewness less than 0.95. These values are acceptable, but the higher the minimum orthogonal quality and the lower the maximum skewness, the more reliable results can be obtained from subsequent CFD simulations [33]. Comparing the above two meshes (Figs. 3 and 4) and recommendations, it can be seen that thanks to the use of the MultiZone method, the quality is excellent. In the case of the automatic method, it is also acceptable, but its parameters are noticeably worse. In Ansys Fluent, appropriate physical properties were assigned to individual materials presented in Table 2. An initial boundary condition was assigned to each wall of the tank. For external walls (insulation) temperature of 15°C and a heat transfer coefficient of 15 Wm⁻²K⁻¹ were set. System coupling was assigned to the internal walls (sheet metal) and to the heat-receiving plate. The hotplate was ascribed an initial temperature of
60°C, 70°C, and 80°C. All surfaces were assigned a wall boundary condition. The Standard k-ε model was used as the viscosity model in the calculations to simulate the average flow characteristics under turbulent flow conditions. Pressure-velocity coupling was used to derive an additional pressure condition. The pressure-based solver allows the flow problem to be solved separately or in combination. The calculations use the simple method solution, which means that the algorithm uses the relationship between velocity and pressure corrections to enforce mass conservation and obtain a pressure field. This is the default setting for transient simulations [27]. The computation time was 10 800 s of real process time. While loading the tank with hot water, a constant temperature was set on the surface of the bottom plate responsible for heating the system. The top plate was assigned an initial temperature of the water.

Table 2: Physical properties of materials used in calculations [31].

<table>
<thead>
<tr>
<th>Material type</th>
<th>Specific heat (Jkg⁻¹K⁻¹)</th>
<th>Density (kgm⁻³)</th>
<th>Heat conductivity (Wm⁻¹K⁻¹)</th>
<th>Dynamic viscosity (kgm⁻¹s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPS</td>
<td>1210</td>
<td>29.933</td>
<td>0.033</td>
<td>–</td>
</tr>
<tr>
<td>Copper</td>
<td>381</td>
<td>8978</td>
<td>387.6</td>
<td>–</td>
</tr>
<tr>
<td>Steel</td>
<td>502.48</td>
<td>8030</td>
<td>16.27</td>
<td>–</td>
</tr>
<tr>
<td>Water</td>
<td>4182</td>
<td>−0.4589T + 1129.6</td>
<td>0.6</td>
<td>0.001</td>
</tr>
</tbody>
</table>

To determine the impact of the mesh quality on the accuracy of the results of numerical calculations, the results obtained using two types of meshes were compared. Figures 5–7 show the distributions of the water velocity field for the automatically-generated mesh and a mesh created using the MultiZone method. The comparisons are presented in particular time periods, at charging temperatures up to 60°C.

Analysis of Figs. 5–7 shows that the usage of automatic method leads to the accumulation of higher velocities in the upper part of the tank. The maximum velocities are observed near the plate that does not transfer heat to the system. This movement does not come from the lower heating plate, unlike the MultiZone method. In the case of the MultiZone simulation, the water velocity distribution range is smaller but uniform throughout the volume of the tank. This is related to better mesh quality; therefore, the MultiZone model is selected for further calculations.
Figure 5: Distribution of water velocity in the tank after the first hour of calculations.

Figure 6: Distribution of water velocity in the tank after the second hour of calculations.
Figure 7: Distribution of water velocity in the tank after the third hour of calculations.

4 Computational fluid dynamics simulations and analysis of the results

Figures 8, 12, and 16 show the temperature distribution in the graphical form over the first, second and third hours when heating water in a tank with different required temperatures. Three points were distinguished in each figure mentioned above. Graphs of temperature distribution over time were prepared for each marked point, as shown in Figs. 9, 13, and 17. In addition, Figs. 10, 14, and 18 deliver the water velocity field in the tank as a result of temperature changes. Similarly, points were marked in the figures, and diagrams of the water velocity field distribution in time were made for them, which are presented in Figs. 11, 15, and 19. The Reynolds number was determined for the sections corresponding to points 1, 2, and 3 at the time moments, which are shown in Figs. 10, 14, and 18. The value is in the range of 3745–12 679, which corresponds to a fully turbulent flow (Re > 3600) [26].

In Figs. 8 and 9 at 60°C, one can see that the temperature increases with the charging time. Similarly, Figs. 12, 13 as well as Figs. 16 and 17
Figure 8: Temperature distribution in the tank for the maximum value of 60°C.

Figure 9: Graph of temperature distribution over time for a maximum value of 60°C.

refer to the temperature of 70°C and 80°C, respectively. A higher charging temperature leads to more heat stored in the warehouse and a longer discharge time. In the drawings showing the distribution of the temperature field, it can be observed that in each charging variant, there is a layer of cooler water at the bottom of the tank. This is due to the fact that the heating plate does not adhere to the bottom wall of the heat storage, so there is no global fluid movement there.
Figures 10, 14, and 18 show the distribution of water velocity in the tank. It can be observed that the velocity field in the upper area of the tank is significantly larger than the velocity field in the lower part. Generally, the values of the water velocity field in the entire tank are small and are caused only by the dissimilarity in water temperature resulting in its different density. Hence, it can be seen that in the tank’s lower part, the fluid’s
movement is negligible, which is why the temperature rises much more slowly.

Figure 12: Temperature distribution in the tank for the maximum value of 70°C.

![Temperature distribution in the tank for the maximum value of 70°C.](image)

Figure 13: Graph of temperature distribution over time for a maximum value of 70°C.

![Graph of temperature distribution over time for a maximum value of 70°C.](image)

Figures 11, 15, and 19 show graphs of water velocity distribution in the reservoir. In the charts, you can see an increase in speed in the initial seconds of loading. A high gradient between the initial water temperature
and the temperature of the heater causes this phenomenon. Over time, the speed starts to decrease as the temperature difference drops. In addition, the highest rate is present in the centre of the tank (point 2) since this point is close to the upper part of the heating plate. The lowest water velocity field is near the bottom of the tank (point 1) due to the faster temperature equalization.
From Figs. 11, 15, and 19, one can see the noticeable change in the velocity of the three points over time. The same cannot be observed for Figs. 9, 13, and 17. Temperature variation over time is still present; however, the values at each point are not significantly different. This is due to the movement of the fluid, which results in equalizing the temperature throughout the entire volume of the tank.
5 Total heat loss to the environment

In the calculations, expanded polystyrene (EPS) was used as the default insulation of the tank. It is a commonly used insulation material with a thermal conductivity $0.033 \text{ Wm}^{-1}\text{K}^{-1}$. Thanks to the applied layer of expanded polystyrene with a thickness of 0.1 m, it was possible to reduce heat losses
to the environment significantly. Table 3 shows the daily heat losses and the heat capacity of the tank at different charging temperatures and their percentage ratio. It can be read from the table that an increase in the charging temperature by 20°C causes the total heat loss to the environment increases from 1.58 to 2.33 kWh per day. However, a higher charging temperature provides more heat available to use and a longer discharge time.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Daily losses (kWh)</th>
<th>Thermal capacity (kWh)</th>
<th>Percentage ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>1.58</td>
<td>26.27</td>
<td>6.01</td>
</tr>
<tr>
<td>70</td>
<td>2.02</td>
<td>31.78</td>
<td>6.36</td>
</tr>
<tr>
<td>80</td>
<td>2.33</td>
<td>37.32</td>
<td>6.24</td>
</tr>
</tbody>
</table>

Based on Table 3, it can be concluded that the ratio of daily heat losses to the heat capacity of the tank is highly comparable depending on the charging temperature. The use of better insulation would result in a reduction of heat loss to the environment. The usage of more tanks with better insulation could meet the heat demand on unfavourable days, where direct waste heat recovery would not meet the needs.

6 Conclusions

- The conducted research analysed the thermal parameters of the designed compact heat storage. The study aimed to examine the movement of the fluid in such a heat accumulator to unify the temperature field in the volume of water constituting the heat buffer. Using CFD simulations, water movement in the tank was studied.

- During the tests, the heat capacity of a tank was determined, and the heat losses to the environment at different charging temperatures were estimated. Three temperatures were selected, and the heat storage was loaded into each for an equal period of time.

- In conclusion, as it arises from the results of the calculations presented in the work heating the water in the tank to 60°C is the most energy efficient, because heat losses to the environment, in this case, are the lowest.
Modular heat storage in waste heat recovery installations

- Due to the fact that waste heat from industrial equipment has different temperatures, such a tank will also be charged with different temperatures. Therefore, using water as an accumulation medium instead of a variable-phase substance is less expensive.

- Due to the compactness of the designed system, it can be used in various configurations depending on the environment in which it works.
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