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Abstract
The current machine vision-based surface roughness measurement mainly relies on the design of feature
indicators associated with roughness to measure the surface roughness. However, the process is tedious and
complicated. Moreover, most existing deep learning methods for workpiece surface roughness measurement
use a monochromatic light source to acquire images. In the case of surface roughness in a grinding process
with low roughness and random texture characteristics, the feature information obtained by monochromatic
light source acquisition is relatively small. It is difficult to extract the workpiece surface roughness features,
which can easily cause problems for subsequent measurement. Based on the problems above, this paper
proposes a grinding surface roughness measurement method combining red-green information and a con-
volutional neural network. The technique uses a particular red-green block to highlight the grinding surface
texture features. Finally, it classifies the grinding surface roughness measurement with a classification de-
tection technique of the convolutional neural network. Experimental results show that the accuracy of the
grinding surface roughness measurement method combining red-green information and the convolutional
neural network is significantly improved compared with that of the grinding surface roughness measurement
method without using the red-green data.
Keywords: roughness measurement, convolutional neural network, red and green information.
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1. Introduction

Workpiece surface roughness affects the performance of parts, in terms of 𝑒.𝑔. their service
life and reliability, and is one of the critical parameters used to measure the quality of workpiece
processing. Traditional workpiece surface roughness measurement is generally measured by
contact and is achieved with a diamond stylus. Regrettably, with this method it is easy to scratch
the measured surface, and the efficiency of the measurement is low. It can only be applied to
accurate measurement of some surface profile roughness and online measurements [1]. Therefore,
some researchers have developed many non-contact optical measurements devices, such as white
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light interferometers, atomic force microscopes and laser microscopy systems. However, the
devices are limited in engineering applications by prohibitive costs, strong influence of the work
conditions, and the limited measurement field of view.

To overcome the limitations of traditional mechanical measurement, workpiece surface rough-
ness measurement based on machine vision has begun to be widely used. Machine vision mea-
surement is based on the principle of optical imaging which uses industrial cameras to capture
images of the workpiece surface and then extracts the feature indicators in the photos associated
with surface roughness values. Finally, it predicts surface roughness at the location correspond-
ing to the known image feature indicators. Chen [2] multi-feature descriptors are constructed
by speckle features, grayscale features and Tamura texture features. Then, an accuracy (ACC)
random forest-based recognition inference method is proposed to determine the classification of
artifacts. In order to predict the roughness of the workpiece surface, Dhiren [3] established a
correlation between the two-dimensional (2D) surface roughness parameters and the part texture
features, with which the texture features were extracted by the Gray Level Co-occurrence Matrix
Algorithm (GLCM) and a machine vision system to enable the prediction of surface roughness. All
the methods above for predicting surface roughness based on feature metrics binarize the images
and thus extract grey information features. Still, the grayscale map has less feature information
and cannot characterize the workpiece surface roughness well, leading to incorrect prediction of
the workpiece surface roughness.

To fully exploit the color information features, Yi [4] proposed that the surface roughness
of a ground part is examined by the quality of the virtual image formed by a color pattern on
the surface of the ground part. The color pattern can be regarded as a reference, and the surface
roughness of the specimen is judged according to the change in the clarity of its virtual image on
the surface of the sample. Yi [5] proposed a roughness detection method based on the average
color difference index of the color difference mechanism which predicts the surface roughness by
means of a regression model of a support vector machine. Liu [6] proposed a statistical matrix
of color distribution based on red-green spatial information and the corresponding overlap index,
and established metrics thus enabling the prediction of surface roughness. Lu et al. [7], proposed
a color image-based metric design and an evaluation method to model the correspondence with
roughness. All the methods above make a fuller use of color information. Still, the feature indices
of the techniques above are designed by humans and extracted manually. The operation process is
tedious and more vulnerable to human disturbance, which is unsuitable for industrial automation
in measuring the surface roughness of workpieces. When the predicted roughness range grade is
high, errors may occur.

With the development of artificial intelligence in recent years, deep learning-based methods
have also been applied to workpiece surface roughness assessment. Rifai et al. [8] preprocessed the
obtained images to enhance the texture features of the workpiece surface. They used convolutional
neural networks to predict the workpiece surface roughness directly from digital surface texture
images, avoiding the disturbance caused by artificial extraction of characteristics. SAEEDI et
al. [9] used a convolutional neural network as a regressor and classifier to classify steel surface
roughness, which is faster and more adaptable compared to traditional methods for automatic
feature extraction. Leonie Tatzel et al. [10] trained a convolutional neural network (CNN) on a
database containing a large number of images and corresponding roughness values to achieve
roughness measurements of laser-cut stainless-steel edges by means of RGB images rather than
surface topography. Chen et al. [11] used an end-to-end image analysis approach to achieve
different grades of milled surface roughness classification using the Xception model with a small
number of source images pre-processed with image enhancement in two experimental light source
environments with different brightness during day and night. Giusti [12] proposed a machine-
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integrated inexpensive optical measurement system based on convolutional neural networks,
which measured Ra values comparable to the results of a contact profilometer and had the
potential to provide more information about the surface topography. Ibarra-Zarate [13] proposed
a roughness characterization through acoustic emission followed by roughness measurement by
classification models. Qi [14] used an improved Mahalanobis distance and a CNN method to
build a multilayer model for grinding condition classification and recognizing distinct wear stages
of abrasive belts. The roughness measurement methods described above for automatic feature
extraction are faster and more adaptable than the traditional feature extraction methods without
human interference. However, most of the image acquisition techniques above use monochromatic
light sources. For grinding processes, the roughness texture information of the workpiece surface
obtained using monochromatic light source imaging is weak, which will cause problems for
subsequent feature extraction.

To deal with the mentioned difficulties, this paper proposes a grinding surface roughness
measurement method combining red and green information, which uses a customized red-green
block. In this method, when light is mirrored to the surface of the working piece through the
red-green combination, 𝑖.𝑒. the light changes to red and green, forming a dummy image on the
workpiece surface, and then the camera captures the picture. From [4, 5], it can be known that
combining the red and green information and then acquiring the images can highlight the texture
features of the workpiece on the grinding surface better and finally connect with the convolutional
neural network to automatically extract the elements. Thus, the surface roughness of the workpiece
can be predicted accurately and quickly. This method can highlight the surface texture features of
the workpiece without the need for artificially designed feature indicators and, at the same time,
provides a basis for online roughness detection in industrial automation.

The remaining part of the article is devised as follows: Section 2 introduces the principle
of rough surface imaging, the red-green letter-based rough surface imaging method, and the
convolutional neural network model used for grinding surface roughness grade prediction. Sec-
tion 3 introduces the experimental processes and comparison experiments, Section 4 analyses the
experimental results, Section 5 concludes, and Section 6 summarizes the article.

2. Methods

2.1. Rough surface imaging

Visual imaging is related to the reflection of light. When light shines on the target object, it is
reflected in a mirror, and plane lens in turn reflects the light back into the eye of the human being,
at which time we can see the virtual image formed by the target object on the plane mirror. In the
same way, when the rough surface of the grinding workpiece is imaged, the grinding workpiece
is regarded as a plane mirror and the industrial camera is viewed as the human eye. A target M is
selected, the industrial camera can capture the virtual image of the target formed on the grinding
surface [3]. The whole imaging process is shown in Fig. 1 below.

When the light source shines on the surface of the target M and then reflects, at this time,
the target M can be considered as a point light source. Suppose two beams of light from point
M, after mirror reflection, the incident light forms M concentrated at the same point M1′; when
the camera focal length is appropriate, the camera imaging surface captures an obvious moment
M1′′, as shown in Fig. 1(a).

The surface of the grinding workpiece being uneven causes the light beam from M to be
diffusely reflected by the rough surface of the grinding workpiece, and part of the light will enter
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(a) Situation 1 (b) Situation 2

(c) Situation 3 (d) Situation 4

Fig. 1. Imaging under different reflective surface conditions.

the camera’s shooting area, resulting in the situation shown in Fig. 1(b). When the camera’s
focal length is fixed, the light reflected by the rough surface enters the camera exactly when it is
focused on the camera imaging surface, producing a clear point. As diffuse reflection from the
rough surface occurs, multiple false images are formed at the same moment, and the reflected
light passes through the camera lens without focusing on the camera imaging surface. Fig. 1(c)
and 1(d) show the reflected light focus in front of and behind the imaging surface, respectively.
It will become a blurred point, and the image transmitted by the camera will likewise become
blurred [15].

Thus, the quality of imaging is related to the location of the focus point and the amount of
light reflected into the camera, and the quality of the target object imaged on each rough surface
is related to the light intensity and surface properties, etc. [16]:

𝐼 (𝑖 𝑗) = 𝑓
(
𝐿 (𝑖 𝑗), 𝑅(𝑖 𝑗), 𝑆(𝑖 𝑗)

)
. (1)

In the formula above, the single-pixel positions are noted as (𝑖 𝑗), 𝑖 = 1, 2, . . . , 𝑀 , 𝑗 = 1,
2, . . . , 𝑁 , 𝑀 × 𝑁 is the image range. 𝐿 (𝑖, 𝑗) is the intensity of light indicates the intensity of light
and the amount of surface area of an object being illuminated. 𝑅(𝑖, 𝑗) is the rough surface that can
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reflect light. Different materials have different optical properties and have different reflectance on
their surface, thus 𝑆(𝑖, 𝑗) are the surface properties of the material, including material roughness
and surface texture direction, etc. [17].

2.2. Rough surface imaging based on red-green blocks

As can be seen from 2.1, the imaging situation is different for different reflective surfaces.
From the literature [5] we can learn that when we replace the target in Fig. 1 above with a red-
green block, the absolute value of the red-green difference per point pixel of the color image is
monotonically related to the roughness, 𝑖.𝑒., the total value of the red-green difference per point
pixel of the virtual image of the smooth surface is more significant than that of the rough surface.
It indicates that the grinding surface roughness can be turned into an image using the red-green
block, and the grinding surface features can be enhanced in the red-green blended area of the
imaging.

However, when we use a convolutional neural network to recognize and classify the grinding
surface roughness directly, classification accuracy needs to be improved because the texture of
the grinding surface is random and the features are weak. Therefore, we use the red-green block
to highlight the texture features of the grinding surface and regard the red-green block as the
target. When the white light source is irradiated on the red-green block, the light source reflected
by the red-green block has red and green double colors, at this time, the red-green block can be
regarded as a particular red-green light source, and the double-colored light source reflected by
the red-green block is irradiated on the surface of the grinding workpiece and finally reflected
into the camera image by the grinding surface.

2.3. Convolutional neural network structure introduction

In this paper, the VGG16 model [18] is used to extract features for grinding surface roughness
and thus for classification. That is, the image is input to VGG16 on the convolutional neural
network, through the internal convolution operation of the convolutional layer. The principle of
the convolutional layer to extract features is calculated as follows: Equation (2), where the 𝑘

convolutional kernel of layer 𝑖 forms the feature map defined as the weight matrix is 𝑊 𝑘
𝑖

, the bias
is denoted as 𝑏𝑘

𝑖
, ⊗ denotes the dot product, and 𝑓 is the activation function.

𝐹𝑘
𝑖 = 𝑓𝑊 𝑘

𝑖 ⊗ 𝐹𝑘
𝑖−1 + 𝑏𝑘𝑖 , 𝑖 = 1, 2, . . . , 𝑁. (2)

The output of the convolutional layer is used as the input of the pooling layer, which is
equivalent to downsampling [19], and allows feature downsampling and feature extraction of the
input sample images. The pooling layer divides the input into non-overlapping blocks, and then
features are extracted from each region. Where the feature maps formed by the 𝑘 convolution
kernels of layers, 𝑖 and 𝑖 − 1 are denoted as 𝐹𝑘

𝑖
and 𝐹𝑘

𝑖−1, the bias is denoted as 𝑏𝑘
𝑖
, C is the

downsampling style, and 𝑓 is the activation function, which is calculated as follows:

𝐹𝑘
𝑖 = 𝑓 (𝐶 (𝐹𝑘

𝑖−1) + 𝑏𝑘𝑖 ), 𝑖 = 1, 2, . . . 𝑁 (3)

The VGG16 model uses a 2 × 2 maximum pooling layer for spatial downsampling, reducing
the size of the feature map by half [19], which optimizes the VGG16 model by compressing the
data and parameters and preventing overfitting of the model training. The last one is the fully
connected layer, which classifies the input sample images relevant to the extracted features. This
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classification is achieved by adjusting the final output layer of VGG16 according to the category
of the actual grinding sample images for grinding surface roughness.

The process of classifying grinding surface roughness using the VGG16 model is shown in
Fig. 2 below, and the input image size of the VGG16 convolutional neural network model is
224 × 224 × 3, in which the model has a total of 13 convolutional layers and 3 fully connected
layers [20]. The classification process of grinding surface roughness is as follows: firstly, the
grinding surface image combining red and green information is subjected to feature extraction
by the convolutional kernel. Next, feature dimensionality reduction is performed by the pooling
layer, and then the grinding surface roughness images is output by the fully connected layer to
achieve the classification of the input grinding surface roughness image.

Fig. 2. Grinding surface roughness classification process.

3. Experiment

With a view to examine the grinding surface roughness method combining red-green in-
formation and convolutional neural network, this paper explores the effect of the technique on
the recognition of grinding surface roughness grades through comparative experiments, and the
experimental steps are shown in Fig. 3 below. First, the 45 steel grinding workpiece with different

Fig. 3. Flow of experimental steps.
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roughness was processed by a grinder and divided into roughness classes. Then, a particular red-
green block captured the images of the machined workpieces, and a dataset was created. Finally,
the produced grinding dataset was divided into training and test sets, and the trained model was
saved and tested for its effectiveness in grinding surface roughness recognition.

3.1. Sample preparation

Considering that is easy to grind and has good reflective properties for subsequent machine
vision inspection of roughness, in this study 45 steel was used to fabricate the sample blocks for
experimental research. The grinding sample was machined using a manual surface grinder HR-
618S with a model 1 200× 16× 32 WA 120 K 5 V 35 m/s white corundum grinding wheel, with
a size of 50 mm. By changing the grinding parameters such as grinding wheel speed, workpiece
speed and depth of cut, the grinding sample with different roughness was machined and used as
the experimental workpiece.

During the actual machining process, the roughness is not the same at all locations on the same
machined surface, so users are more concerned about the roughness of the workpiece surface
during the process. Our research mimics the ISO roughness grade standard, considering the true
roughness value range of the grinding sample block; the roughness classification is designed as 4
classes, where the first grade of roughness ranges from (0–0.3) μm and is labeled R1, the roughness
second-grade range is (0.3–0.8) μm and is labeled R2, the third level of roughness ranges from
(0.8–1.6) μm and is denoted as R3, and the fourth roughness class range is (1.6–2.4) μm as R4,
and the processed sample blocks and roughness range statistics are shown in Table 1 below.

3.2. Image Acquisition and dataset production

The structure of the device for grinding specimen surface roughness image acquisition is
shown in Fig. 4(a) below. The grinding specimen inspection surface is perpendicular to the table,
the color block is at an angle of 45◦ to the table as shown in Fig. 4(b) below, and the camera is
parallel to the red-green block. When the white strip light source shines on the red-green block
(150 mm × 150 mm), it is reflected on the surface of the workpiece through the color block.
At this time, the light source becomes red and green and then demonstrates the camera image
through the surface of the workpiece. Thus, the camera acquires an image that is perpendicular
to the camera’s optical axis and is a virtual image of the color block. During the experiment,
the light source environment is controlled, the camera and color block positions are fixed, and
the grinding specimen is fixed to the iron plate with a magnet. The light source was a white
OPT-LI21222 LED with an OPT-DPA1024E-4 light source controller, and the light intensity was

(a) (b)

Fig. 4. Image acquisition device.
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measured using a TES-1335 light meter. The digital images were captured and stored via a data
cable controlled by the Pylon 4 software installed on the computer.

The workpiece with different grades of roughness was photographed using an image acqui-
sition device, as shown in Fig. 5 below. Figure 5(a) shows the first grade of roughness, Fig. 5(b)
shows the second grade of roughness, and Fig. 5(c) shows the third grade of roughness. As the
grade of roughness becomes more extensive, the surface features of the virtual image formed on
the workpiece through the red-green block become more prominent, and for the convenience of
the present study, the obtained grinding surface sample roughness images are cropped to obtain
the pixel size of 224× 224, and the obtained grinding surface roughness sample images are made
into a data set, of which 75% is the training set of the samples, and 25% is the validation set of
the samples.

(a) R1 (b) R2 (c) R3 (d) R4

Fig. 5. Image of the grinding surface obtained by the image acquisition device.

Due to the application of the deep learning-based grinding surface roughness detection
method, a large number of samples are required to train the model, a grinding dataset is produced
and the obtained grinding surface images will be used to expand the data using data enhancement
methods (panning, rotating, cropping, etc.) and the data enhanced grinding surface images are
assembled into a dataset as well to improve the model’s ability to generalize and to reduce the
model’s sensitivity to the input images. The final dataset will be produced demonstrated as listed
in Table 1 below.

Table 1. Classification and number statistics of samples.

Roughness (µm) R1
(0–0.3)

R2
(0.3–0.8)

R3
(0.8–1.6)

R4
(1.6–2.4) Total

Training set
Before data enhancement 160 120 160 140 580

After data enhancement 800 600 800 700 2900

Test set 40 40 40 40 160

3.3. Model Training

In this paper, the VGG16 network model is calibrated to achieve grinding surface roughness
classification by fine-tuning its final output layer categories into four categories and determining
the parameters of the model through pre-experiments. The image dataset was pre-processed to
expand the samples in order to increase the generalization ability of the model. Then the dataset
was input into the model and the features were automatically extracted from the input images by the
feature extraction structure of the VGG16 network The extracted features were then downscaled
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by the fully connected layer features, and finally, the classifier is used to accomplish the class
classification of grinding surface roughness.

With the learning rate of the model set to 0.01, the batch size set to 16, and the Adam optimizer
selected to update the model network parameters, the model was trained and tested under the
Windows 11 operating system with the hardware parameters and the deep learning frame used as
shown in Table 2 below.

Table 2. Hardware parameters and the deep learning framework used.

Name Configuration
Operating System Windows 11

CPU Intel(R) Core𝑇𝑀 i5-12400F

GPU GeForce GTX 3050

Deep Learning Framework Tensorflow 2.6.0

3.4. Model test comparison experiment

Firstly, in order to demonstrate the effectiveness of self-feature extraction for grinding surface
roughness measurement, we trained the roughness images with combined red and green infor-
mation using the VGG16 model and extracted the red and green components from the obtained
grinding surface roughness dataset images through image processing. The photos were displayed
as shown in Fig. 6 below and the grinding surface roughness images without red and green infor-
mation were obtained. The same model was selected to train the classification and the obtained
results are compared.

(a) R1 (b) R2 (c) R3 (d) R4

Fig. 6. Image of the grinding surface without red and green information.

Also, for the comparison of the grinding surface roughness measurement method with manual
characteristic extraction and the measurement method with self-feature extraction, the prediction
results of a support vector machine (SVM) based on CD metrics were used for comparison as a
measure of the validity of the grinding surface roughness measurement method combining red
and green information with convolutional neural networks.

4. Analysis of experimental results

4.1. Analysis of grinding surface roughness measurement results with self-extracted features

Firstly, for analyzing the roughness classification model with self-feature extraction, the
measurement results of the roughness sample images with combined red and green information
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fed into the VGG16 network training are compared with the roughness sample images without
red and green information, as shown in Fig. 7 below. Figure 7(a) shows combining red and green
data proving that the classification accuracy reaches 95%, and the model line training process
loss values gradually converge. Figure 7(b) shows the classification results of the grinding surface
roughness sample images without combining the red and green information. From the results,
the classification of the grinding surface roughness images without combining the red and green
information is not adequate, the accuracy rate is only about 25%, and the loss value does not
converge during the model training process, it is always in oscillation, and the loss value is large.

(a) (b)

Fig. 7. Classification accuracy and loss value.

The trained model was also tested and the confusion matrix of the test results was made, as
shown in Fig. 8 below. Figure 8(a) shows the test with the model trained with combined red and
green information, and Fig. 8(b) shows the test results of the model trained without combined red
and green information. Due to the relatively small surface roughness of the ground workpiece and
the random irregularity of the surface texture, the surface texture information without combining

(a) With red and green information (b) Without red and green information

Fig. 8. Confusion matrix for classification results.
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red and green information is weak, and the recognition effect of the individual categories is poor.
Because the surface texture of grinding processing is more random, the above experimental data
showed that combining red and green information could improve the recognition of grinding
surface roughness. The texture features of the grinding surface with combined red and green
information are more prominent and easier to recognize when the neural network extracts the
features.

4.2. Analysis of grinding surface roughness measurement results with manually extracted
features

For the grinding surface roughness measurement with manual feature extraction, the results
of SVM classification based on CD metrics are shown in Fig. 9(a) below. The effects of SVM
(Gray SVM) classification based on grayscale co-occurrence matrix are shown in Fig. 9(b) below.
We can see in the Fig. 9 below that the effect of using artificial methods for feature extraction
and recognition measurement is poor, and the recognition was worse in all four categories The
classification situation is poor in all four types. This indicates that the artificial feature extraction
method is ineffective in recognizing and measuring grinding surface roughness.

(a) CD Indicators (b) Grayscale symbiosis matrix metrics

Fig. 9. Matrix metrics.

In addition, we calculated the accuracy, precision, and recall of each model, and the resulting
confusion matrix is presented in Table 3 below.

Table 3. Accuracy of each classification model.

Models Precision Recall Accuracy
VGG (with red and green information) 97.56% 97.50% 98.75%

VGG (no red and green information) 49.74% 46.87% 76.42%

SVM(CD) 45.63% 45.63% 72.81%

SVM (grayscale co-occurrence matrix) 53.13% 53.13% 76.57%
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For the recognition measurement method of feature extraction, the recognition accuracy of
grinding surface roughness measurement combined with red and green information is higher,
reaching 97.56%. However, the recognition accuracy of the self-extracted feature method with
red and green information removed is only 49.74%, which means that combining red and green
information can improve the efficiently of recognition accuracy of grinding surface roughness
measurement. For the manually extracted recognition measurement method, the recognition
accuracy based on CD indicators was only 45.63%, and the recognition accuracy with the
grayscale covariance matrix was only 53.13%. From the analysis of the experimental results,
we can see that the grinding surface roughness recognition measurement method combining
red-green information and a convolutional neural network could efficiently address the problems
of weak texture characteristics of the grinding surface, random texture and complex recognition.

5. Discussion

We made a scatter plot of the CD metric values under different illumination for this purpose,
as shown in Fig. 9(b) below, indicating that the recognition measurement method based on deep
learning feature self-extraction is more effective for the recognition of images with random texture
and weak features such as ground machining surfaces.

Due to the fixed position of the camera, the light reflected from the grinding surface into
the camera also differs depending on the placement of the grinding surface texture direction.
When the workpiece surface texture direction is placed parallel to the table direction, the surface
characteristics obtained by imaging a specific red-green block are different from the vertical table
placement, and since the camera is placed 45°above the grinding workpiece when the workpiece
surface texture direction is parallel to the table, the camera is rated at 45°above the grinding
workpiece when the texture direction of the workpiece surface is similar to the table, the light
reflection on the workpiece surface is up and down. More information is imaged in the camera
than in the vertical table direction, so whether the grinding workpiece is placed properly or not
has a more significant impact on the measurement of the grinding surface roughness.

Also, when light sources of different intensities are illuminated on the workpiece’s surface,
the camera’s imaging results can vary. In environments with low light intensity, the light source
images fewer features on the workpiece surface through the red and green blocks, which can
interfere with subsequent identification. In a high-light-intensity environment, the image in the
camera is more likely to have shadows, which also affects the subsequent roughness recognition
measurement.

6. Conclusions

This paper proposes a method for grinding surface roughness measurement that combines
red and green information. The method uses a customized red-green block, and when the light is
reflected on the workpiece surface through the red-green filter, the light changes to red and green,
forming a virtual image on the workpiece surface, which integrates the red and green information
into pictures. These pictures can highlight the texture features of the grinding surface. It is finally
combined with convolutional neural network automatic feature extraction, thanks to which its
performance is accurate and quick. The surface roughness of the workpiece can be predicted
accurately and promptly. The experimental results showed that, compared with the grinding
surface roughness measurement method without red and green information, the accuracy of
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the grinding surface roughness measurement method combining red and green information and
convolutional neural network reached 97.56%, which was 47.82% higher than that of the grinding
surface roughness classification method without red and green knowledge, 51.93% higher than that
of the recognition method based on CD indicators, and 51.93% higher than that of the recognition
method based on greyscale co-generation matrix indicators. The technique can highlight the
texture features of the grinding workpiece surface and automatic feature extraction, avoiding
feature extraction and eliminating the need to combine the machining process parameters, which
provides the possibility to achieve visual classification measurement of surface roughness.
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