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Abstract

To reduce the random error of microelectromechanical system (MEMS) gyroscope, a hybrid method combining improved empirical mode decomposition (EMD) and least squares algorithm (LS) is proposed. Firstly, based on the multiple screening mechanism, intrinsic mode functions (IMFs) from the first decomposition are divided into noise IMFs, strong noise mixed IMFs, weak noise mixed IMFs and signal IMFs. Secondly, according to their characteristics, they are processed again. IMFs from the second decomposition are divided into noise IMFs and signal IMFs. Finally, useful signal is gathered to obtain the final denoising signal. Compared with some other denoising methods proposed in recent years, the experimental results show that the proposed method has obvious advantages in suppressing random error, greatly improving the signal quality and improving the accuracy of inertial navigation.
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1. Introduction

Microelectromechanical systems (MEMS) have become the basic components of civil navigation because of their low-cost performance, small size and weight, and strong adaptability [1]. Among these ways for improving navigation accuracy, the most effective one is to improve accuracy of MEMS gyroscopes [2]. Improving navigation accuracy through gyroscope noise reduction is a must for civil navigation.

In recent years, scholars from different countries have conducted a large number of in-depth studies on the problem of suppressing random error in gyroscopes, and numerous effective methods have been developed. Among them, the most commonly used methods can be divided into the following three categories: modelling compensation methods, wavelet threshold denoising (WTD) methods, and empirical mode decomposition (EMD) methods.
The modelling compensation method can reduce the influence of random noise after establishing an error model for it, and then the Kalman filter will compensate the signal. However, in view of the non-stationary, weakly linear and slow time varying characteristic of random error, the accuracy of the error model will affect the compensation effect of the Kalman filter [3]. In 2018, following the mechanism of gyroscope random noise, Cai proposed a direct modelling method and combined it with the Kalman filter to realize the processing of noise [4]. In 2022, Javad Abbasi proposed a method for denoising of long-term MEMS-based gyro error. In this approach, an auto-regressive (AR) model for the long-term error (LTE) is developed which is used as the process part of a Kalman filter [5]. These methods solve the problem of model accuracy to varying degrees.

Wavelet threshold denoising sets a reasonable threshold to filter out the wavelet coefficient, and retains the large wavelet coefficient, so as to achieve the suppression of the noise signal [6]. The key to this approach is the setting of thresholds. In 2017, Sun proposed a method for MEMS gyroscopes to denoise. His approach combined the sparse decomposition with lifting wavelet transforms [8]. An integrated method for wavelet denoising and time series analysis is proposed by Yingjie Hu in 2018. First, wavelet denoising is employed to dispose of the high frequency noise and then time series analysis combined with a Sage-Husa adaptive Kalman filter is utilized to eliminate the low frequency noise [9]. However, due to the lack of good adaptability of wavelet threshold denoising, the difficulty lies in the selection of the wavelet basis and determination of the threshold function.

Empirical mode decomposition (EMD) is a new adaptive method to deal with nonlinear and non-stationary signals [10]. It does not require any prior knowledge of the signal, nor does it require the establishment of error models. However, its disadvantage is that the mode aliasing phenomenon often occurs [11]. In order to solve this problem, some improved EMD methods are emerging. In 2021, Lang Xu proposed a denoising method based on the sparrow search algorithm (SSA) and variational mode decomposition (VMD). In order to efficiently extract useful IMFs, they calculated the mean Mahalanobis distance (MMD) of the Fast Fourier Transform (FFT) function between each IMF and the residual term (REST) [12]. In 2022, Li Jian proposed a method for denoising gyroscopes, which used complete Ensemble EMD with Adaptive Noise (CEEMDAN) as the Core part, combined with a backpropagation neural network and Kalman filtering [13].

In order to suppress the random noise in gyroscopes, a hybrid method combining EMD and LS is proposed in this paper. In this method, we propose a novel multiple screening mechanism combining the Pearson coefficient, the entropy weight method and Shannon entropy to deal with the mode aliasing phenomenon. IMFs from the first EMD decomposition are divided into four categories: noise IMFs, strong noise mixed IMFs, weak noise mixed IMFs and signal IMFs. Then, according to their different characteristics, the least square algorithm is used to gather useful signal in the strong noise mixed IMFs. The weak noise mixed IMFs are decomposed by EMD again, and IMFs are divided into noise IMFs and signal IMFs by Shannon entropy. Finally, all useful signal is gathered and the final result is obtained. In general, what is unique in this paper is that we not only solve the difficulty of distinguishing IMFs, but also refine the denoising process, making the denoising more effective.

The rest of this paper is organized as follows. Section 2 introduces the mathematical model of the mixed method. Section 3 describes the unique multiple screening mechanism in this paper. Section 4 gives the concrete steps and flow chart of the scheme, and Section 5 shows experiments conducted to verify the method in this paper, which is divided into static experiments and dynamic experiments. Finally, conclusions are drawn in Section 6.
2. Mathematical model introduction

2.1. Mathematical model of EMD

In the process of decomposition, the EMD algorithm does not need to set the basis function in advance. It can decompose non-stationary nonlinear signal according to the time characteristic of the signal to obtain several IMFs and a residual term (REST) in different time scales [14]. The detailed decomposition process is referred to the literature [15], and a specific flow chart for the EMD algorithm is given here, as shown in Fig. 1.

![Flow chart of EMD algorithm](image)

Fig. 1. Detailed procedure of empirical mode decomposition.

The EMD algorithm is used to decompose the signal to obtain the IMFs. These IMFs must satisfy two conditions:

1. The function in the whole-time range, the number of local extreme points and zero crossing points must be equal, or at most one difference;
2. At any point in time, the envelope of the local maximum (upper envelope $U$) and the envelope of the local minimum (lower envelope $L$) must be zero on average.

After the decomposition, the original signal is decomposed into IMFs and a residue. Consequently, the signal can be reconstructed in the following form:

$$A = \sum_{i=1}^{L} B_i + r,$$

where, $A$ is the original signal, $B_i$ is an IMF, $r$ is the residue, $L$ is the number of IMFs.
2.2. Least squares algorithm

The LS algorithm is a mathematical optimization technique which looks for the best function match of the data by minimizing the sum of the squares of the errors. The least square method can be used to obtain the unknown data easily and minimize the sum of squares of errors between the obtained data and the actual data [16].

Least square method can also be used for curve fitting. The core formula of least square fitting curve used in this paper is as follows:

\[ F = \frac{1}{2} \sum_{j=1}^{N} (a_j - o_j)^2, \]  

where, \( a_j \) is the signal generated by the least squares algorithm, \( o_j \) is an ideal signal, \( F \) is the square of the error, and \( N \) is the data length.

In (2), when the value of \( F \) reaches the minimum, the fitted signal is closest to the ideal signal. At this point, the fitted signal is the signal we want to obtain.

Due to the limitation of the length, this paper only gives a brief introduction, and the detailed implementation process of the algorithm is referred to in the literature [17].

3. Multiple screening mechanism

Due to the mode aliasing phenomenon of EMD, it is hard to distinguish IMFs that contain useful signal in all IMFs. In view of this difficulty, a multiple screening mechanism is proposed in this paper. This mechanism is composed of the Pearson coefficient, the entropy weight method and Shannon entropy. Their details are as follows:

3.1. Pearson coefficient

The Pearson correlation coefficient (PCC) [18] is used in this paper to reflect the degree of correlation between the gyroscope output and IMFs, and its definition is as follows:

\[ PCC_i = \frac{\sum_{j=1}^{N} (A_j - \bar{A})(B_{ij} - \bar{B}_i)}{\sqrt{\left[ \sum_{j=1}^{N} (A_j - \bar{A})^2 \right] \left[ \sum_{j=1}^{N} (B_{ij} - \bar{B}_i)^2 \right]}}, \quad i = 1, \ldots, L, \]  

where, \( A_j \) represents an element in \( A \); \( \bar{A} \) is the average of elements in \( A \); \( B_{ij} \) represents an element in \( B_i \); \( \bar{B}_i \) is the average of elements in \( B_i \); The value range of PCC is \([-1, 1]\). The value of PCC indicates the degree of correlation. The general evaluation criteria for PCC are shown in Table 1.

Since IMFs are distributed from high frequency to low frequency successively, according to the correlation degree criterion of the Pearson coefficient, we can obtain noise IMFs and strong noise mixed IMFs, whereas the main components of noise IMFs are high frequency noise, and strong noise mixed IMFs only contain a little useful information.
Table 1. General evaluation criteria for PCC values.

<table>
<thead>
<tr>
<th>PCC</th>
<th>Correlation degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00–0.19</td>
<td>Weakest correlation</td>
</tr>
<tr>
<td>0.20–0.39</td>
<td>Weak correlation</td>
</tr>
<tr>
<td>0.40–0.69</td>
<td>Moderate correlation</td>
</tr>
<tr>
<td>0.70–0.89</td>
<td>Strong correlation</td>
</tr>
<tr>
<td>0.90–1.00</td>
<td>Strongest correlation</td>
</tr>
</tbody>
</table>

3.2. Entropy weight method

The entropy weight method is an objective weighting method. In the specific application process, according to the dispersion of each index data, the entropy weight is calculated by information entropy. Then, the entropy weight is modified to a certain extent based on each index data, so as to obtain a relatively objective index weight [19].

In this paper, the entropy weight method is used to calculate the weight of each IMF. Depending on the weight, we can get IMFs that contain a useful signal. Its mathematical model is as follows:

Data normalization:

\[
z_{ij} = \frac{B_{ij} - \min\{B_{1j}, \ldots, B_{Lj}\}}{\max\{B_{1j}, \ldots, B_{Lj}\} - \min\{B_{1j}, \ldots, B_{Lj}\}}, \quad i = 1, 2, 3 \ldots L; \quad j = 1, 2, 3 \ldots N,\tag{4}
\]

where, \(z_{ij}\) is element after normalization.

Calculate the proportion \(p_{ij}\) of each element in the IMF:

\[
p_{ij} = \frac{z_{ij}}{\sum_{j=1}^{N} z_{ij}}, \quad i = 1, \ldots, L.\tag{5}
\]

Calculate the entropy value \(e_i\) of each IMF:

\[
e_i = \frac{1}{\ln L} \sum_{j=1}^{N} p_{ij} \ln(p_{ij}), \quad i = 1, \ldots, L.\tag{6}
\]

Calculate the redundancy \(d_i\) of information entropy (difference):

\[
d_i = 1 - e_i, \quad i = 1, \ldots, L.\tag{7}
\]

Calculate the weight \(w_i\) of redundancy of each information entropy:

\[
w_i = \frac{d_i}{\sum_{i=1}^{L} d_i}, \quad i = 1, \ldots, L.\tag{8}
\]

Using the entropy weight method, we calculate the weight of each IMF. On the basis of the Pearson coefficient analysis, weak noise mixed IMFs and signal IMFs can be obtained. At this point, IMFs are divided into four categories: noise IMFs, strong noise mixed IMFs, weak noise mixed IMFs and signal IMFs. Then we can choose appropriate approach to handle different categories of IMFs based on their characteristics.
3.3. Shannon entropy

Shannon entropy [20] is a classical method that measures the uncertainty of information. The higher the Shannon entropy of a sample, the more information the sample contains.

In this paper, Shannon entropy is used to calculate useful information contained in IMFs, so as to measure relative importance between IMFs. Its mathematical model is as follows:

$$H(i) = -\sum_{j=1}^{N} \left( \frac{B_{ij}}{A_j} \right) \log \left( \frac{B_{ij}}{A_j} \right), \quad i = 1, \ldots, L,$$

where, $H(i)$ is the Shannon entropy of an IMF.

In order to facilitate observation, on the basis of existing theories, we calculate the sum of IMF entropy, and obtain the percentage of each IMF’s Shannon entropy in the sum. The formula is as follows:

$$S(i) = \frac{H(i)}{\sum_{i=1}^{L} H(i)}, \quad i = 1, \ldots, L,$$

where, $S(i)$ represents the proportion of an entropy in the sum of all entropies.

Shannon entropy is used to distinguish IMFs in the second EMD decomposition. Due to the small number of IMFs obtained in the second decomposition, it is not suitable to divide them into four categories with the previous screening method. Here, we use Shannon entropy to divide them into two categories: noise IMFs and signal IMFs.

4. Specific steps of the proposed method

4.1. Steps of our experiment

In order to make experiment clear and reasonable, our experiment is in this paper divided into six parts, and their specific activities are as follows:

Step 1: The output signal of the gyroscope is decomposed into intrinsic mode function terms and the residual term by EMD;

Step 2: According to (3), we calculate the PCC of each IMF. Then, referring to Table 1, we obtain noise IMFs and strong noise mixed IMFs.

Step 3: First, according to (4)–(8), we use the entropy weight method to calculate the weight of each IMF. Then, on the basis of Step 2, we combine the weight and PCC to obtain weak noise mixed IMFs and signal IMFs.

Step 4: Based on characteristics of strong noise mixed IMFs, the least square algorithm is used to gather the signal in strong noise mixed IMFs. Referring to (2), when $F$ is minimum, the useful signal is obtained to the maximum extent.

Step 5: For weak noise mixed IMFs, we adopt EMD decomposition for secondary processing. Then, according to (9) and (10), we use Shannon entropy to classify IMFs. The signal IMFs are retained and the noise IMFs are removed.

Step 6: All useful signals obtained in the previous steps are gathered to obtain the final result.

4.2. Flow chart of the proposed method

In order to make the context of the article clear, we provide a flow chart of the method described in this paper. It is shown in Fig. 2.
As shown in Fig. 2, the unique multiple screening mechanism divides IMFs from the first EMD decomposition into four categories: noise IMFs, strong noise mixed IMFs, weak noise mixed IMFs and signal IMFs. Then IMFs from the second EMD decomposition are divided into noise IMFs and signal IMFs. The difficulty in distinguishing IMFs is addressed and the denoising process is refined.

5. Experimental verification

5.1. Main technical parameters of the inertial measurement unit

The inertial measurement unit (IMU) used in this experiment is PA-IMU488B, and its parameters are shown in Table 2.
Table 2. IMU parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>PA-IMU488B</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gyroscope</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measuring range</td>
<td>±450 deg/s</td>
<td></td>
</tr>
<tr>
<td>Zero bias stability</td>
<td>2 deg/h</td>
<td></td>
</tr>
<tr>
<td>Random walk</td>
<td>0.1 deg/√f</td>
<td></td>
</tr>
<tr>
<td>Zero bias repeatability</td>
<td>0.1 deg/s</td>
<td></td>
</tr>
<tr>
<td>Scale factor repeatability</td>
<td>0.2 %</td>
<td></td>
</tr>
<tr>
<td>Scale factor is nonlinear</td>
<td>0.1 %FS</td>
<td></td>
</tr>
<tr>
<td>Bandwidth</td>
<td>400 Hz</td>
<td></td>
</tr>
<tr>
<td>Accelerometer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measuring range</td>
<td>±6 g</td>
<td></td>
</tr>
<tr>
<td>Zero bias stability</td>
<td>0.1 mg</td>
<td></td>
</tr>
<tr>
<td>Random walk</td>
<td>0.02 m/s/√f</td>
<td></td>
</tr>
<tr>
<td>Zero bias repeatability</td>
<td>±5 mg</td>
<td></td>
</tr>
<tr>
<td>Scale factor repeatability</td>
<td>0.5 %</td>
<td></td>
</tr>
<tr>
<td>Scale factor is nonlinear</td>
<td>0.1 %FS</td>
<td>FS = 6 g</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>200 Hz 3dB</td>
<td></td>
</tr>
</tbody>
</table>

5.2. Static experiment

In the static experiment, the MEMS measurement unit was placed on the constant temperature rotary table, and the x-axis of the MEMS gyroscope was taken as the test object to obtain 200,000 data. Because of the instability, the beginning and the ending output data sampled at the early stage and the last stage of the experiment, respectively, were discarded, and as a result, a total of 100,000 data recorded between the 50001st and the 150,000th sampling instants was reserved for later use. The original output of the gyroscope is shown in Fig. 3.
5.2.1. EMD decomposition

Following the flow shown in Fig. 1, we use EMD to decompose the raw signal. It can be divided into the following steps:

1. Local maxima and minima are identified to obtain the upper envelope $U$ and lower envelope $L$, and then calculate the mean of $U$ and $L$.
2. The mean in Step 1 is subtracted from the original signal. If the result meets the IMF conditions, it is exported as IMF. If not, the steps above are repeated.
3. The IMF is separated from the original signal and Step 1 and 2 are repeated until the residue satisfies the residue qualification. Now, the original signal can be represented by (1).

After EMD decomposition of the original signal above, as shown in Fig. 4, 17 IMFs and a residue are obtained.

5.2.2. Pearson correlation coefficient analysis

The Pearson coefficient was used to analyze each IMF. According to (3), we combined the signal data obtained from the experiment to calculate the PCC of each IMF, as shown in Fig. 5. We found that IMF1 had the largest PCC, about 0.7. With the increase of the IMF grade, PCC gradually becomes smaller. According to the evaluation criteria in Table 1, the PCC of IMFs after IMF5 (excluding IMF5) is always within the range [0.00–0.19], with the weakest correlation. Therefore, we consider the first five IMFs to be noise-dominated IMFs. In addition, since the PCC of IMF3, IMF4 and IMF5 are in the range [0.20–0.39], we believe that they are strong noise mixed IMFs, while IMF1 and IMF2 are noise IMFs, which can be removed.

![Fig. 4. IMF components and remainder of the original signal.](image-url)
5.2.3. Entropy weight analysis

According to (4)–(8), we use the entropy weight method to calculate the weight of each IMF, as shown in Fig. 6. To make it easier to distinguish different IMFs, we propose a method to determine the scope by the mean value in this paper. The sum of weights is 1, and we calculate that the average weight of these IMFs is 0.056. In this paper, we take IMFs that exceed the average, so IMF13 and IMF15–IMF18 are considered signal IMFs. Combined with the Pearson coefficient analysis results above, IMF 14 and IMF6–IMF12 are considered to be weak noise mixed IMFs.

5.2.4. Mixed IMF reprocessing

After IMFs from the original signal are classified, we gather mixed IMFs again for further processing, as shown in Fig. 7. Among them, the signal in the figure above are strong noise mixed IMFs, which is composed of IMF3, IMF4 and IMF5. The signal below are weak noise mixed IMFs, composed of IMF6–IMF12 and IMF14.
At this time, following the results of the Pearson coefficient analysis, it can be concluded that strong noise mixed IMFs (upper part of Fig. 7) are mainly composed of high-frequency noise and contain little useful signals. Therefore, we use the least squares to deal with it. Specifically, we first set \( o_j \) to 0, since we are now dealing with static data, then we let \( F \) reach its minimum. The critical value of \( a_j \) that makes \( F \) minimal is just what we require.

Weak noise mixed IMFs (lower part of Fig. 7) contain less noise, so they are not suitable to be directly processed by the least square algorithm, because it is easy to lose useful signals. In this paper, the EMD decomposition is performed again. Fig. 8 is the decomposed IMFs image.

![Fig. 7. Signals gathered again by mixed IMFs.](image)

![Fig. 8. IMF and R from the quadratic decomposition.](image)
As the characteristics of these IMFs differ, this paper uses improved Shannon entropy to classify IMFs. According to (9) and (10), we calculate the Shannon entropy of each IMF and its proportion in all IMFs, as shown in Figure 9. We calculate that the average Shannon entropy weight for each IMF is 0.077, and like the entropy weight method, we take components that exceed the average. Therefore, IMF7-IMF13 are taken as signal IMFs in this paper, and IMF1-IMF6 are removed.

Fig. 9. Information entropy.

5.2.5. Comparison of experimental results

In order to verify the performance of the denoising method presented in this paper, five denoising methods proposed in recent years are compared. Here is a brief description of each method:

- **Scheme 1 [5]:** Low frequency noise is modeled autoregressively, and a Kalman filter compensates the signal.
- **Scheme 2 [3]:** Empirical mode decomposition (EMD) decomposes the original signal; Improved mean square error and a probability density function are used as IMF screening criteria.
- **Scheme 3 [12]:** Variational modal decomposition (VMD) decomposes the original signal, and VMD parameters are optimized by the sparrow search algorithm.
- **Scheme 4 [7]:** Complete ensemble empirical mode decomposition (CEEMDAN) decomposes the original signal, and the lifting wavelet transform (LWT) performs the secondary processing.
- **Scheme 5 [6]:** Empirical Mode Decomposition (EMD) decomposes the original signal and modified recursive least square (MRLS) reconstructs the useful signal.

The result of the comparative experiment is shown in Fig. 10.

In order to verify the reliability of the experimental results, we calculate the variance (VAR) and root mean square error (RMSE) of the signal after it was denoised with each method. Then, the VAR and RMSE of each method are compared with those of the original signal, as shown in the Table 3.

The calculation results show that, compared with the original gyroscope output signal, the variance of the proposed method is reduced to 0.15% and the root mean square error is reduced to 3.5%, indicating that the proposed method can achieve higher accuracy in static environment compared with other methods.
Table 3. Variance and root mean square error of the denoising results.

<table>
<thead>
<tr>
<th></th>
<th>Raw signal</th>
<th>Scheme 1</th>
<th>Scheme 2</th>
<th>Scheme 3</th>
<th>Scheme 4</th>
<th>Scheme 5</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAR</td>
<td>5.22e–04</td>
<td>5.81e–05</td>
<td>1.07e–05</td>
<td>7.12e–06</td>
<td>2.90e–06</td>
<td>1.98e–06</td>
<td>6.97e–07</td>
</tr>
<tr>
<td>Comparison (VAR)</td>
<td></td>
<td>11%</td>
<td>2%</td>
<td>1.4%</td>
<td>0.6%</td>
<td>0.3%</td>
<td>0.15%</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0228</td>
<td>0.0076</td>
<td>0.0032</td>
<td>0.0026</td>
<td>0.0017</td>
<td>0.0014</td>
<td>0.0008</td>
</tr>
<tr>
<td>Comparison (RMSE)</td>
<td></td>
<td>33%</td>
<td>14%</td>
<td>11.4%</td>
<td>7.5%</td>
<td>6.1%</td>
<td>3.5%</td>
</tr>
</tbody>
</table>

5.3. Dynamic experiment

In this paper, the dynamic data is a set of inertial navigation flight data from an unmanned aerial vehicle with the flight speed 100 m/s, the distance about 25 km, the acquisition time 1000 s, the frequency 200 Hz, and the first 200 s are stationary. According to actual flight data, the smooth trajectory parameters are generated by combining the partial feedback principle of the Kalman filter and the three-spline interpolation method. The detailed content of this method can be found in reference [21].

The denoising process of dynamic data is basically the same as that of static data. We still perform the denoising process of dynamic data according to the six steps mentioned above to obtain the final signal. The final experimental results are shown in Fig. 11.

As shown in the figure, compared with other methods, the proposed method has less noise and more accurate angular velocity. This shows that the proposed method has certain advantages in the case of dynamic data.

In order to verify the reliability of the proposed method in a practical application, we respectively used the same method to denoise the accelerometer signal. The denoising method is the same as the noise reduction method for gyroscopes. Then, we combined the denoised gyroscope signal with the accelerometer signal to calculate the triaxial attitude angle of IMU. The attitude calculation method adopted in this paper is the gradient descent method. For detailed steps, refer to the literature [22]. The results of the attitude approach are shown in Fig. 12.
In the figure, we find that the pitch and roll of the proposed method have a better convergence than other methods, but there is a slight deviation in the yaw, which indicates that the proposed method needs to be improved for the yaw.

In order to further verify the reliability of the scheme presented in this paper, the root mean square error of the three-axis attitude is calculated, as shown in Fig. 13.

As can be seen from the figure, in pitch and roll, the root-mean-square error of attitude is indeed the lowest of all methods, but in yaw, the root-mean-square error is slightly higher than that of Schemes 2 and 3. This verifies what has been mentioned above: in real-time applications, the proposed method has a good solution effect for pitch and roll, but for yaw, the effect is not as good as Schemes 2 and 3.

In order to verify the online applicability of the scheme presented in this paper, the calculation time of all schemes is given, as shown in Table 4. Compared with other methods, the time required by this method is slightly higher, which means that the calculation time required by this method is slightly higher than that of other methods for the same sampling time, but the calculation time of all methods is far lower than the sampling time, so this disadvantage has little impact on real-time performance. Meanwhile, from the point of view of the overall accuracy of the attitude, although the cost has been improved, the high precision of the attitude has made up for this shortcoming. In practical applications, this is undoubtedly a comparative advantage.
Fig. 12. Comparison of attitude approach results of the dynamic experiment.

Fig. 13. Root mean square error of attitude estimates.
Table 4. Computation time for all schemes.

<table>
<thead>
<tr>
<th>Scheme 1</th>
<th>Scheme 2</th>
<th>Scheme 3</th>
<th>Scheme 4</th>
<th>Scheme 5</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>30.17</td>
<td>37.06</td>
<td>36.68</td>
<td>36.21</td>
<td>35.16</td>
</tr>
</tbody>
</table>

6. Conclusion

Based on the traditional EMD algorithm, this paper proposes a novel multiple screening mechanism which combines the Pearson coefficient, the entropy weight method and Shannon entropy. Unlike other optimized EMD methods that only divide IMFs into two or three categories, the proposed method divides IMFs into four categories after the first EMD decomposition. As the characteristics of the four types of IMFs are different, the least square algorithm and EMD were used for secondary processing. Thus, this method divides IMFs into two categories after the second EMD decomposition again. This method not only solves the difficulty of distinguishing IMFs, but also refines the denoising process, making the denoising result more effective. A MEMS gyroscope was used for experiment to verify the performance of the method. The experimental results show that the denoising effect of the proposed method is better than that of traditional denoising methods. Compared with methods proposed in recent years, the attitude accuracy of the inertial navigation solution is also significantly improved. It is concluded that this method has obvious effect for suppressing random error in gyroscope signals, and this method greatly improves signal quality and the accuracy of inertial navigation, so it has a certain guiding significance for engineering applications.
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