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AbstractArticle info:

Thermal image drift is observed in prevalent industrial-level cameras because their optome-
chanical design is not optimised to reduce this phenomenon. In this paper, the effect of
temperature on industrial-level cameras is investigated, focusing on the thermal image drift
resulting from ambient temperature changes and warming-up process. Standard methods for
reducing thermal image drift are reviewed, concentrating on the lack of repeatability aspect
of this drift. Repeatable thermal image drift is crucial for applying a compensation model
as random thermal deformations in sensors cannot be compensated. Moreover, the possible
cause of this issue is explored, and novel optomechanical camera modifications are proposed
that maintain the thermal degrees of freedom for the deforming sensor, limiting the lack of
repeatability aspect of thermal image drift to a low level. The improvement is verified by
conducting experiments using a specialised test stand equipped with an invar frame and ther-
mal chamber. Considering the results from the application of the polynomial compensation
model, the standard deviation of the central shifts of image drift is reduced by ×3.99, and the
absolute range of image drift is reduced by ×2.53.

1. Introduction

For the past several years, research regarding engineer-
ing, scientific, and consumer-level imagining-based appli-
cations has grown considerably [1–3]. The machine vision
market is estimated to be valued at 11.0 billion USD in
2021 and is predicted to reach 15.5 billion USD by 2026 at
a compound annual growth rate of 16% [4]. This growth
is caused by the development of image processing algo-
rithms and hardware in parallel [5, 6]. Machine vision ap-
plications are now present in areas such as optical char-
acter recognition, machine inspection [3, 7], retail (e.g.,
self-service shops) [6], warehouse logistics [6, 8], medical
imaging [9–11], self-driving vehicles, 3D digitisation (in-
cluding structure-from-motion, photogrammetry, and other
3D scanning techniques) [3,12–14], motion capture [15,16],
surveillance [17], fingerprint recognition, and biometrics
(including gesture and face recognition) [18, 19]. Machine
vision applications use visible light field detectors (cam-
era systems) to obtain information about the world. The
quality of measurements obtained with image processing
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algorithms is strictly related to the quality of the informa-
tion provided by cameras. The final representation of an
observed scene is generally a result of scene illumination,
object reflectance and shading, lens system, acquisition pa-
rameters, and environmental conditions (temperature, hu-
midity, and vibration) [1, 5, 11].

In a majority of measurement applications, the vision
system requires a mathematical description between the ob-
served scene and image coordinates. Camera calibration
process estimates the necessary parameters that describe
such a relationship. The algorithms used during the cam-
era calibration process are constantly developed and allow
for a precise image-based measurement and feature extrac-
tion [14, 20, 21].

In a wide variety of measurement applications, the cam-
era system is calibrated in a laboratory using specialised
calibration artifacts in laboratory-controlled environmental
conditions [20–22]. The other approach is to conduct cali-
bration at the measurement location. Low reprojection error
values are obtained if intrinsic and extrinsic camera param-
eters, matrix dimensions, matrix to lens relative position
and orientation, are estimated depending on the used lens
system [23], often with values to the tenths and hundredths
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of a pixel. The key assumption in both aforementioned
approaches is that the calibration parameters remain un-
changed after the calibration process. This assumption is
not always true, as there are factors that affect the camera
calibration and frames capturing processes. For instance,
temperature is the main factor that often affects calibration
parameters [24, 25].

Temperature influences a camera system in two ways: the
warming-up process and changes in ambient temperature.
The former is a thermodynamic process in which the camera
itself is a source of heat. Depending on the camera model
used, the camera can be treated as a heat source with power
from tenths to several Watts for most machine vision ap-
plications. The warming-up process increases the camera
temperature and ends once the camera-lens-mount system
reaches a thermodynamically stable point. During this pro-
cess, the temperature of the camera (typically measured
near the sensor) can increase by up to a dozen of degrees
Celsius [26–28]. The heat produced by the warming-up
camera electronics is not only absorbed by the camera itself
but also by the camera casing, camera mount, and lens. This
heat flux thermally deforms these structures by thermal ex-
pansion of the used materials, which in turn leads to more
undesirable results: the thermal image drift and deforma-
tion. The warming-up process of camera usually lasts about
several minutes to 2 h, depending on the electric power
consumption, camera dimensions, lens dimensions, camera
mount, and environmental conditions. The observed ther-
mal image drift can be from the tenth part of a pixel to
several pixels [19, 25, 27, 29].

The second influence of temperature on a camera system
is the change in ambient temperature. The changes in ambi-
ent temperature cause a heat flux that additionally changes
the camera system temperature. Such changes in tempera-
ture cause additional undesirable thermal image drift pro-
portional to the value of temperature change.

One of the most complex problems concerning thermal
image drift is its lack of repeatability [19, 30, 31]. To illus-
trate this phenomenon, a result of a simple experiment is
presented in Fig. 1, which illustrates the centres of mark-
ers trajectories extracted from images captured by the con-
stantly recording camera during its warming-up process in
two repeated experiments [Fig. 1(a) and (b)]. The camera
IDS UJ-6280SE-M-GL-R3 [32] with a Fujinon HF25SA-1B
lens [33] is positioned in front of an artifact consisting of ma-
trix 6x9 feature points (black circle-shaped markers) printed
on a white plane. The centre of each marker is calculated us-
ing suitable image processing techniques [21, 34, 35]. The
camera temperature is recorded simultaneously to image
acquisition (the aforementioned camera model supports in-
ternal temperature sensors, located near the camera sensor).
Each point denotes the centre of each marker calculated for
every captured frame, and the marker shifts are scaled x100
for better visualisation. The background of this picture is
the first captured frame (immediately after camera initiali-
sation). The camera temperature is marked by the colour
of each marker centre (blue: the coolest at around 24◦C
immediately after initialisation; red: the warmest at around
46◦C at the end of the experiment).

The registration is repeated, and the camera is cooled
down after each turn. The apparent difference in the fea-

Fig. 1. Thermal image drift observed during two experiments,
of the warming-up process for IDS UJ-6280SE-M-GL-R3
camera. The camera is left to cool down after each ex-
periment. The background of each picture is the first cap-
tured frame. Coloured dots (blue and red for the lowest and
warmest temperatures of 24◦C and 45◦C, respectively) rep-
resent the next location of calculated marker centres. Each
subsequent coordinate shift is multiplied ×100 for better
visualisation.

ture trajectories can be observed. Note that the experi-
mental conditions are stable: the ambient temperature is
constant, and the camera is left to cool down after each se-
ries. The output from this experiment illustrates the lack of
repeatability issue concerning image drift. This experiment
is repeated several times, and the results are different with
each attempt. The same camera behaviour is observed when
camera is subjected to changing ambient temperatures. This
issue is described in detail in section 3 (see also Figs. 10
and 11).

In the vast majority of applications, thermal image drift
is an undesirable phenomenon that deteriorates the infor-
mation provided by the camera system. This drift can be
reduced through two main approaches: hardware and soft-
ware. The hardware methods include optic athermalisation,
usage of specialised cameras with a controlled sensor tem-
perature, and thermal insulation. None of these methods
completely eliminates thermal image drift. The lens ather-
malisation techniques maintain unchanged focus (resulting
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in small zoom changes) and eliminate colour chromatic
aberrations of the optical system [36–38], which is insuf-
ficient in many applications as the effect of thermal image
drift on camera calibration parameters still persists. Addi-
tionally, specialised cameras with a temperature-controlled
design exist to maintain a constant temperature of the sen-
sor. They offer an improvement in photometric parameters,
such as colour representation and signal-to-noise ratio, but
thermal drift still persists; for example, camera Vieworks
VP-8MC [39]. This model allows for forcing the camera to
maintain the set image sensor temperature. Figures 2 and
4 illustrate the thermal image drift during the warming-up
process of this camera. The sensor temperature is set to
default value of 5◦C. The camera housing reaches the sta-
bilised temperature 37◦C after 30 min (Fig. 3). The ambient
temperature is 24◦C. The thermal image drift is still evident
despite the presence of the temperature-controlled camera
sensor.

Fig. 2. Thermal image drift of Vieworks VP-8MC camera reg-
istered during the warming-up process. The black frame 
indicates marker no. 30 with the trajectory presented in 
magnitude terms in Fig. 4.

  The other approach for reducing thermal image drift is 
mathematical modelling and calculating the temperature 
compensation model. Such methods have been proposed 
in several studies. Handel in  Refs. 26, 27 determined the 
temperature compensation model using a system identifi- 
cation approach. The proposed method allowed reducing 
the temperature-induced image drift during the warming-up 
process and changes in ambient temperature. The tempera- 
ture deviation is estimated using a linear model calculated 
through only the intrinsic parameters of the camera cali- 
bration while disregarding the extrinsic parameters. Pod- 
breznik and Potočnik [28] proposed another linear com- 
pensation model, assuming that the changing temperature 
affects only the extrinsic camera parameters, i.e., the temper- 
ature inside the camera and lens is the same and the intrinsic 
camera parameters remain unaffected by the changing tem- 
perature. Yu et al. [25] presented one of the most complete 
descriptions of the mathematical modelling describing the 
effect of temperature on the camera geometrical calibra- 
tion. The authors assumed a linear nature for the changes 
in camera parameters and used a linear-time invariant sys- 
tem to calculate the compensation model; moreover, they 
conducted 10 experiments. The experimental setup stand is

Fig. 3. The camera and sensor temperatures registered during the
warming-up process.

Fig. 4. The trajectory of marker no. 30 in magnitude terms with
the black line indicating the averaged marker trajectory.

not provided, but only its diagram in which an aluminium
artifact is placed in front of the camera identifying 49 cal-
ibration feature points. The temperature change is carried
out by changing the temperature in the whole laboratory
by air conditioning; consequently, the calibration chart is
also exposed to the temperature variations. From the charts
in the paper, the range of temperature changes is about
8◦C. The compensation effects presented in the charts are
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significantly good. The authors also presented the effect
of compensation on camera calibration during the camera
warming-up process and on changes in ambient temper-
ature. For the former and latter, the authors achieved a
reduction in the drift by 95% and 65%, respectively. How-
ever, this method of compensation does not consider the
influence of temperature on the distortion of the optical sys-
tem. Moreover, this method is not applicable to any model
other than the pinhole camera model. Elias et al. [24] es-
timated the temperature-related errors in low-cost cameras
(Raspberry Pi camera and cameras in smartphones). Using
a Monte-Carlo simulation, they revealed that for such cam-
eras, the temperature-related errors can reach 10–20 mm at
a distance of 10 m. They also determined that errors larger
than 100 mm are less frequent, but still observable. The
authors did not propose a compensation method but pointed
that such a method can be developed to improve the camera
calibration process.

The apparent issue common to all described compensa-
tion models is that their application is limited if the ther-
mal image drift is randomised. Another crucial fact is that
without modifications in a camera design, it is not possible
to obtain a repeatable thermal image drift. This issue is
clearly observed during the warming-up process and am-
bient temperature changes because the mechanical design
of industrial-level cameras is not optimised for reducing
thermal image drift. To this end, this study describes the
possible cause behind the lack of repeatability in terms of
thermal image drift and presents a novel, modified camera
design that solves this problem and allows the application
of a compensation model.

The rest of this paper is organised as follows. In section 2,
the hardware experimental setup is described. In section 3,
an outlook of typical industrial-level camera designs is pre-
sented while discussing the possible causes behind the lack
of thermal image drift repeatability. The proposed modified
camera design that eliminates the aforementioned problem
is presented in section 4. The results of the modifications
and application of the compensation model are presented in
section 5. The last section 6 contains the conclusions and
discusses possible directions for further development.

2. The test stand

The effect of temperature on cameras is usually deter-
mined by extracting features from captured images during
camera operation under various environmental conditions.
The image artifact with features is positioned in the field
of view (FOV) of the camera, and the characteristic points
are tracked. The thermal image drift is then determined
depending on the calculated trajectories of the markers at
various temperatures. The experimental setup that allows
such measurements should ensure:
• possibility for changing the ambient temperature in a rea-

sonable temperature range that reflects realistic camera
operating conditions;

• isolation of temperature variationsonly to camera and
lens, the image artifact used is independent of temper-
ature or the positions of its different features in response
to temperature changes should be known and calibrated
in the camera coordinates;

• invariable positions of the camera and artifact, irrespec-
tive of temperature changes;

• and unchanged ambient lighting conditions for properly
detecting characteristic points.

In this study, a dedicated experimental setup is designed
and developed consisting of a modified thermal chamber,
frame made from invar, and image artifact. The designed
setup is stored in a laboratory equipped with air conditioning
(temperature stabilisation of ±1◦C). The modified thermal
chamber isolates temperature changes only on the camera
tested, and the artifact is stored outside the thermal chamber.
The camera and artifact are fixed to the rigid invar frame,
which ensures unchanged mutual positions in a wide range
of environment temperatures inside the thermal chamber.
The thermal chamber is equipped with an automated flap
that can cover the inspection hole used for the camera FOV.
When it is open, there are no obstacles between the camera
and the image artifact. The developed laboratory stage is
presented in Figs. 5 and 6.

Fig. 5. The schematic view of the test stand equipped with thermal
chamber and invar frame. The camera under test is attached
to the end of the invar frame and is located inside the thermal
chamber. The calibration artifact is located (on a rotary-
linear stage) on the other side of the invar frame, outside the
thermal chamber. The interface between the invar frame
and the thermal chamber wall is insulated with a bubble
wrap. The inspection hole for the camera FOV is equipped
with a remote-controlled automatic flap and there is no
glass installed here. In this figure, the thermal chamber
door is not invisible for clarity of the figure.

Fig. 6. The photo of the real test stand stored in the laboratory.

M. Adamczyk, K. Nimura / Opto-Electronics Review 32 (2024) e150185
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The used thermal chamber allows temperature changes in
the range of −10◦C to 70◦C; moreover, it is equipped with a
communication interface and can be controlled using MAT-
LAB software. The inspection flap for the camera FOV can
be controlled remotely from MATLAB, as well. The test
stand is equipped with four temperature sensors that can be
applied to any surface and are also connected to MATLAB.
For uniform scene lighting, two Akurat S8Mark2 LED pan-
els [40] are used. This setup conducts fully automated
measurement over a long period of time with different tem-
perature and time profile scenarios.

The image artifact is made from a 10 mm glass plate and
is mounted to the linear-rotary table. On one side of the
glass, there is a matrix of 8 × 7 black, rounded markers on
a white matt plane. The diameter of each marker is 8 mm,
and the nominal spacing is 30 mm. The artifact is initially
validated on a coordinate measurement machine equipped
with a Carl Zeiss Viscan Optical Header for determining
precise coordinates of the centre of every marker.

The designed test stand conducts predefined experiments
that can last up to several dozen hours or days. The cam-
era, thermal chamber, temperature sensors, and linear-rotary
stage are connected to one PC and can be controlled using
MATLAB software. The biggest advantage of the described
solution is that temperature variations are limited to the in-
vestigated camera only, as the calibration artifact is placed
outside the thermal chamber. When the inspection flap is
left open, there are no obstacles between the camera and the
image artifact.

3. Review of common industrial-level camera designs

A majority of commonly available industrial-level cam-
eras are designed significantly in a similar way. In their
design, one can distinguish a set of printed circuit boards
(PCBs), often stacked into a sandwich composition. A PCB
with a sensor is located on top of the stack and fixed to a
metal block equipped with a c-mount lens socket. All the
interfaces (such as, GigE, Firewire, USB, and CoaxExpress)
are usually located at the back side of the camera. The cam-
era housing is often built from metal sheets, bent to desired
shape (either aluminium or steel). The small differences
in a mechanical design of each camera model, provided
by different manufacturers, are concerned with dimensions,
detailed housing solutions, colours, surface finishes, and in-
tegration of electronic PCBs. The one thing similar for the
majority of designs is the way in which the PCB with sensor
is connected to a metal block with c-mount lens socket. The
PCB with sensor is generally screwed to the metal block
with several (usually four) small bolts. In Fig. 7, typical
industrial-level cameras are presented with a removed cas-
ing. All photos show the bolted connection between the
PCB with sensor and the c-mount metal block.

This structural connection over-constrains the PCB with
sensor leaving no thermal degrees of freedom. This insight
may impact the lack of repeatability observed in a thermal
image drift as this screwed connection is prone to mechan-
ical hysteresis under thermal deformation [41]. The nature
of this phenomenon is explained in Fig. 8. The PCB with
the sensor is fixed to the c-mount block with a set of four
(only two are visible) screws. There is a small clearance

FLIR Teledyne Grasshopper 2.0 5Mpix mono camera.

FLIR Teledyne Flea1.

FLIR Teledyne Flea2.

Basler ACE 5Mpix rolling shutter camera.

Fig. 7. Typical industrial-level cameras. Red arrows indicate
bolts used for the PCB with sensor mounted to the c-mount
block.

between the hole in the PCB and the bolt. When the sen-
sor starts deforming (due to temperature changes caused by
the warming-up process or changing ambient temperature),
it cannot deform freely; therefore, internal stresses are ob-
served in the PCB. When the internal forces are higher than
the friction reaction forces introduced by the pre-loading
forces from bolts, the PCB with sensor shifts in relation to
the c-mount block and lens. The apparent result is the ther-
mal image drift observed on the captured frames. Naturally,

M. Adamczyk, K. Nimura / Opto-Electronics Review 32 (2024) e150185
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c-mount thread

c-mount block

mounting bolts
PCB
CCD/CMOS sensor 
socket

clearance betwen 
bolt and PCB

friction reaction
force from 
expanding PCB

Fig. 8. Source of the thermal image drift. The PCB (green)
with sensor (blue) is expanding due to the rising tempera-
ture (warming-up process or ambient temperature change).
The PCB has no degrees of freedom and is unable to ex-
pand freely because of the friction reaction (yellow) in the
interface areas between the bolts (dark grey), PCB, and
c-mount block. When the expansion force (red) is higher
than the friction response (yellow), the sensor moves in an
unpredictable manner.

this phenomenon is not repeatable and random. Moreover,
the sensor cannot be expected to return to its initial place
when the temperature returns to its initial value.

Next, an experiment is set up to confirm this hypothe-
sis using the test stand described in section 2 and an IDS
UI-5282SE Rev 4 camera [42] equipped with the Fujinon
25 mm lens (Fig. 9). This camera model has no housing
and is equipped only with the c-mount block manufactured
from aluminium. The camera is fixed to an invar frame in a
thermal chamber using two taper screws, ensuring a stable
connection that is not prone to mechanical hysteresis. The
temperature inside the thermal chamber (called the refer-
ence temperature) is set to 24◦C. Before the acquisition
starts, the camera is turned on and left for at least 2 h to
warm up. The thermal chamber inspection flap is left open,
and the camera captures images continuously, one frame per
30 s. The temperature profile registered during this exper-
iment is presented in Fig. 10. The temperature inside the
thermal chamber is changed eight times, and each stabilised
temperature lasts for 3 h. The temperature profile is defined
in such a way that it reaches the reference temperature five
times. The temperature registered by the internal camera
sensor is marked with a coloured line with different colours
denoting different temperatures, and this notation is consis-
tent with other figures (Figs. 11 and 12). The temperature of
the camera is always approximately ≈ 19◦C higher than the
ambient temperature. Additionally, the delay between the
camera and ambient temperatures is negligibly small due
to the fact that there is no camera housing and the thermal
camera response is significantly fast.

The thermal image drift (scaled ×100) registered during
this experiment is presented in Fig. 11. Note that despite
the camera temperature reaching the reference temperature
five times (24◦C in the thermal chamber and 43◦C in the
camera), the centres of markers are always in different loca-
tions. To evaluate this issue quantitatively, the range of the
thermal image drift with respect to the reference tempera-
ture is calculated separately for horizontal (I) and vertical (J)
coordinates. The range of the thermal image drift with re-

Fig. 9. IDS UI-5282SE Rev 4 camera with the aluminium c-mount
block mounted on the invar shelf.

Fig. 10. Temperatures registered during the experiment with
ambient temperature changes. Two temperature sensors are
placed inside the thermal chamber: ( near the inspection
flap and near the camera. An additional sensor measures
the temperature in laboratory. The camera temperature is
marked with the colour corresponding to its value; this
notation is consistent with the results presented in other
figures.

Fig. 11. Thermal image drift registered during the experiment
with ambient temperature changes. The maximum absolute
drift is equal to 1.55 px (0.19 mm) vertically and 2.72 px
(0.33 mm) horizontally. Each marker trajectory is scaled
×100 for better visualisation. The colours of markers rep-
resent the camera temperature and are consistent with the
graph presented in Fig. 12. The maximum drift range for
reference temperature is equal to 0.84 px (0.10 mm) verti-
cally and 1.95 px (0.24 mm) horizontally.

M. Adamczyk, K. Nimura / Opto-Electronics Review 32 (2024) e150185
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Fig. 12. Trajectory of a single marker (no. 56) in terms of magni-
tude. The black markers denote the centres of the markers
captured for reference temperatures. The maximum drift
range for the reference temperature of this marker equals
0.55 px (0.07 mm) vertically and 1.85 px (0.23 mm) hori-
zontally.

spect to the reference temperatures for all markers is 1.95 px
(0.24 mm) and 0.84 px (0.10 mm) for horizontal and verti-
cal drifts, respectively. For this particular camera unit, the
lack of repeatability aspect is much stronger for horizontal
coordinates than that for vertical coordinates.

A single marker (no. 56) trajectory is presented in mag-
nitude terms in Fig. 12. The centres of the markers cap-
tured for the reference temperatures are black, and the grey
rectangle indicates the ranges of the thermal image drift
with respect to the reference temperatures for this particular
marker. The averaged marker trajectory is marked with the
black line.

The results presented in Figs. 11 and 12 confirm that the
thermal image drift is not repeatable. The PCB with im-
age sensor is rigidly bolted to the c-mount housing causing
the over-constrained connection prone to the mechanical
hysteresis. To solve the problem, a novel PCB mounting
is proposed that maintains planar degrees of freedom and
allows unconstrained deformation.

4. Modified camera design

The same camera model (IDS UI-5282SE Rev 4 camera)
[42] is used and the original c-mount block is replaced with
the redesigned one. The designed c-mount block comprises
two separate parts: the main body with the c-mount thread
and the plate for the PCB, equipped with specialised flexures
that maintain planar thermal degrees of freedom of the PCB.
To additionally decrease the thermal image drift, the authors
decided to manufacture the parts from invar using EDM wire
cutting. The PCB with sensor is screwed to the threaded
holes in the middle of each flexure. The geometry of the
flexure was simulated using finite elements method (FEM)

and optimised to allow the the PCB to deform freely in both
horizontal and vertical directions. The plate with flexures
is presented in Figs. 13 and 14. The black arrows in Fig.
13 show the directions in which flexure deformation is the
easiest.

Additionally, the sandwich composition of the camera
PCBs is modified. The camera is equipped with an elastic
ribbon and the other PCBs are mechanically separated from
the PCB with sensor such that the effect of the possible
thermal deformations on the image drift is limited to only the
PCB with sensor. The modified camera design is presented
in Fig. 15.

Fig. 13. The redesigned c-mount block consists of two separate
elements: the main block with c-mount thread for the lens
and the plate with flexures for the sensor. The black arrows
show the directions in which flexure deformation is the
easiest.

Fig. 14. The modified c-mount block with flexures.

Fig. 15. The exploded view of the redesigned camera.

M. Adamczyk, K. Nimura / Opto-Electronics Review 32 (2024) e150185
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5. Results

The modified camera is investigated in the test stand de-
scribed in section 2. The first experiment is the warming-up
session repeated three times. In these experiments, the ther-
mal chamber is turned off. The only source of heat is the
camera. The camera is mounted on an invar frame and, im-
mediately after initialisation, continuously captures frames
of the image artifact at a speed of 1 frame per second (FPS).
Each warming-up experiment lasts 2 h. After the camera
reaches its constant temperature, it is turned off and left to

Fig. 16. Results from the three warming-up experiments. The
thermal image drift registered during the warming-up pro-
cess of the original camera design containing the over-
constrained PCB with sensor. The single market (no. 56)
trajectories are shown in Fig. 17.

Fig. 17. Results from the three warming-up experiments. The
single marker (no. 56) trajectories in terms of magnitude
of the original camera.

cool down. After 2 h, it is turned on again, and the warming-
up experiment is repeated. This loop is repeated three times.
In Figs. 16, 17 and 18, 19, a comparison of the results of this
experiment is presented, i.e., between the modified camera
design (Figs. 18 and 19) and the original camera design
(Figs. 16 and 17 that use an aluminium c-mount block and
over-constrained PCB with sensor). The repeatability of
thermal image drift is significantly high in both cases, but
the absolute maximum drift decreases twice. This reduc-
tion is probably caused by the fact that the modified camera
c-mount block is manufactured from invar.

Fig. 18. Results from the three warming-up experiments. The
thermal image drift registered during the warming-up pro-
cess of the modified camera design. The single market (no.
56) trajectories are shown in Fig. 19.

Fig. 19. Results from the three warming-up experiments. The
single marker (no. 56) trajectories in terms of magnitude
of the modified camera design.

M. Adamczyk, K. Nimura / Opto-Electronics Review 32 (2024) e150185
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The real advantages of the introduced modifications are
visible in the results of the experiment with the ambient
temperature changes. The modified camera design is tested
under the same scenario as described in section 3. The de-
fined temperature profile is the same as presented in Fig. 10.
Figures 20 and 21 present the results of this experiment. The
improvement is clearly evident as the marker trajectories are

Fig. 20. Thermal image drift registered during the experiment
with changing ambient temperatures for the modified cam-
era design. The maximum horizontal (I coordinate) drift
range for the reference temperature equals 0.81 px (0.1 mm)
and for vertical (J coordinate) equals 0.99 px (0.12 mm).
The thermal image drift of the original camera design is
presented in Fig. 11. The single market (no. 56) trajecto-
ries are shown in Fig. 21

Fig. 21. Single marker (no. 56) trajectory in terms of magnitude,
registered during the experiment with ambient temperature
changes for the modified camera design. The black lines
denote the averaged marker trajectory. For this particular
marker, the maximum horizontal (I coordinate) drift range
for the reference temperature equals 0.51 px (0.06 mm) and
for vertical (J coordinate) equals 0.6 px (0.07 mm).

significantly more repeatable for the modified design (com- 
pared to the original camera design, the thermal image drift 
of which is presented in Figs. 11 and 12). Additionally, 
note that the thermal image drift in the horizontal direction 
is significantly small. Single marker trajectory (Fig. 21) is 
close to linear. The maximum drift range for the reference 
temperature is equal to 0.99 px (0.12 mm) vertically and 
0.81 px (0.1 mm) horizontally. This experiment is repeated 
several times, and the centres of markers follow the same 
trajectories each time.

  The introduced camera design modifications, which al- 
low the PCB with sensor to deform freely, cause the thermal 
image drift to be more repeatable and allow a compensation 
model to be fitted. Herein, the polynomial compensation 
model is fitted, as introduced  in  Ref. 31. This compen- 
sation method performs adequately for the thermodynam- 
ically stable states of the camera. Another experiment is 
conducted in which the image acquisition is processed only 
when the camera temperature is stabilised. The temperature 
profile is similar to the one presented in Fig. 10. The best 
fitting results are observed for the three-degree polynomial. 
Figure 22 shows the results of applying the compensation 
model to a series of frames that are captured over a range of 
temperature values from 5◦C to 45◦C. The thermal image 
drift after compensation is focused on a much smaller area 
near the initial coordinates of markers (in comparison to 
Fig. 20).

  The histogram of the deviations in the vertical and hori- 
zontal coordinates for the centres of markers before and after 
compensation is presented in Fig. 23(a) and (b). The biggest 
improvement is observed for the vertical thermal image drift, 
as the range is reduced from 3.36 px to 1.51 px. The hori- 
zontal drift range is reduced from 1.71 px to 1.41 px. The 
lower reduction in the horizontal drift is related to the low 
value of the initial drift in this direction. The compensation 
reduces the standard deviation of the central shifts of the 
image drift (calculated as the root of the sum of squares of
the standard deviations in each direction) by ×3.99, and the 
absolute range of the image drift is reduced by ×2.53.

Fig. 22. Compensated thermal image drift for the modified camera
design. The grey dots represent the centres of markers be-
fore compensation, and the coloured markers represents the
compensated centres of markers with the colour denoting
the temperature.
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Fig. 23. Histograms (y-axis, number of deviations) of the devia-
tions (x-axis, deviations in [px]) in the vertical and horizon-
tal coordinates for the centres of markers before and after
the application of the compensation model, separately for:
(a) horizontal I coordinates, and (b) vertical J coordinates.

The same compensation method is used to fit and com-
pensate the data captured for the original camera (with over-
constrained PCB), as presented in Figs. 11 and 12. The re-
sults are presented in Figs. 24 and 25). The applied model
improves the results in the vertical direction (J coordinate)
as the thermal image drift in this direction is much more
repeatable. The results for the horizontal direction (I coor-
dinates) also show the reduced drift, but the obvious lack of
repeatability does not allow the model to fully compensate
drift. The thermal image drift is not focused on the initial
coordination of markers.

6. Conclusions

This paper introduces novel industrial-level camera mod-
ifications that allow the PCB with sensor to deform freely.
This modification improves the repeatability aspect of a ther-
mal image drift observed in the cameras exposed to varying
ambient temperatures. The experimental results confirm
that the thermal image drift is much more repeatable after
the modification, allowing the application of the compen-
sation model. This compensation then reduces the standard
deviation of the central shifts of the image drift (calculated
as the root of the sum of squares of the standard deviations
in each direction) by ×3.99 and the absolute range of the
image drift is reduced by ×2.53.

Fig. 24. Results from applying a polynomial compensation model
to data captured with the original camera design (over-
constrained PCB with sensor). The thermal image drift
before (grey markers) and after (coloured) compensation.

Fig. 25. Results from the application of polynomial compensa-
tion model to the data captured with the original camera
design (over-constrained PCB with sensor). The histogram
(y-axis, number of deviations) of the deviations (x-axis, de-
viations in [px]) before and after compensation, separately
for (a) the horizontal (I coordinates) and (b) the vertical (J
coordinates) directions.
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The proposed camera modification should be accessible
in terms of implementation for most of the current industrial-
level cameras. The stiffness of the flexures, their shape, and
orientation with respect to the sensor should be similarly
adjusted to the proposed camera design for optimisation.
Another optimisation can be made with regard to the mate-
rial. Herein, a modified c-mount block from invar is manu-
factured, but other (cheaper) materials should also provide
similar improved results.

For future work, this research into the effect of temper-
ature on industrial-level cameras will continue. Moreover,
the current compensation model is planned to be extended
for compensating the thermal image drift in thermodynam-
ically unstable states. Lastly, the thermal sensor defor-
mations in the current camera calibration algorithms are
planned to be incorporated, as the current pinhole camera
calibration does not consider the fact that the sensor de-
forms during the warming-up process and when the camera
is exposed to ambient temperature changes.
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