1. Introduction

Flow instability in the heated small (mini/micro) channel develops for high heat flux, which are the main factor determining the two-phase flow patterns in channels. The flow instabilities are related to the following processes: phase changes, heat flow, liquid and vapor flow as well as processes occurring in the heat exchanger’s supply system with liquid and heat. With high heat flux supplied to the system, a small deviation from equilibrium leads to an exponential increase in the phase distribution [1]. Instabilities in two-phase flows accompanying boiling in small channels cause oscillations in the pressure drop, liquid and vapor flow rates, and channel wall temperatures.

Instabilities have been studied by Kennedy et al. [2], Kandlikar [3,4], Qu and Mudawar [5], Brutin et al. [6], Hetsroni et al. [7], and Bergles et al. [8], Tadrist [9], found that several types of instabilities observed in small channels are similar to those found in conventional channels. These include: Ledinegg instability, pressure drop oscillations and instability caused by changes in the mass flow density. During the experimental studies described in [10,11], oscillations in the pressure drop and...
temperature of the channel wall were noticed and videos were recorded showing periodic reverse flow in mini channels. This vapor flow heading into the inlet chamber is caused by the operation of the exchanger at critical values of the heat flux, which leads to mixing of the steam with the incoming subcooled liquid. In mini-channel systems, the influence of the channel wall temperature on heat transfer is much greater than in conventional systems. In channels with much smaller hydraulic diameter than the channel length, surface tension has a significant impact on the flow dynamics and stability of the system [12]. Fogg and Goodson in [13] investigated the influence of acoustic waves generated by rapidly nucleating bubbles during boiling in the flow in microchannels. It has also been shown that the negative pressure created by propagating pressure pulses can cause other bubbles to grow at lower channel wall temperatures.

The most commonly used classification, introduced by Bouré et al. [14], divides the instabilities of two-phase flow into static and dynamic. Static instabilities are considered to be momentary disturbances in which new operating conditions of the system tend to asymptotically change the state of the system - such a process is usually accompanied by high-frequency oscillations of pressure and temperature. On the other hand, dynamic instabilities are those in which a system cannot achieve a new equilibrium state, but only oscillates around a new equilibrium state. During dynamic instability, the system constantly changes its state between various unstable states - such a process is also accompanied by high-frequency oscillations of pressure and temperature. The occurrence of a number of instabilities causes the heat and mass transfer process in small channels to be non-stationary, therefore the analysis of boiling requires the use of methods that allow to characterize the non-stationary nature of the system. An important issue in the study of the boiling process in small channels is the identification of two-phase flow patterns in unsteady heat and mass transfer processes. Knowledge about the nature of non-stationary processes will allow the creation of more accurate models predicting heat and mass transfer in mini- and micro-channel systems.

Although many criteria for the stability of two-phase flows are available, their practical application for the analysis of heat transfer in real systems is limited [15]. This is because in real systems it is difficult to control all the flow parameters on the basis of which the nature of the two-phase flow is determined. Therefore, methods which we are looking for should allow flow identification based on a small number (or single) of recorded signals. In work [15] pressure drop oscillations and their impact on heat flux transferred through the exchanger were studied. It was shown that the time-averaged surface temperature and critical heat flux were insensitive to the occurrence of flow instability. Flow patterns identification was possible by taking into account high-frequency pressure oscillations and high-speed visualization.

In the paper [16] a method for indirect recognition of flow patterns was proposed, based on time-frequency analysis and neural networks. In order to examine flow patterns in a narrow rectangular channel, a pressure signal was used. The work [17] classified and summarized various methods of suppressing the instability of two-phase flows. The authors of the work concluded that more investigations should be done to identify instability under different operating conditions in different microchannel systems to avoid and suppress instability. In the paper [18], the authors showed that the use of machine learning becomes effective when the algorithms take into account the physical aspects of processes. Such solutions allow for the analysis of transition areas between boiling regimes.

When examining boiling in two-phase flow in channels on a mini- and micro-scale, a number of experimental data are rec-
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... which contain information about the nature of the phenomenon. Experimental data includes, among others, measurement of pressure changes, liquid temperature changes, channel wall temperature changes and video data recorded by high-speed cameras. Pressure oscillations occurring in two-phase flow contain a lot of noise resulting from the changes in the two-phase flow patterns, therefore, they are difficult to analyze. At the same time, pressure oscillations have an irregular, chaotic character. One of the basic features of a chaotic systems is recurrence, which can be used in the analysis of pressure oscillations.

In this paper the recurrent patterns in the pressure oscillation signal are applied to identify changes in two-phase flow structures. Selected methods for analyzing the dynamics of two-phase flow patterns based on video analysis are also presented.

2. Application of recurrent analysis to study pressure fluctuations

2.1. Algorithm

In Fig. 1a, a diagram of the algorithm for identifying two-phase flow patterns based on pressure fluctuations is shown [19]. Figure 1a shows an example of the registered signal - pressure fluctuations. Figure 1b schematically shows two stages of RQA analysis. In the first stage, the attractor is reconstructed in the multidimensional phase space. Then recurrence plots are created – this process is schematically shown in Fig. 1b. A recurrence plot is a two-dimensional (square) matrix containing zeros and ones. The matrix dimension defines the number of analyzed samples (schematically marked by the black lines in Fig. 1a). RQA analysis involves determining a series of coefficients characterizing the arrangement of ones in the matrix. In the considered method the RQA coefficients are determined for subsequent time intervals [19]. The result of calculation of the RQA coefficient is shown schematically in Fig. 1c as the matrix. A statistical analysis of the changes in the values of RQA coefficients allows the selection of coefficients that best describe the diversity of the two phase flow pattern changes. This analysis creates the matrix shown in Fig. 1d. The visualization of the data in the matrix shown in Fig. 1c can be performed using PCA or neural networks (SOM) methods.

From the formal point of view the recurrence plot is defined as follows [20]:

\[ RP_{i,j} = \Theta(\varepsilon - ||x_i - x_j||), \quad i, j = 1, ..., N, \quad (1) \]

where \( \Theta(\cdot) \) – Heaviside step function, \( \varepsilon \) – diameter of the sphere inside which the distance of two points is measured, \( || \cdot || \) – norm in \( m \)-dimensional space.

The \( DET \) coefficient determines the percentage of recurrence states occurring on diagonal lines to all recurrence states of the system [20]:

\[ DET = \frac{\sum_{l=1}^{N} P(l)}{\sum_{l=1}^{N} P(l)_{\min}} \quad (2) \]

where \( P(l) = P(\varepsilon, l) \) is the histogram of diagonal lines of length \( l \) in the neighborhood of \( \varepsilon \).

The \( L \) coefficient determines the average length of the diagonal lines in a recurrence plot. The \( L \) coefficient is described by the following relation [20]:

\[ L = \frac{\sum_{l=1}^{N} P(l)_{\min}}{\sum_{l=1}^{N} P(l)} \quad (3) \]

The \( L_{\text{max}} \) coefficient determines the maximum length of diagonal lines.

Fig. 1. Scheme of the algorithm for identifying two-phase flow patterns based on pressure fluctuations: a) an example of registered signal, b) the results of RQA analysis, c) a matrix of RQA coefficients determined in subsequent time intervals, d) selection of RQA coefficients, e) PCA or SOM analysis.
The RPDE coefficient is a measure of the entropy of points on diagonal lines. The RPDE coefficient is described by the following relation [20]:

$$RPDE = -\sum_{l=imin} p(l) \ln p(l),$$

where \( p(l) \) is the probability of finding a diagonal line of length \( l \): 

$$p(l) = \frac{p^*(l)}{\sum_{l=imin} p^*(l)}.$$  

Entropy is a measure of uncertainty – an increase in the RPDE coefficient means that the system becomes more chaotic.

Gao [21] defines the recurrence time of the first type \( T^1 \) and the second time \( T^2 \). The recurrence time is calculated as the distance between points belonging to the vertical lines in \( RP \). In the case of recurrence time of the first type \( T^1 \), all points of \( RP \) are considered. Such value of \( T^1 \) depends on the trajectory density and value of \( \epsilon \). In case of recurrence time of the second type \( T^2 \) the vertical distances between the pairs "white" pixel/"black" pixel in the columns are measured [22]. Then, in this case for the periodic motion, \( T^2 \) accurately estimates the period of the motion.

### 2.2. Application

The paper presents the results of the method (Fig. 1) application for analyzing pressure fluctuations in a single mini-channel and in an exchanger consisting of many parallel mini-channels [19,23]. Figure 2a shows a diagram of the measurement stand and Fig. 2b shows example pressure drop fluctuations. The pressure fluctuation amplitudes shown in Fig. 2b increase when vapor bubbles appear in the heated channel, blocking the flow (at the beginning of the cycle the channel is filled with water). When the slug flow begins, the amplitude of pressure fluctuations reaches its maximum values (90 seconds after the beginning of the cycle).

The moving window in the windowed RQA analysis contained 5000 samples of pressure oscillations (5s), and the window shift was equal to 1000 samples of pressure oscillations (1s) – 181 windows were analyzed. The RQA coefficient values were calculated using the CRP package [23] in MATLAB. The length of the time window in the RQA analysis was determined by pressure oscillations caused by flowing long slug, which generate pressure changes that occur at low frequency. The assumed interval of 5 s corresponds to the flow of approximately 5 long slugs. In the RQA window analysis, the parameters of the immersion dimension (\( m \)), delay time (\( \tau \)) and threshold distance (\( \epsilon \)) were determined separately for each window. The dimension \( m \) was estimated using the false nearest neighbours method [23]. The value of \( \tau \) was selected using the mutual information function [24], while the value of \( \epsilon \) was defined as 10% of the maximum attractor diameter. Figure 3 shows the changes in coefficients (\( DET, 1/L, T^2, 1/RPDE \)). The values of these coefficients were used to build the SOM map shown in Fig. 4.

![Fig. 3. The changes in the RQA coefficients obtained for water pressure oscillations at the inlet to the mini-channel at \( G = 159 \; kg/(m^2.s) \), electric power equal to 57.2 W: a) \( DET, 1/L, T^2) \), c) \( 1/RPDE \); calculations were performed using the RP package [23] in Matlab.](image1)

![Fig. 4. Average hit histograms obtained from RQA coefficients calculated for inlet water pressure oscillations at: \( G = 159 \; kg/(m^2.s) \), electric power equal to 57.2 W [25].](image2)

The changes in the \( DET \) coefficient presented in Fig. 3a show that changes in the character of pressure fluctuations occur rapidly in the initial phase of boiling - in bubble flow and in the initial phase of slug flow. Such behaviour appear also at the end of the cycle - when the increasing average pressure value leads to boiling disappearance. The average length of the diagonal line shown in Fig. 3a determines the average duration of a given flow.
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pattern in the channel – it is the smallest at the end of the cycle (boiling disappearance) and the largest at the beginning of the cycle when the boiling begins. Fluctuations in the $T^2$ coefficient reflect changes in the characteristic frequencies of pressure fluctuations. The nature of the changes is most rapid in the initial phase of boiling and in slug flow. The entropy values shown in Fig. 3c show the chaotic character of pressure fluctuations during the boiling in the channel.

In Fig. 4, four local maxima can be distinguished, which identify four different two-phase flow patterns.

The analysis of changes in time these patterns, performed on the basis of data collected in the SOM algorithm, allows the identification of the flow patterns, these were: 1 – water flow with small bubbles, 2 – bubble flow, 3 – slug flow, 4 – long slug flow. The ranges of occurrence of flow patterns are shown in Fig. 5. The result of SOM algorithm (distinguished two-phase flow patterns - vertical axis and they accuracy in time are presented in Fig. 5a. The percentage of the two-phase flow patterns presents in the boiling flow is presented in Fig. 5b.

3. Analysis of the dynamics of phase change based on videos

3.1. Algorithm

The validation of the results presented in the previous chapter were performed using the recorded videos of two-phase flow. The videos contain information about processes that are not visible in the pressure fluctuations. Therefore, selected methods for analyzing the dynamics of two-phase flow patterns based on image (video) analysis are presented below. The analysis of characteristic flow features was carried out on the basis of pixel brightness changes. The similarity and complexity of phase distribution were analyzed.

The presented method for examining the similarity of the phase distribution uses the Pearson correlation coefficient. The initial step of the analysis is to divide the recorded videos into frames. The example of the frames set is schematically shown in Fig. 6a.

Fig. 5. Results of the RQA and SOM analysis obtained for inlet pressure, $G = 159$ kg/(m$^2$s) and electric power equal to 57.2 W: a) distinguished two-phase flow patterns (vertical axis) - result of training the SOM network (number of local maximum) and they accuracy in time; b) the percentage of the two-phase flow patterns present in the boiling flow. 1 – water flow with small bubbles, 2 – bubble flow, 3 – slug flow, 4 – long slug flow [25].

Fig. 6. Two-phase flow video analysis scheme: a) subsequent video frames, reference frames ($k$) and reference gates ($x_r$ - position of the reference gate), test frames ($k + \tau$ - test frame number), $\tau$ - time between subsequent test frames, $x$ - position of the moving gate; arrows indicate the flow direction; b) correlation between the reference gate and the test gates; c) plot of the average values ($R_{max} - R_{avg}$) for subsequent test gates [25].
In the set of frames (Fig. 6a), reference frames (k) and reference gates (x, y - position of the reference gate) are defined. On test frames k + 1, test gates are moved, the position of which is denoted with x. In this way, for each reference gate, a set of graphs is created which describe correlation between reference gate and test gates moving on subsequent test frames. A set of graphs obtained in this way is schematically shown in Fig. 6b. The following value is determined for each graph:

\[ S(j) = R_{max} - R_{avg} \]  

(5)

The \( S(j) \) is averaged for subsequent (all) test gates, finally the graph shown in Fig. 6.c is created. The graph is used to determine the value of the \( V_c \) coefficient in accordance with the following relation:

\[ V_p = -\frac{\tan(\alpha)}{S(j)} \]  

(6)

The algorithm was used to identify flow patterns [25,26]. The analysis of the flow of a mixture of water, glycerin and air showed that the \( V_c \) coefficient reaches the lowest values for slug flows and the highest in the case of mini-bubble flows. The slug flow is characterized by smaller changes in phase distribution than mini-bubble flow, which results in a lower value of the \( V_c \) coefficient. The obtained result confirms that the value of the \( V_c \) coefficient characterizing the "speed" of phase distribution changes in channel.

### 3.2. Application

The algorithm presented in the previous chapter (Fig. 6) was used to determine the position of the boiling front in an exchanger with parallel mini channels [25,27]. It was assumed that the change in phase distribution occurs most rapidly in the place where the boiling front is formed in parallel microchannels. Therefore in the previous algorithm (Fig. 6), additionally, the movement of the reference gate position was taken into account. Finally, in order to identify the channel fragments with the most rapid phase distribution changes, the position of the reference gate was searched for at which the \( V_c \) coefficient reaches its maximum value.

The scheme of the experimental stand is shown in Fig. 7.

The working medium (distilled water) - see Fig. 7, was supplied from the supply tank (1) by a gear pump (2) connected to a flowmeter (Bronkhorst Cori-Tech M13 with pump, accuracy 2% of the measured value) to the compressible volume (3). The flow rate of water supplied to the inlet space was monitored by a mass flow meter (4) (Bronkhorst Cori-Tech M13 based on the Coriolis measuring principle) installed between the compressible volume and the exchanger (microchannels exchanger consisting of 11 copper microchannels: depth \( \times \) width \( \times \) length = 0.13 \( \times \) 0.25 \( \times \) 32 mm). Pressure sensors (MPX50DP, range: 0–50 kPa, sensitivity: 1.2 mV/kPa, response time: 0.001 s, accuracy: 1.25 kPa) and thermocouples (type K, diameter 0.081 mm, accuracy: ±0.8 K, response time: 0.025 s) were installed. After passing through the channels, the water headed to the outlet tank (6). The flow of the medium through the channels was recorded using a high-speed camera - Phantom v1610 (5) through a transparent plexiglass and a mirror. The heat flux supplied to the channels was measured by three thermocouples (type K, diameter 0.081 mm, accuracy: ±0.8 K, response time: 0.025 s) located in a copper pin. Heat was supplied to the system using eight electric heaters with a maximum power of 50 W. During the experiment, the electrical power supplied to the system was constant, while the liquid flow rate varied. Two measurement data acquisition systems were used (DAQ Data Translation DT9804, Data Translation DT9805) and collected data at a frequency of 1 kHz.

### 3.3. Measurement error analysis

In this work, the analyzed physical quantity is the pixel brightness (Y) recorded by the Phantom v1610 camera. The level of pixel brightness recorded by the camera is a function of the light intensity reaching the camera lens, and is determined by the relationship [28]:

\[ Y = I_a + I_d k \cos \alpha, \]  

(7)

where: \( I_a \) – ambient light intensity, \( I_d \) – point light intensity of the light source, \( k \) – percentage of the energy of light falling on the surface that was reflected, \( \alpha \) – angle between the vector normal to the surface and the direction of the observer.

To determine the absolute maximum uncertainty of pixel brightness resulting from the intensity of light reaching the camera (Y), the complete differential method was used. It was determined on the basis of the uncertainty of individual arguments: roughness of the transparent diaphragm (\( \Delta \alpha \)), roughness of the channel bottom (\( \Delta \beta \)) and roughness of the mirror (\( \Delta \delta \)):

\[ Y = \cos \left( \frac{\partial f(\alpha,\beta,\delta)}{\partial \alpha} \right) \Delta \alpha + \frac{\partial f(\alpha,\beta,\delta)}{\partial \beta} \Delta \beta + \frac{\partial f(\alpha,\beta,\delta)}{\partial \delta} \Delta \delta. \]  

(8)

The analysis of the roughness of the channel bottom surface was performed using a VHX-7000 optical microscope (Keyence) at x700 magnification. The pixel brightness error was ±0.13 on a scale from 0 to 255. This allows us to conclude that the proposed image analysis method has a small error.
Figure 8a shows the $V_z$ coefficient obtained for single microchannel which is shown in Fig. 8b. The value of the $V_z$ coefficient identifies the position of the reference gate ($x_n$) where the "speed" of phase distribution changes reach the maximum.

The location of the most rapid phase distribution changes determined for the entire exchanger is shown in Fig. 9. Figure 9 shows the positions of the reference gates (in the form of a point) in subsequent microchannels at which the $V_z$ coefficient reaches its maximum. Fig. 9b shows an example video frame with the marked positions of the reference gates indicating the location of the most significant phase distribution changes.

An analysis of the repeatability of the results obtained using the phase distribution similarity method for assessing the dynamics of phase change was carried out. The aim of the repeatability analysis was to determine the size of the dispersion of the boiling front positions in the considered flow fragments. The multiple calculations of the reference gate positions at which the $V_z$ coefficient reached its maximum were carried out for various fragments of recorded videos. The results of calculation for 10 microchannels have been shown in Table 1.

The obtained results show that the proposed analysis method is repeatable and determines the location of the boiling front with an error equal about 20%.

4. Conclusions

The research carried out is consistent with the current research direction in published works which involves the identification of flow patterns based on high-frequency changes in single parameters of two-phase flows. The current work analyzed high-frequency pressure oscillations and high-frequency changes in pixel brightness in high-speed video frames. The paper presents a new approach to flow boiling pattern identification using recurrence analysis. It has been shown that the methods of analyzing boiling pressure fluctuations in small channels using the SOM analysis method combined with PCA and SOM analysis. The new method of correlation analysis of flow patterns on video frames has been presented and used for flow pattern identification.

The obtained results show that pressure drop oscillations and high speed video contain enough information about flow pattern for flow pattern identification. It has been shown that the methods of analyzing boiling pressure fluctuations in small channels using recurrence analysis enable the identification of two-phase flow patterns in boiling. Moreover, the information contained in the pixels brightness changes in the videos directly recorded during two-phase flows in small channels allows identifying flow patterns and studying processes occurring in boiling.

The use of the methods proposed in this paper to identify flow patterns based on selected measurement data is effective, but their application to other measurement data requires a preliminary analysis of the measurement data. An important parameter is the sampling frequency - it cannot be too high because then the signal will be noisy - which will prevent the extraction of important flow features. In this case, signal filtering can be used, but such manipulation of measurement data may affect the result of identifying flow patterns. The sampling frequency cannot be too low because the signal will not contain enough information about important characteristics of the flow patterns. In
the case under consideration in the paper, both sampling frequency of pressure changes and the speed of film frames registration were sufficient to identify the flow of individual bubble, increasing the water flow rate would require increasing the sampling frequency. Research on selecting an appropriate sampling frequency should be continued for different cases.

The new data analysis methods presented in the paper was tested on data collected in experiments performed by the authors of the work. During our measurements the appropriate data recording parameters were set. The analysis methods proposed in this work were also applied to other types of measurement data in order to determine their suitability for identifying selected features of time series. In these cases medical data [30], tribological data [31] and the process of air bubbles departure from nozzles [29] were analyzed. The obtained results confirm the high effectiveness of the analysis methods presented in the paper.
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