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Abstract. This article discusses an identification and modeling approach of a reluctance synchronous motor (RSM) based on the running rotor
technique. The applied flux linkage approximation functions reflect the self-saturation and cross-saturation effects, and the applied mathematical
model is continuous and differentiable. The proper design of the experiment is discussed, and relevant recommendations are made to ensure
the mitigation of procedural mistakes in the experiments. A detailed analysis of the impact of configuration faults on the obtained experimental
data is provided, considering distortions in the obtained flux linkage and inductance surfaces. Considering the achieved model accuracy, a novel
model evaluation considering the achieved model accuracy technique based on transient current response is proposed.
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1. INTRODUCTION

In recent years, a trend for developing electric motor-based drive
systems with reduced content of permanent magnets (PMs) is
observed [1, 2]. This leads to rare-earth-elements-free (REE-
free) constructions caused by the economic inconvenience of
still growing REE-PMs prices on the market [1, 2]. Compact
design, high efficiency, and reliability are crucial since the ma-
chines may be applied by various industrial branches. Among
several candidates, the reluctance synchronous motors (RSMs)
fulfill the requirements defined [2]. Its manufacturing cost is
about 15÷20% lower, and the efficiency is up to 4% better
than that of a squirrel cage induction motor (SCIM) [1]. Thus,
the RSM drives become popular in such industrial applications
as pumps, fans, compressors [3], lift traction [4], and finally,
electric vehicles (EVs) [5]. The proper selection of a drive
system is application-driven; among several criteria like dy-
namics, robustness, and efficiency, another criterion becomes
important, i.e., acoustic noise generation [6], especially in the
EVs area.

Since the operation principle of RSMs is based on the mag-
netic reluctance phenomenon, no eddy currents are produced
for rotor excitation, in contrast to SCIMs [3, 7]. Thus, a spe-
cific salient pole rotor construction is necessary, which en-
sures energy-effective operation [1, 7]. The high saliency ra-
tio is achieved using a transverse laminated anisotropic-rotor
(TLA) [1]. A non-uniform distribution of axial flux barriers
across the rotor achieves magnetic anisotropy. Therefore, the
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non-linear saturated characteristic of the magnetic circuit deter-
mines the operating principle of these types of motors. Since
the magnetic saturation effect is present, the relation between
inductance components versus the stator current components
becomes strongly non-linear and cross-coupled [7]. This im-
pacts the machine electrical and mechanical properties, result-
ing in complex modeling approaches for the electrical circuit
and torque characteristics. Thus, the precise modeling of RSMs
is challenging.

Developing advanced and precise mathematical models for
RSM-based drive systems can offer several benefits, like [2, 8–
12]:
1) the optimal torque versus current or voltage characteristics

may be distinguished using the offline calculation for a wide
motor operation range;

2) power maximizing control characteristics according to an-
gular velocity can be determined;

3) the performance of different machine models or types may
be compared without a need for a detailed FEMM analysis;

4) the development and synthesis of advanced control sys-
tems will be accelerated by applying a numerical simulation
model.

Thus, modern control engineering applies the numerical mod-
eling approach as an integral element for designing advanced
and high-performing systems. Therefore, obtaining a reliable
and accurate mathematical description becomes a crucial issue.

In the scientific literature, numerous papers discuss the iden-
tification and modeling of RSMs. The existing approaches for
identification techniques can be divided into two groups, i.e.,
standstill [10, 13, 14] and running rotor approach [8, 15–17].
In [2], it has been indicated that the moving rotor approach is
more accurate and less prone to errors since the current and ap-
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plied voltages are averaged for one or several rotor revolutions.
It results in some robustness against periodic voltage distortions,
mechanical factors (shaft misalignment and eccentricity), and
harmonics. Therefore, the identification procedure discussed in
this study is based on a running rotor approach. Nevertheless,
the accuracy of the identification experiment may suffer from
numerous factors, leading to identification errors and uncertain-
ties, e.g., experimental setup configuration, data acquisition,
processing, and machine stator heating. Moreover, most scien-
tific papers do not discuss the factors mentioned above in detail.
Only a few papers discuss the impact of machine heating up
(resistance variations) and voltage distortions (dead-time phe-
nomenon) and try to cope with them [8]. This can be recognized
as a potential gap in the scientific knowledge. Moreover, the
literature review revealed that the model quality evaluation is
mainly based on the expected shape of the flux surface [2],
FEMM model results [13, 17], or response for a closed control
loop [10]. Therefore, the design of a reliable evaluation tech-
nique for the model accuracy and convergence with the machine
under test will be a straightforward extension of the existing
knowledge.

This study tries to fill the recognized gaps in the scientific
literature. More specifically, it defines recommendations for the
configuration of the experimental setup. It investigates the im-
pact of position sensor misalignment, electrical angle lag, and
the impact of stator resistance variations on the estimated flux
linkage and inductance surfaces. In addition, a simple and reli-
able model validation procedure based on an open-loop current
transient response is proposed. The study will provide a broader
perspective on the factors affecting the estimated flux linkage
and inductance surfaces. This will help to recognize anomalies
in the raw experimental data, give feedback to potential readers
on how to interpret the nonphysical results, and help identify
the source of potential troubles during the identification exper-
iment.

This paper is an extension of the conference paper [18], in
which the modeling and identification approach were discussed.
The introduced upgrades are focused on the impact of resistance
mismatch on the processed data, obtained flux and inductance
surfaces, and improper experimental setup configuration. The
original paper has been reorganized and enhanced by additional
data and discussion. Section 2 describes the assumed current-
vector-based state-space mathematical model of the RSM. The
data acquisition, processing, and model fitting for obtained flux
linkage maps are discussed in Section 3, emphasizing hard-
ware limitations and configuration issues. The machine under
consideration and investigation is a 3GAL092513-ASB motor
manufactured by ABB. The flux linkage and static inductance
components are provided, and the approximation results using
the developed model are considered. Section 4 considers the
impact of resistance mismatch on the processed data for sev-
eral scenarios. The transient current response of the developed
model is compared to experimental data and discussed in de-
tail in Section 5. Further, Section 6 considers the impact on
the estimated experimental data caused by an improper config-
uration of the experimental setup. The last part concludes the
paper.

2. THE MATHEMATICAL MODEL OF THE ELECTRICAL
CIRCUIT

Since the discussed machine is REE-free, it contains no magnets
in its rotor structure (Fig. 1). Thus, the iron magnetic saturation
phenomenon is revealed, and the cross-saturation effect occurs
for this type of construction.

d-axis

q-axis

minimum 
reluctance path

maximum
reluctance path

Fig. 1. Cross-section of the flux-barrier-type TLA rotor
of the tested motor

The mathematical model of the reluctance synchronous ma-
chine may be expressed in the flux-voltage form using the fol-
lowing equations [9, 10, 13, 19]:

𝑑

𝑑𝑡
𝜓𝑑 (𝑡) = 𝑢𝑑 (𝑡) −𝑅𝑠𝑖𝑑 (𝑡) + 𝑝𝑝𝜔𝑚 (𝑡)𝜓𝑞 (𝑡), (1)

𝑑

𝑑𝑡
𝜓𝑞 (𝑡) = 𝑢𝑞 (𝑡) −𝑅𝑠𝑖𝑞 (𝑡) − 𝑝𝑝𝜔𝑚 (𝑡)𝜓𝑑 (𝑡), (2)

where: 𝜓𝑑 (𝑡), 𝜓𝑞 (𝑡), 𝑢𝑑 (𝑡), 𝑢𝑞 (𝑡), 𝑖𝑑 (𝑡), 𝑖𝑞 (𝑡) – the flux linkage,
voltage, and current components in direct and quadrature axes,
respectively, 𝑅𝑠 – resistance of stator windings, 𝜔𝑚 (𝑡) – angular
velocity of the motor shaft, 𝑝𝑝 – number of pole pairs.

Electric machine modeling requires a model where the current
vector components are assumed to be state variables. Therefore,
the flux model in (1) and (2) should be transformed into a
current-based model assuming the following dependencies [9,
10]:

𝜓𝑑 (𝑡) = 𝐿𝑑 (𝑖𝑑 , 𝑖𝑞)𝑖𝑑 (𝑡), (3)

𝜓𝑞 (𝑡) = 𝐿𝑞 (𝑖𝑑 , 𝑖𝑞)𝑖𝑞 (𝑡), (4)

where: 𝐿𝑑 (𝑖𝑑 , 𝑖𝑞), 𝐿𝑞 (𝑖𝑑 , 𝑖𝑞) – static direct and quadrature in-
ductance components, respectively.

Taking into account equations (3) and (4) in (1) and (2), the
time derivatives of flux linkages become the following form:

𝑑

𝑑𝑡
𝜓𝑑 (𝑡) = 𝐿𝑑 (𝑖𝑑 , 𝑖𝑞)

𝑑

𝑑𝑡
𝑖𝑑 (𝑡)

+ 𝑖𝑑 (𝑡)
[
𝜕𝐿𝑑 (𝑖𝑑 , 𝑖𝑞)

𝜕𝑖𝑑

𝑑𝑖𝑑

𝑑𝑡
+
𝜕𝐿𝑑 (𝑖𝑑 , 𝑖𝑞)

𝜕𝑖𝑞

𝑑𝑖𝑞

𝑑𝑡

]
, (5)
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𝑑

𝑑𝑡
𝜓𝑞 (𝑡) = 𝐿𝑞 (𝑖𝑑 , 𝑖𝑞)

𝑑

𝑑𝑡
𝑖𝑞 (𝑡)

+ 𝑖𝑞 (𝑡)
[
𝜕𝐿𝑞 (𝑖𝑑 , 𝑖𝑞)

𝜕𝑖𝑑

𝑑𝑖𝑑

𝑑𝑡
+
𝜕𝐿𝑞 (𝑖𝑑 , 𝑖𝑞)

𝜕𝑖𝑞

𝑑𝑖𝑞

𝑑𝑡

]
. (6)

Finally, the electrical circuit can be approximated by the fol-
lowing mathematical model:

𝑑

𝑑𝑡
x(𝑡) = L−1

𝑠 Ax(𝑡) +L−1
𝑠 u(𝑡), (7)

with:

L𝑠 =

[
𝐿𝑑𝑑 𝐿𝑑𝑞

𝐿𝑞𝑑 𝐿𝑞𝑞

]
,

x(𝑡) =
[
𝑖𝑑 (𝑡), 𝑖𝑞 (𝑡)

]𝑇
,

u(𝑡) =
[
𝑢𝑑 (𝑡), 𝑢𝑞 (𝑡)

]𝑇
,

A =

[
−𝑅𝑠 𝑝𝑝𝜔𝑚 (𝑡)𝐿𝑞 (𝑖𝑑 , 𝑖𝑞)

−𝑝𝑝𝜔𝑚 (𝑡)𝐿𝑑 (𝑖𝑑 , 𝑖𝑞) −𝑅𝑠

]
,

where:

𝐿𝑑𝑑 = 𝐿𝑑 (𝑖𝑑 , 𝑖𝑞) + 𝑖𝑑 (𝑡)
𝜕𝐿𝑑 (𝑖𝑑 , 𝑖𝑞)

𝜕𝑖𝑑
,

𝐿𝑑𝑞 = 𝑖𝑑 (𝑡)
𝜕𝐿𝑑 (𝑖𝑑 , 𝑖𝑞)

𝜕𝑖𝑞
,

𝐿𝑞𝑑 = 𝑖𝑞 (𝑡)
𝜕𝐿𝑞 (𝑖𝑑 , 𝑖𝑞)

𝜕𝑖𝑑
,

𝐿𝑞𝑞 = 𝐿𝑞 (𝑖𝑑 , 𝑖𝑞) + 𝑖𝑞 (𝑡)
𝜕𝐿𝑞 (𝑖𝑑 , 𝑖𝑞)

𝜕𝑖𝑞
,

𝐿𝑑𝑑 and 𝐿𝑞𝑞 – differential direct and quadrature self-axis in-
ductance components, respectively, 𝐿𝑑𝑞 and 𝐿𝑞𝑑 – differential
cross-coupling inductance components.

It can be seen that the model provided in (7) describes a
non-stationary and cross-coupled plant. Moreover, the magnetic
saturation phenomenon results in the machine non-linear flux
linkage characteristics [10, 18]. It should be noted that the iron
saturation phenomenon results in inductance variations caused
by the stator current. The increase of both the direct- and quadra-
ture current components causes a decrease of the direct- and
quadrature inductance components [9, 10]. The impact of self-
axis current is dominant for the self-axis inductance variations.
Simultaneously increasing the orthogonal-axis current compo-
nent causes a less significant inductance drop and is related to
the cross-saturation phenomenon [9, 10].

3. DATA ACQUISITION, PROCESSING AND MODEL
FITTING

3.1. Experimental setup configuration

The experimental tests and data capturing were realized using an
experimental bed shown in Fig. 2. The setup consists of an own-
designed prototype drive system with the investigated reluctance
machine and an auxiliary drive system with a squirrel cage in-
duction motor – ABB 3GAA092214-ASE three-phase motor
controlled by ABB ACS880-01-04A0 inverter. The core of the

identified motor drive system is a Kinetis MKV58F1M0VLL24
microcontroller with a 240 MHz core clock. The stator cur-
rent measurements are realized using LEM LTS-15-NP cur-
rent transducers. The rotor mechanical angle is measured using
an absolute angular sensor Sick Hiperface SFS60. The identi-
fied machine is an ABB 3GAL092513-ASB three-phase RSM.
A time interval of 100 µs was set for the data acquisition and
execution of the controller subroutine, which corresponds to a
frequency of 10 kHz.

Load SCIM Main RSMInertia

Load Drive DC-link Main Drive

Fig. 2. The experimental bed applied for experimental tests
and data capturing

The motor electrical circuit parameters were identified based
on a running-rotor identification approach [8, 15]. The overall
block diagram of the system is shown in Fig. 3. It consists of
two drives, where the shafts of both machines are coupled via
additional inertia. The experimental data were recorded for the
generator operation mode of the identified machine due to the
hardware limitations of the experimental bed. Thus, the applied
angular velocity had an opposite sign to the applied torque in
each of the four identified quadrants. Drive with SCIM was
applied to maintain constant angular velocity, whereas the iden-
tified RSM operated in a current control mode. The data acqui-
sition procedure was discussed in detail in [18]. The identified
motor operated in current control mode and rotated with a fixed
angular velocity set by the auxiliary SCIM. The phase current
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Fig. 3. Block diagram of the experimental setup for parameter identifi-
cation
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response was recorded for consecutive direct axis current steps
for a fixed value of quadrature axis current. The range of the
direct and quadrature current components was ⟨−5;5⟩ A with a
grain of 0.25 A.

Since a discrete control system with pulse-width modulation
(PWM) technique was applied, the time relation between data
acquisition, controller output calculation, and control signal up-
date was crucial for adequately measuring the average phase
current value and using a synchronized average value of the
phase voltage. A detailed timing diagram is shown in Fig. 4.
The sampling is executed in the mid-point of the generated
rectangular voltage signal, where the control signal is updated
if the counter value reaches its maximum value. Since a one-
sample time delay occurred in the applied system, the electrical
angle applied for inverse Park transformation (𝑑𝑞 to 𝛼𝛽) was
predicted to ensure a proper generation of the desired average
voltage.

Fig. 4. Timing diagram for the applied control system for identification
procedure

Reliable measurements require a proper configuration of the
experimental bed to avoid data corruption caused by, e.g., power
stage voltage distortions, the phase shift in measured currents,
or electrical angle misalignment. The mentioned factors im-
pact the accuracy of recorded data, so it is essential to mitigate
their effect on the data acquisition. It can be reached by ap-
plying (i) dead-time effect compensation, (ii) a sufficient band-
width of measurement paths, and (iii) proper identification of
encoder alignment [18, 20]. The first two issues can be easily
resolved by proper hardware design. The electrical angle align-
ment requires more attention since an identification procedure
should be applied. In [18], this issue has been described in
detail. The most important steps are as follows: (i) apply con-
secutive voltage vectors defined in the alpha-beta plane for the
forward and backward rotation, (ii) record the measured elec-
trical angle, (iii) calculate the mean value of the angle offset
for each applied vector for the forward and reverse rotation,
(iv) calculate the mean angle offset using the previously calcu-
lated points. The obtained results are shown in Fig 5. The angle
offset alignment is commonly limited to measuring the offset
for one single voltage vector. According to Fig. 5, this approach
will lead to a significant error in electrical angle alignment. The

impact of encoder misalignment was discussed with an example
in [18].
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Fig. 5. The obtained electrical angle error distribution

3.2. Flux linkage estimation based on raw experimental
data

The recorded signals, i.e., current and voltage components and
angular velocity, were preprocessed, and their mean values in
steady-state were extracted for all reference operating points.
Accordingly, the model described in equations (1) and (2) can
be transformed into the following static model since the time
derivatives become zero in steady-state:

�̄�𝑑 (𝑖𝑑 , 𝑖𝑞) =
�̄�𝑞 −𝑅𝑠𝑖𝑞

𝑝𝑝 �̄�𝑚

, (8)

�̄�𝑞 (𝑖𝑑 , 𝑖𝑞) = − �̄�𝑑 −𝑅𝑠𝑖𝑑

𝑝𝑝 �̄�𝑚

, (9)

where: 𝑌𝑥 – the mean value of the signal 𝑌𝑥 at steady state,
where 𝑥 represents the direct (𝑑) or quadrature (𝑞) axis, and
𝑌 represents the flux linkage (𝜓), voltage (𝑢) or current (𝑖),
respectively.

The applied voltage is not measured directly; thus, the esti-
mated value is calculated based on the control voltage compo-
nents given by the current control unit. Therefore, it becomes
essential to compensate for the non-linear phenomena present
in the inverter powers stage [8].

After the data processing and calculation of the estimated flux
values for each operating point of the drive, the map of direct-
and quadrature flux linkage components is obtained.

Applying the described methodology and data-capturing is-
sues, the flux linkage maps versus motor current can be esti-
mated using equations (8) and (9) [18]. The obtained flux link-
age maps are presented in Fig. 6. The saturation effect is present
in the self-axis for both flux linkage components. A clearly non-
linear dependence is observed. Moreover, the cross-coupling
effect is present, too, revealing the flux linkage drop while the
absolute value of the orthogonal current component increases.
The surface analysis indicates that the obtained characteristics
align with theoretical expectations. Thus, the estimated flux
characteristics are initially considered proper.
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Fig. 6. Flux linkage fitting results, raw experimental data and its approx-
imation by the assumed mathematical model, (a) direct axis, (b) quadra-

ture axis

3.3. Mathematical model for flux linkage approximation

The developed model for dynamic modeling should ensure a
proper convergence with the estimated flux linkage map, be
able to reflect the self-saturation, cross-coupling, and cross-
saturation effects, and according to equation (7) it has to be
differentiable. The selected approximation functions should be
able to reconstruct the mentioned phenomena properly [18]. It
should be noted that the inverter-fed machine enables the direct
measure of the machine phase currents, where the applied volt-
age has to be estimated based on the applied control signals.
Thus, the flux linkage can not be directly measured and must
also be estimated. Similarly, the static and differential induc-
tance components must be calculated based on the assumed flux
linkage model. Considering all the mentioned requirements and
limitations, the following flux linkage approximation functions
were selected [10, 18]:

�̂�𝑑 (𝑖𝑑 , 𝑖𝑞) =𝑊𝑑0 𝑖𝑑 −𝑊𝑑1𝑊𝑑𝑞 𝑖𝑑 , (10)

�̂�𝑞 (𝑖𝑑 , 𝑖𝑞) =𝑊𝑞0 𝑖𝑞 −𝑊𝑞1𝑊𝑞𝑑 𝑖𝑞 , (11)

with:

𝑊𝑑0 = 𝐴𝑑0 +𝐵𝑑0/(𝑖4𝑑 +𝐶𝑑0𝑖
2
𝑑 +𝐷𝑑0),

𝑊𝑑1 = 𝐵𝑑1/(𝑖4𝑑 +𝐶𝑑1𝑖
2
𝑑 +𝐷𝑑1),

𝑊𝑞0 = 𝐴𝑞0 +𝐵𝑞0/(𝑖4𝑞 +𝐶𝑞0𝑖
2
𝑞 +𝐷𝑞0),

𝑊𝑞1 = 𝐵𝑞1/(𝑖4𝑞 +𝐶𝑞1𝑖
2
𝑞 +𝐷𝑞1),

𝑊𝑑𝑞 = 𝐴𝑑𝑞 −𝐵𝑑𝑞/(𝐶𝑑𝑞𝑖
2
𝑞 +1),

𝑊𝑞𝑑 = 𝐴𝑞𝑑 −𝐵𝑞𝑑/(𝐶𝑞𝑑𝑖
2
𝑑 +1),

where: �̂�𝑑 (𝑖𝑑 , 𝑖𝑞), �̂�𝑞 (𝑖𝑑 , 𝑖𝑞) – flux linkage approximation func-
tions, in direct and quadrature axis, respectively, 𝐴𝑑0, 𝐵𝑑0, 𝐶𝑑0,
𝐷𝑑0, 𝐵𝑑1, 𝐶𝑑1, 𝐷𝑑1, 𝐴𝑑𝑞 , 𝐵𝑑𝑞 , 𝐶𝑑𝑞 – constants in �̂�𝑑 (𝑖𝑑 , 𝑖𝑞),

𝐴𝑞0, 𝐵𝑞0, 𝐶𝑞0, 𝐷𝑞0, 𝐵𝑞1, 𝐶𝑞1, 𝐷𝑞1, 𝐴𝑞𝑑 , 𝐵𝑞𝑑 , 𝐶𝑞𝑑 – constants
in �̂�𝑞 (𝑖𝑑 , 𝑖𝑞). The first terms, i.e., 𝑊𝑑0 and 𝑊𝑞0 in (10) and (11)
are related to self-axis flux linkage component. It represents the
flux linkage variations related to the self-axis current compo-
nent, while the orthogonal component equals zero. The second
term, i.e., 𝑊𝑑1𝑊𝑑𝑞 and 𝑊𝑞1𝑊𝑞𝑑 in (10) and (11) are related to
the cross-coupling phenomenon, i.e., to the interference with the
orthogonal and self-axis current components on the flux link-
age. Thus, the discussed approximation functions consider both
the self-inductance and cross-coupling phenomenons.

Table 1
Identification results of equations (10) and (11)

𝐴𝑑0 𝐵𝑑0 𝐶𝑑0 𝐷𝑑0 𝐵𝑑1 𝐶𝑑1 𝐷𝑑1

0.2448 –202.26 4.39 33.32 1.956 4.611 35.17
𝐴𝑑𝑞 𝐵𝑑𝑞 𝐶𝑑𝑞 – 𝐴𝑞𝑑 𝐵𝑞𝑑 𝐶𝑞𝑑

–114.5 1.982 0.118 – –108.05 117.57 0.1416
𝐴𝑞0 𝐵𝑞0 𝐶𝑞0 𝐷𝑞0 𝐵𝑞1 𝐶𝑞1 𝐷𝑞1

0.0721 -1.911 6.78 10.45 101.26 50 571 59 619

Note that the provided mathematical model in (10) and (11)
are continuous even functions, differentiable for current com-
ponents in the range 𝑖𝑑 |𝑞 ∈ (−∞;+∞). This feature enables
the application of these functions to calculate the static and dif-
ferential inductance components. After applying the derivative
operation (5) and (6) in (10) and (11) the following mathematical
formulas are determined:

�̂�𝑑𝑑 (𝑖𝑑 , 𝑖𝑞) =𝑊𝑑0 −𝑊𝑑1𝑊𝑑𝑞 + 𝑖𝑑
(
𝑊 ‘

𝑑0 −𝑊
‘
𝑑1𝑊𝑑𝑞

)
, (12)

�̂�𝑑𝑞 (𝑖𝑑 , 𝑖𝑞) = −𝑖𝑑
(
𝑊𝑑1𝑊

‘
𝑑𝑞

)
, (13)

�̂�𝑞𝑑 (𝑖𝑑 , 𝑖𝑞) = −𝑖𝑞
(
𝑊𝑞1𝑊

‘
𝑞𝑑

)
, (14)

�̂�𝑞𝑞 (𝑖𝑑 , 𝑖𝑞) =𝑊𝑞0 −𝑊𝑞1𝑊𝑞𝑑 + 𝑖𝑞
(
𝑊 ‘

𝑞0 −𝑊
‘
𝑞1𝑊𝑞𝑑

)
, (15)

with:

𝑊 ‘
𝑑0 = −𝐵𝑑0 (4𝑖3𝑑 +2𝐶𝑑0𝑖𝑑)/(𝑖4𝑑 +𝐶𝑑0𝑖

2
𝑑 +𝐷𝑑0)2,

𝑊 ‘
𝑑1 = −𝐵𝑑1 (4𝑖3𝑑 +2𝐶𝑑1𝑖𝑑)/(𝑖4𝑑 +𝐶𝑑1𝑖

2
𝑑 +𝐷𝑑1)2,

𝑊 ‘
𝑑𝑞 = 2𝐵𝑑𝑞𝐶𝑑𝑞𝑖𝑞/(𝐶𝑑𝑞𝑖

2
𝑞 +1)2,

𝑊 ‘
𝑞𝑑 = 2𝐵𝑞𝑑𝐶𝑞𝑑𝑖𝑑/(𝐶𝑞𝑑𝑖

2
𝑑 +1)2,

𝑊 ‘
𝑞0 = −𝐵𝑞0 (4𝑖3𝑞 +2𝐶𝑞0𝑖𝑞)/(𝑖4𝑞 +𝐶𝑞0𝑖

2
𝑑 +𝐷𝑞0)2,

𝑊 ‘
𝑞1 = −𝐵𝑞1 (4𝑖3𝑞 +2𝐶𝑞1𝑖𝑞)/(𝑖4𝑞 +𝐶𝑞1𝑖

2
𝑞 +𝐷𝑞1)2,

where: �̂�𝑑𝑑 (𝑖𝑑 , 𝑖𝑞), �̂�𝑑𝑞 (𝑖𝑑 , 𝑖𝑞), �̂�𝑞𝑑 (𝑖𝑑 , 𝑖𝑞), �̂�𝑞𝑞 (𝑖𝑑 , 𝑖𝑞) – differ-
ential inductance approximation functions for electrical circuit
modeling.

Data fitting is essential for obtaining the gain coefficients for
the assumed approximation functions. The model coefficients
are given in equations (10) and (11) were determined using
Matlab curve fitting toolbox based on the estimated flux sur-
faces. The estimation results are shown in Fig. 6 and Fig. 7.
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Fig. 7. Static direct and quadrature inductance components, raw ex-
perimental data and its approximation by the assumed mathematical

model, (a) direct axis, (b) quadrature axis

A relatively good fit is obtained for the flux linkage compo-
nents. The results correspond to the estimated surfaces obtained
from the experimental data. For the inductance components, a
significant distortion is present along the orthogonal current axis
at low current values of the self-axis current. This is observed
for a narrow current range, i.e., ∈ (−0.25;0.25) A. The raw
data for the discussed narrow range discloses the increase of
the inductance corresponding to the orthogonal current compo-
nent – a nonphysical behavior contradicting the phenomenon of
cross-saturation. The mentioned effect is present mainly on the
direct axis and partially on the quadrature axis. Moreover, the
raw data highlights a relatively high peak value, corresponding
to the relatively rapid growth of the quadrature flux linkage com-
ponent before saturation. The applied approximation functions
cannot match the steep saturation in the quadrature axis for the
provided raw data. Nevertheless, the comparison of transient
response conducted in the next section reveals a good conver-
gence of the dynamic properties of the developed model and the
plant. Thus, the Authors decided to investigate the origins of the
observed distortions.

3.4. Fitting results and its accuracy

According to equations (3) and (4), the inductance components
can be calculated based on the estimated flux linkage compo-
nents and the measured current components. Mainly, the most
significant deviations are observed along the orthogonal axis at
low current values in the self-axis. The observed effect is inher-
ent in the applied estimation technique. According to equations
(8) and (9), the estimation is based on the cross-coupling phe-
nomenon. Hence, the estimated value of the flux linkage for a
given operating point is calculated using the orthogonal axis
voltage and current. The low self-axis current produces rela-
tively low flux in its original axis; therefore, the measurement
errors and machine parameter uncertainties will cause relatively

large estimation errors. The larger current produces higher Joule
losses in the machine phase coils, which heats the stator. In
consequence, the resistance of the copper wires increases. An-
other issue is related to the overestimating of the resistance. It
is usually caused by the two-wire measurement of resistance,
which is vulnerable to measurement errors related to termi-
nal connections and auxiliary wirings. Since the resistance is
not directly measured during the experiments, the actual value
is not considered in the estimation formulas. This reveals the
sensitivity of the applied identification approach for resistance
mismatch discussed in the scientific literature [8]. Moreover, es-
timation errors accumulate due to current measurement errors
and unmodeled voltage deviations of the inverter power stage,
especially for low self-axis current components. As a result, dis-
tortions in raw data are observed. Note that the relatively long
time data recording procedure causes the heating of the machine
under-test. These issues, i.e., experiment duration and machine
heating, are recognized as practical limitations of the applied
identification technique.

The earlier-mentioned issues can be recognized as a drawback
of the investigated identification procedure since they affect the
accuracy of the estimated flux surfaces. It should be noted that
the model-based surfaces are smoother since the fitting process
is based on minimizing the root mean square error. Therefore,
the influence of the estimation error is limited, but a reliable
model is still obtained, which is investigated later in this paper.
Hence, the Authors decided to investigate the impact of under-
and overestimation of the stator resistance on the obtained raw
data.

4. IMPACT OF RESISTANCE MISMATCH ON THE MODEL

4.1. Flux and inductance surface distortion for a constant
resistance error

Since the assumed identification approach is related to the es-
timation of flux surfaces according to equations (8) and (9), it
is vulnerable to any significant resistance error. It can be easily
seen that if higher current is applied, the corresponding flux dis-
tortion will increase. This phenomenon is crucial in the applied
identification procedure, and the knowledge about its impact on
the processed numerical data can help recognize identification
issues. Thus, the Authors decided to investigate the impact of
resistance mismatch on the modeling and identification process
for an RSM. It has been assumed that the observed distortions
and anomalies are caused mainly by resistance variations (under-
or overestimation) during the data-collecting procedure. A non-
constant distribution of the stator resistance is assumed and
simulated based on the developed model of the investigated ma-
chine. The procedure was as follows: (i) It has been assumed that
the idealized model corresponds to the tested machine charac-
teristics and becomes the simulation reference. This was chosen
due to the properties of the selected approximation functions
that reflect the physical phenomena present in the machine; (ii)
The equations (8) and (9) with the fitted approximation func-
tions (10) and (11) will be applied for the calculation of the
machine voltage components for the simulated resistance mis-
match or distribution; (iii) For the calculated voltages the flux
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linkage components were again calculated using equations (8)
and (9) but using the nominal (constant) value of the resistance.
Thanks to this approach, it is possible to simulate what the raw
identification data would look like (for a machine with charac-
teristics such as those from the fitted model) if the value of the
machine resistance would differ from that assumed during the
identification.

The first investigated case represents the machine 4% higher
resistance value than the value applied for estimation. A sig-
nificant inductance drop is observed for the direct inductance
component along the orthogonal current component axis for
low self-axis current component values. It can be indicated that
the observed distortion does not match the results obtained in
the raw experimental data (Fig. 7a). An opposite behavior is ob-
served for the quadrature inductance component, i.e., its value
increases for the direct current component for low values of the
quadrature component. This is observed in the raw experimental
data, too (Fig. 7b)

Since the assumed value of the stator resistance can be overes-
timated due to the limited accuracy of the two-wire measurement
approach, this case has also been investigated. Figure 9 provides
the simulation results for flux linkage estimation by applying
a higher resistance value than in the machine model (the ma-
chine has a 4% lower resistance). In this case, the constant error
increases the direct axis inductance component for low values
of the self-axis current component along the orthogonal com-
ponent. This effect corresponds to the raw experimental data.
For the quadrature axis, the observed effect is the opposite; the

inductance value drops more rapidly for the increasing value of
the direct current component.

The simulated data for the manipulated resistance values indi-
cate that the results obtained in the experimental raw data (Fig. 7)
combine over- and underestimation of the tested machine resis-
tance. Thus, the Authors investigated one more case with a
non-constant resistance distribution. This assumption was con-
cluded since both types of resistance errors may have appeared –
overestimating the nominal value of the resistance caused by the
two-wire measurement technique and later underestimating re-
lated to the heating of the stator caused by the Joule losses in the
machine windings. It should be pointed out that experimental
data collection was realized in series for a fixed value of quadra-
ture current component and variable direct current component,
starting from zero current once positive current values are ap-
plied and then applying negative current values. Therefore, it
can be assumed that the resistance value was overestimated for
low current values around zero and underestimated for higher
values. Moreover, the rise in resistance was related mainly to
the increasing direct current component. According to the as-
sumption, the direct inductance component will increase for
low self-axis current for the area with overestimated resistance,
whereas distortion of the quadrature inductance component is
negligible. Later, with the stator heating, the winding resistance
will increase and finally reach a higher value than assumed –
and the underestimating region is reached. A behavior similar to
Fig. 8 would appear in this case. If those two effects overlap, they
should have similar characteristics to the raw experimental data
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Fig. 8. The comparison of applied reference flux- and inductance model with a 4% higher resistance in the machine model (a) direct axis flux
linkage, (b) direct axis static inductance, (c) quadrature axis flux linkage, (d) quadrature axis static inductance
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Fig. 9. The comparison of applied reference flux- and inductance model with a 4% lower resistance in the machine model (a) direct axis flux
linkage, (b) direct axis static inductance, (c) quadrature axis flux linkage, (d) quadrature axis static inductance

(Fig. 7). The assumed hypothesis will be verified in the follow-
ing data set. Moreover, it is assumed that the raw experimental
data are not affected by the quadrature inductance component
in the low current area. Thus, in this area, no corrections have
to be made.

4.2. Flux and inductance surface distortion for a varying
resistance error

According to the former analysis, the assumed distribution of
the machine resistance was determined arbitrarily using a trial-
and-error procedure based on some expert knowledge. It has
been recognized that the resistance change should correspond
to an exponential distribution since it is related to heating the
machine windings. The assumed function was as follows:

�̂�𝑠 = 𝑅0 +Δ𝑅(1− exp(−𝑖𝑑/𝜉)), (16)

where: �̂�𝑠 , 𝑅0, Δ𝑅 are the estimated, initial, and deviation to the
machine resistance value, and 𝜉 is the resistance decay constant.
The deviation of resistance Δ𝑅 is related to the stator heating
up. The function coefficients were selected based on the manip-
ulated simulation results to obtain the best possible match with
the raw experimental data. The final resistance distribution is
shown in Fig. 10.

The simulated data for the assumed resistance distribution
is shown in Fig. 11. The simulated data for the manipulated
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Fig. 10. The assumed resistance distribution in the machine model

model with resistance variations were compared with the fitted
model (a and c) and the raw experimental data (b and d). It can
be observed that the fitted model is not affected by the induc-
tance distortions and reveals a proper self- and cross-saturation
behavior. It partially matches the manipulated data, mainly in
the regions where the estimation error caused by the resistance
variations becomes less significant. The comparison to the raw
experimental data reveals a good convergence of the distorted
raw data with the manipulated model-based ones. This can be
recognized as a confirmation of the distortion origin, namely the
influence of resistance mismatch caused by resistance variations
during the experiments. It can be indicated that the hypothesis
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Fig. 11. The comparison of applied reference flux- and inductance model with the assumed exponential distribution of machine model resistance
(a) direct axis flux linkage, (b) direct axis static inductance, (c) quadrature axis flux linkage, (d) quadrature axis static inductance

formulated by the Authors is validated, and the manipulated
model reflects the raw experimental data. Thus, the observed
nonphysical behavior in the raw experimental data is caused by
the impact of resistance mismatch. It has to be pointed out that
the applied model has not fully reflected the rapid saturation
effect in the quadrature axis. This is recognized as a limita-
tion of the applied approximation functions, which could not
correctly fit into the sudden drop for the quadrature inductance
component. Therefore, the functions should be revised, and an
enhancement could be proposed in future developments.

5. DYNAMIC MODEL QUALITY VERIFICATION

The transient current response of the investigated motor is
applied to verify the model reliability. The examination was
conducted by applying motor voltage step changes in the syn-
chronous frame while the shaft rotated at a fixed angular ve-
locity. The test bed configuration was almost identical to the
data-collecting stage, differing by the drive operating mode.
The voltage components were selected and applied directly to
the machine stator, and no current control unit was employed.
This resulted in a freewheeling open-loop motor current re-
sponse. The recorded experimental results were compared to
the model-based simulational data. The current component tran-
sients caused torque variations; thus, the angular velocity varied

for short periods during the experiments. To mitigate its influ-
ence, the simulations were conducted by applying the recorded
angular velocity signal in the designed model. A simulational
data set was prepared for the model developed in this paper using
Plexim PLECS software. The dynamic response comparison for
an identified model based on deteriorated data by electrical an-
gle misalignment and no dead-time compensation can be found
in [18].

The experimental validation of the proposed mathematical
model for the rising direct current component (test A) is shown
in Fig. 12, and for the falling direct current component (test B)
is shown in Fig. 13. It should be pointed out that the voltage
transients were selected so that the trajectory of the forced cur-
rent components covered as much of the drive operating range
as possible. It can be seen that the transient characteristics of
the developed model fit relatively well with the experimental
data, the average value of the relative error does not exceed
5% (with respect to the rated current value). It can be seen
that the error distribution for the direct axis is around zero –
there is not any constant offset present. The error distribution
indicates that the observed deviations for the 𝑑-axis are related
to higher harmonic components of the measured current. An
increasing offset is observed for the quadrature current com-
ponent, which could be expected since the main differences
between the raw data and the developed model are observed for
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Fig. 12. Freewheeling current component trajectory and current time
response for the open loop test A

the quadrature component. This results in an increasing error for
the higher quadrature current components. The oscillation fre-
quency during transients and the steady state converge with the
experimental data. Some tracking error is observed in Fig. 12,
but generally, the transient characteristics match well with the
experimental results. It should be mentioned that the recorded
data applied to the model development were partially affected
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Fig. 13. Freewheeling current component trajectory and current time
response for the open loop test B

by parameter uncertainties and measurement errors, and the ap-
plied model does not consider any iron losses. Moreover, the
implemented model is designed for the fundamental harmonic
component of the machine phase currents. Hence, higher-order
harmonics in the phase currents will result in some tracking
errors. Therefore, there is a tracking error caused by the model
accuracy. Nevertheless, the final results are satisfying.
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The developed model fits the experimental data relatively
well in test B with a small and acceptable tracking error. The
observed differences result from unmodeled non-linear factors
in the inverter power stage, measurement errors, and parameter
uncertainties of the electrical circuit (resistance variations, iron
losses). Thus, the accuracy of the developed model is limited,
but it is still sufficiently good to apply for modeling the investi-
gated motor electrical circuit. The average value of the relative
error does not exceed 5%. Similarly, an increasing offset value
is present for the quadrature current component, which con-
firms that the identification procedure is more sensitive for the
quadrature axis corresponding to the flux barriers distribution.
Meanwhile, the direct axis is affected by an error distribution
around zero without any offset observed.

It should be noted that such dynamic tests were presented for
the first time by the Authors in [18]. In contrast, other authors
conclude their identification results only based on the intuitive
examination of the flux linkages picture and its fitness with
the proposed approximation function [10, 13, 19, 21, 22]. The
presented test was developed based on knowledge of the spi-
ral shape of the current space vector trajectories during voltage
steps, allowing it to cover the majority of the drive operating re-
gion with a single straightforward test. Additionally, it allows for
validating the quality of the identified parameters set under rela-
tively harsh conditions. The developed test is reliable because it

directly compares the developed model with a machine transient
response. Moreover, it is relatively easy to implement since the
experimental bed can already provide a running rotor test.

6. INFLUENCE OF THE ENCODER MISALIGNMENT AND
LACK OF ELECTRICAL ANGLE PREDICTION

To complete the provided analysis, an additional investigation
is needed to determine the impact of the position sensor mis-
alignment and lack of electrical angle prediction for the inverse
Park transformation. In this study, it is recommended that those
factors be eliminated to ensure a proper configuration of the ex-
perimental setup. The performed numerical simulations provide
knowledge about the impact of those factors on the raw experi-
mental data, giving a better understanding of possible anomalies
in the analyzed data.

Since the developed simulation model is assumed to be a
reference one (the relative error is in an acceptable range), it is
applied as a reference model to simulate the additional factors
related to setup configuration. The impact of position sensor
misalignment and the lack of electrical angle prediction for
inverse park transformation have been simulated.

The numerical results for the position sensor offset are shown
in Fig. 14. The electric angle offset was assumed for one de-
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Fig. 14. The comparison of applied reference flux- and inductance model with the model obtained with simulated one electrical degree mis-
alignment of the d-axis (a) direct axis flux linkage, (b) direct axis static inductance, (c) quadrature axis flux linkage, (d) quadrature axis static

inductance
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gree; its value corresponds to the angle offset, which would
be present if the 𝑑-axis angle alignment was determined using
only one current vector (𝑉1) instead of the proposed multivec-
tor procedure. The influence of this error is mainly revealed for
the inductance surfaces for low 𝑑-axis current values for the
direct inductance component and low 𝑞-axis current values for
the quadrature inductance component. This factor introduces an
asymmetric distortion in the flux linkage and inductance com-
ponent surfaces.

The anomalies observed in flux linkage distortions corre-
spond to a surface rotation along the quadrature axis. This leads
to a nonphysical flux linkage behavior, where it increases along
the orthogonal current component. A similar effect has been
discussed in [18] about an improperly aligned position sensor.
This will not occur if the angle offset is determined using the
proposed alignment procedure based on a multivector approach.

Figure 15 shows the impact of no electrical angle prediction
for inverse Park transformation. Unlike the recommended con-
figuration depicted in the provided timing diagram, the simula-
tion model was prepared without angle prediction in the control
signal transformation (Fig. 4). The impact of this error is re-
vealed primarily in the inductance component surfaces. There
is an increase in the estimated value of the direct inductance
component for small values of the self-axis current and an ap-

parent decrease in the estimated value of the quadrature axis
component for small values of self-axis current. This effect
seems similar if the machine resistance is lower than the as-
sumed value. Therefore, these two effects could be confused
with each other, although their influence on the direct axis in-
ductance component is different. Note that, in the absence of
angle prediction, this influence does not increase as rapidly with
the value of the orthogonal current component (𝑞-axis) as in the
case of incorrect resistance values. The presented identification
procedure recommends the electrical angle prediction. It can be
indicated that this approach allows the mitigation of this par-
ticular error source since the estimated raw experimental data
(Fig. 6) does not contain a simultaneous increase of the direct
axis inductance component with a sudden drop in the quadra-
ture axis inductance component along the orthogonal current
component for both of them.

The provided numerical data reveal the impact of the factors
related to electrical angle issues. The observed anomalies will
provide a better understanding of the possible distortions in raw
experimental data related to an improper configuration of the
experimental setup. The presence of the recognized anomalies
may indicate a necessity for a more careful configuration of the
system, according to the recommendations formulated in this
study.
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Fig. 15. The comparison of applied reference flux- and inductance model with the model obtained with simulated lack of the angle prediction for
the inverse Park transformation (a) direct axis flux linkage, (b) direct axis static inductance, (c) quadrature axis flux linkage, (d) quadrature axis

static inductance
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7. CONCLUSIONS

The paper discusses in detail the modeling and identification
approach for an RSM, particularly emphasizing the configura-
tion of the experimental setup. The proposed model converges
with the reference machine response, resulting in an accept-
able error. A new approach for model evaluation has been pro-
posed, which is simultaneously reliable and relatively simple to
conduct. Moreover, the impact of several error sources on the
estimated flux-linkage and inductance components surfaces is
highlighted, which can help potential readers identify the issues
in their raw experimental data and give a better understanding
of the observed anomalies.

It was found that it is essential to use the analytical fitting
function designed so that its structure assures the proper shape of
the flux surfaces (according to the physical phenomenons of self-
and cross-saturation). If this is assured, the fitting process can
partially eliminate local errors in the raw data, which are present
due to some imperfections in the identification procedure. The
used analytical function shape cannot fully reflect the shape of
the raw data, especially the rapid rise of the 𝑞-axis inductance
for low currents. Thus, further research is still needed to improve
the functions of the used prototypes.

The analysis reveals that the proposed approach is vulnerable
to the heating up of the winding and the rise in resistance caused
by that, which, together with the long time duration, are the main
limitations of the presented technique. Hence, there is a need to
improve the proposed procedure to eliminate this problem.

Besides the identification procedure itself, the design of the
experiment is also an essential factor influencing the results.
This means that the influence of some error sources on the
obtained results can depend on the sequential order of the mea-
surement points and the period between the measurements, as it
affects machine heating. This means that the sequential order of
measurements should also be chosen carefully when conducting
the experiments. It has been found that the recommendations for
the configuration of the experimental setup will limit the risk of
collecting distorted experimental data.
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