Estimation of the coefficient of permeability as an example of the application of the Random Forest algorithm in Civil Engineering
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Abstract: A new world record for crude steel production was recorded in 2021, which increased by 3.8% over 2020. This also affected the amount of slag produced with this production. Total waste from industrial and construction production throughout the European Union accounts for as much as 48%. Therefore, waste management should provide for the recovery of as many resources as possible. European Union strategies in line with the circular economy objectives focus on ensuring policy coherence in the areas of climate, energy efficiency, construction and demolition waste management and resource efficiency. Slags are a material of interest to researchers in terms of their use in construction. Slags, on the one hand, are materials that are becoming better understood on the other hand, we are making sure of the heterogeneity of these materials. The characteristics of physical properties of slags are influenced by many factors, including the furnace split in which they are produced. This prompts the search for tools to help determine the parameters of slags based on already available data. The study aimed to verify the hypothesis that it is possible to determine the parameter of the filtration coefficient, relevant to applications in earth structures using the machine learning algorithm – Random Forest. In the study, two types of material were analysed: blast furnace slag and furnace slag. The results of the analysis yielded a high coefficient of determination (R²) – 0.84–0.92. This leads us to believe that the algorithm may prove useful in determining filtration parameters in slags.
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1. Introduction

The efficient application of resources has become one of the key challenges for a long-term sustainable construction industry. Implementing a circular approach by valorizing waste and transforming it into eco-efficient building materials is an effective path for managing waste previously deposited in landfills. Meanwhile, this attitude offsets the depletion of natural resources and has a positive impact on environmental issues [1–4]. Generally, in European Union countries, slag is used as a by-product or is end-of-waste. If it is considered a waste for the smelter where it is produced it complies with the end-of-waste definition. This allows slag to be subjected to recovery, including recycling in the construction industry, for example. The different types of slags depending on their source (blast furnaces, thermal power stations, etc.) affect the possibility of their subsequent use in the construction sector, this is of course due to differences in the physical and chemical properties of these materials. A good understanding of the parameters of individual anthropogenic materials supports the design of possible solutions for their application in the construction sector [5–7].

One of the predictive solutions that may prove helpful in the analysis of parameter prediction based on previously available data may be Machine Learning algorithms. In recent decades, these techniques have been continuously developing and generating new algorithms with increasingly versatile applications. Most of the algorithms developed in recent years can be used for both categorization and regression prediction. Categorization algorithms (also known as classification algorithms) are used to classify data into predefined categories or classes. The goal is to train a Machine Learning model that can accurately predict the class of new, unseen data points based on the features or attributes of the data. Regression algorithms, on the other hand, are used to predict a continuous numerical value, such as a price, a temperature, or a stock price, based on a set of input features or variables. The goal is to train a machine learning model that can accurately predict the value of the target variable for new, unseen data points. Algorithms such as Artificial Neural Networks (ANN) are well recognized and have already found application in Civil Engineering [8–13]. Others like Random Forest, which will be analyzed in this article, is a newer algorithm whose effectiveness in predicting Civil Engineering phenomena has not been well documented.

The purpose of this paper will be to present the applicability of the Random Forest algorithm for determining the filtration coefficient in Blast Furnace Slag. Using validation methods, error analysis (MSR, RMSE and R$^2$) and SHAP analysis, were used statistically to evaluate the accuracy of the model.

1.1. Random Forest

The Random Forest technique is a relatively new Machine Learning method described by Breiman in 2001 [14]. The concept is based on bagging (“bootstrap aggregation”) [15], which is one way to reduce the variance of an estimate after averaging multiple estimates. Training M different trees on different subsets of data, chosen randomly with replacement,
will give the following relationship, Eq. (1.1):

\[
    f(x) = \sum_{m=1}^{M} \frac{1}{M} f_m(x)
\]

where: \( f_m \) – \( m \) this tree.

Models derived from the Random Forest Algorithm often have very high predictive accuracy [16] and have also been widely used in many applications.

The Random Forest algorithm described by Breiman [14] uses two important elements to reduce generalization error. When creating individual trees, only a random subset of features is considered for each split, and each tree is given a randomly drawn subset of observations to train. Typically, there is an approach of bootstrap aggregation or bagging [17]. Random Forest models were comprehensively described by Louppe [18], and theoretical results on the hyperparameters of Random Forest models were summarized by Scornet [19]. Parameters for the decision trees themselves are often included in Random Forest tuning [20–22].

The reference implementation studied in this article is from the R language, the packages used are: Random Forest [23], Caret [24, 25]. The method of operation of the algorithm is presented in Fig. 1.

![Diagram of the functioning of the Random Forest algorithm](image)

Random forest is a method of averaging multiple deep decision trees, trained on different parts of the same training set, to overcome the problem of over-fitting a single decision tree [14, 26, 27].
Among the biggest advantages of Random Forest is that it can be used to solve both problems and can be used in regression as well as classification. It can handle a large number of data sets with high dimensionality. Including datasets with more than a few thousand variables. Random Forest is very successful in identifying significant variables. Modeling with the Random Forest algorithm is based on bootstrap sampling samples processing input data with replacement. The algorithm can effectively estimate missing data and easily maintains accuracy, even when given a large amount of data [28,29]. Disadvantages of the Random Forest algorithm include the occurrence of over-fitting the model to the observation data if the data is overly noisy. Overfitting means that the model fits the training dataset well, but not the test dataset. Random Forest is an algorithm that is difficult to interpret in terms of controlling its performance, it presents a black-box approach. This makes it challenging to interpret because it is only possible to check random seeds and various parameters. The paper attempts to interpret this algorithm using the SHAP technique.

2. Material and methodology

2.1. Material

The constant head method was used to test permeability characteristics for Blast Furnace Slag. The method is characterized by simplicity and unchanging test conditions, and the constant head method alone is one of the most reliable techniques for measuring permeability in non-cohesive soil [30–32]. The coefficient of permeability study used an aggregate of Blast Furnace Slag tested samples were from several parties of the material. Basic data on the grain size ranges of the tested samples are presented in Table 1. and data on physical parameters are included in Table 2.

Table 1. Grain size curve of tested materials of Blast Furnace Slag

<table>
<thead>
<tr>
<th>Size particle</th>
<th>$d_5$ [mm]</th>
<th>$d_{10}$ [mm]</th>
<th>$d_{17}$ [mm]</th>
<th>$d_{20}$ [mm]</th>
<th>$d_{30}$ [mm]</th>
<th>$d_{50}$ [mm]</th>
<th>$d_{60}$ [mm]</th>
<th>$d_{90}$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min.</td>
<td>0.20</td>
<td>0.60</td>
<td>1.70</td>
<td>2.50</td>
<td>7.80</td>
<td>9.50</td>
<td>10.50</td>
<td>15.00</td>
</tr>
<tr>
<td>Mean</td>
<td>0.45</td>
<td>0.83</td>
<td>2.77</td>
<td>4.40</td>
<td>8.70</td>
<td>10.53</td>
<td>11.67</td>
<td>16.67</td>
</tr>
<tr>
<td>Max.</td>
<td>0.60</td>
<td>1.00</td>
<td>4.00</td>
<td>7.50</td>
<td>9.30</td>
<td>11.10</td>
<td>12.50</td>
<td>19.00</td>
</tr>
</tbody>
</table>

Part of the samples were compacted with a Proctor normal energy [33] of 0.59 [J/cm³], while others while no additional compaction energy was applied to the rest of the samples. The minimum, maximum and average values contained in Tables 1 and 2 were determined from data derived from an observation database created on the basis of laboratory tests carried out – filtration coefficient testing, granulometric testing and other physical features.
Table 2. Physical parameters of Blast Furnace Slag

<table>
<thead>
<tr>
<th></th>
<th>Volumetric density</th>
<th>Porosity</th>
<th>Index porosity</th>
<th>Homogeneity index – Cu</th>
<th>Grain size curvature index – Cc</th>
<th>Hydraulic gradient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min.</td>
<td>0.80</td>
<td>0.56</td>
<td>1.29</td>
<td>12.00</td>
<td>7.21</td>
<td>0.08</td>
</tr>
<tr>
<td>Mean</td>
<td>0.88</td>
<td>0.62</td>
<td>1.69</td>
<td>14.57</td>
<td>8.08</td>
<td>0.55</td>
</tr>
<tr>
<td>Max.</td>
<td>1.03</td>
<td>0.66</td>
<td>1.93</td>
<td>17.50</td>
<td>9.66</td>
<td>1.02</td>
</tr>
</tbody>
</table>

2.2. Algorithm application methodology

A schematic of the process and methodology of the analysis conducted is presented in Fig. 2. The data were collected and cleaned before the analysis began. In the learning and testing process, the data was divided into a training sample – of 70% and a test sample – of 30%. Validation of the model was performed using the 10-fold Cross Validation method [34, 35]. Cross-validation is a resampling procedure used to evaluate machine learning models on a limited sample of data.

The 10-fold Cross Validation method procedure has one parameter \( k \), which refers to the number of groups into which the data sample is to be divided. Cross-validation is mainly used in Machine Learning to estimate a model’s ability to predict data. This is a popular method, simple to understand and generally gives a less biased or less optimistic estimate of the model’s ability than other methods. This allows the model obtained in the learning and testing process to be more reliable. The results of \( k \)-fold cross-validation were summarized using error analysis. For each model, the following were estimated [12]:

- Root Mean Square Error (RMSE), Eq. (2.1):

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{N} (y_i - \hat{y})^2}
\]
where: $n$ – is the number of observations, $\hat{y}_i$ – the estimated value, $y_i$ – the observed value.

– Mean Squared Residuals (MSR), Eq. (2.2):

$\text{MSR} = \frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2$

where: $n$ – is the number of observations, $\hat{y}_i$ – the estimated value, $y_i$ – the observed value.

– Coefficient of determination ($R^2$), Eq. (2.3):

$R^2 = \frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i - \bar{y})^2$

$= \frac{1}{N} \sum_{i=1}^{N} (y_i - \bar{y})^2$

where: $\bar{y}$ – is the mean values, $\hat{y}_i$ – the estimated value, $y_i$ – the observed value.

The SHAP analysis was also performed.

3. Results

The Random Forest algorithm uses a bootstrap aggregation, where a single tree is built on a random sample of the dataset (about 70% of the data). The Random Forest algorithm uses bootstrap aggregation, where a single tree is built on a random sample of the dataset (about 70% of the data). The remaining observations are referred to as out-of-bag (OOB) and used as a method of assessing the quality of the Random Forest model, which involves using some of the training data samples that were not used in a given decision tree to assess the prediction of that tree [36, 37]. This activity is repeated many times and the results are averaged. Each tree is developed rather than reduced based on error measures, and this means that the variance of each of these individual trees is high. The variance can be reduced by averaging the results without increasing the bias. An example of an observation-based decision tree is shown in Fig. 3.

Another important parameter of Random Forest is that in parallel with the random sample of data (bagging), it also takes a random sample of input features at each split. The model using the R language uses the ‘randomForest’ package, which was used for the default random number of predictors that are sampled, for the regression it is the total number of predictors divided by three. The number of predictors that the algorithm randomly selects at each split can be changed through the model-tuning process.

Machine Learning techniques are mostly based on one or more parameters that need to be set before the learning process begins, these are named hyperparameters. The choice of values for each hyperparameter has a significant impact on the performance of any
particular model. Therefore, it is very important to identify and set the appropriate values for the model’s hyperparameters before the building process. In machine learning, the process of optimal hyperparameters for a model is called tuning. The process of tuning hyperparameters for models performed manually is tedious and time-consuming, so it is worth using solutions that shorten this procedure. In the case of the R programming language, this is the Caret package [23]. It provides a set of tools for performing parameter searches using a grid graph and is used for preliminary comparative analysis.

There are three main hyperparameters to adjust for the Random Forest algorithm:
- mtry – the number of predictors (integer) that will be randomly sampled at each split when creating tree models,
- trees – the number of trees (integer) included in the ensemble,
- min_n – the minimum number of data points at a node (integer) that are required for a node to be split further.

Graphical results of this analysis are presented in Fig. 4.

Based on the compilation of the relevant parameters affecting the algorithm and analyzed from this perspective, the optimization of the hyperparameters of the algorithms. Fig. 5 presents the tuning of hyperparameters based on errors with different observations.

Based on parameter tuning (Figs. 4 and 5), the parameter mtry was estimated to be 9 and min_n equal to 8, all of which were used to tune the Random Forest algorithm. The error results generated for the individual learning, testing and validation trials are presented in Table 3. Analysis of the MSR, RMSE and $R^2$ errors indicates a high prediction explanation coefficient for the Random Forest model tuned with hyperparameters.

The analysis of the prediction results compared with the coefficient of filtration observations resulting from the tests are presented in Figure 6. The prediction was performed using 10-fold validation sampling. The results of the error analysis and matching are presented
above in Fig. 6, the results correlate with those obtained for the earlier trials included in Table 3. As early as 1992, Vukovic and Soro [38] noted that applying different empirical equations to the same porous medium material can provide different hydraulic conductivity values. The results obtained can differ by up to several tens of percent. In this context, it is important to search for methods with higher reliability of prediction results.

The most relevant parameters (Fig. 7) of the physical properties and grain size of the material were compiled based on the Random Forest model developed, the parameters with the highest impact affecting model building were gradient, compaction energy and volumetric density.
In the analysis of the interpretation and explanation of the prediction formed based on the random forest algorithm was used – Shapley Additive explanations (SHAP). It is mainly based on Shapley values, a method of cooperative game theory [39–41]. The model, developed by Lloyd Shapley, is a unique method of assigning rewards from a cooperative game [41]. The game is a Machine Learning model, the parameter values are the players in the game, and the predicted filter coefficient is the outcome of the game. The Shapley value gives a unique solution, fairly assigning the contribution of each player (parameter) to the game score. The Shapley value determines the validity of feature $i$ in Eq. (3.1) below:

$$\varnothing_i (\text{val}) = \frac{1}{N!} \sum_{S \subseteq \{x_1, \ldots, x_N\} \setminus \{x_i\}} |S|!(|N| - |S| - 1)!(\text{val}(S \cup \{x_i\}) - \text{val}(S))$$

where: $S$ – is a subset of the features in the model, $\text{val}(S)$ corresponds to the model output for $S$, $N$ – is the total number of features, $x$ – the feature value for the sample to be explained, that is $x \triangleq \{x_1, \ldots, x_N\} \in R^N$. 

Fig. 5. Graphical analysis of tuning results
The relation $\text{val}(S \cup \{x_i\}) - \text{val}(S)$, provides the marginal contribution of $x_i$. These marginal contributions are assigned weights, on the various ways the subset could have been formed before adding $x_i$: $|S|!$ and then adding $x_i$: $(|N| - |S| - 1)!$. Add up all the possible sets of $S$, and then calculate the average of $\frac{1}{N!}$.

Shapley Additive Explanations (SHAP) allows local interpretation of the prediction by calculating each validity score of physical property characteristics and grain size characteristics for each prediction sample. SHAP is also used to derive an accurate global interpretation of the model, giving rise to its high representativeness as a post-hoc IML method (Fig. 8).

The Shapley value is a unique solution because it satisfies the axioms of symmetry, imitation and additivity [39, 41–43]. Symmetry implies that if the relative marginal contribution of the parameters in question is the same, then the Shapley value assigned to each feature value will also be the same. Imitativeness implies that if the value of a given parameter does not affect the model, then the assigned Shapley value will be zero. Finally, additivity means that the sum of the Shapley values of all feature values in the model is equal to the model output [40, 44]. As such, the total contribution of all parameter values will be equal to the impact of all feature values on the model output minus the impact in the absence of the parameter value.
Fig. 7. Random Forest variable importance

Fig. 8. Graphical analysis of results for averages of SHAP values
A graph of the prediction results of the coefficient of filtration, which is a global interpretation of the model, is shown in Fig. 8, where the average SHAP values, that is, the effect of the average feature on the output of the model, are presented. Gradient and size particle $d_{60}$ turned out to be the most significant rank of importance of the feature parameters. Due to the local representativeness properties of SHAP, it can provide both a global importance score and an explanation of individual predictions in the SHAP summary chart, allowing for a richer visual summary, as shown in Fig. 9. In the chart, the parameters are arranged in descending order based on relative importance $\sum_{j=1}^{N} |\emptyset^{(j)}|$, where $\emptyset_i$ is the Shapley value of the parameter $i$, $j$ is the sample, and $N$ is the total number of samples. Each dot in the summary plot represents a sample versus its effect on the model output $\emptyset(j)$. The color of each sample represents the relative value of the parameters, $i$ from low to high [42,45]. Fig. 9 shows the most important parameter in the summary – the gradient. The horizontal spread of SHAP values indicates the change in parameter values. The greater the spread, the greater the change in the parameter and thus the greater the importance of the covariate. Covariates are ranked from most to least influential by their average absolute SHAP value.

![Fig. 9. SHAP value bee graph](image)

The SHAP value in Fig. 10 for each parameter from the point of view of individual values is shown in the relevant bar. The vertical dashed line indicates the expected SHAP value. The SHAP values add up to the final model prediction. We can also look at the SHAP values from the point of view of the coefficient of filtration (Fig. 10). We can see the exact change in the filter coefficient resulting from the inclusion of each variable.
The research was aimed at expanding the knowledge of the possibility of using the Random Forest algorithm to determine the coefficient of filtration in anthropogenic aggregate – Blast Furnace Slag. Random Forest is a complex model that consists of many individual trees, and the final prediction is made by considering the output of each tree. To interpret the algorithm’s prediction results well, auxiliary methods were used the SHAP. Since direct insight into the performance of the model is difficult, it is important to assist with methods to better understand the relevant parameters affecting the model. The obtained results of matching the results of the algorithm with the observations are promising ($R^2$: 0.84–0.92), and the resulting errors are relatively low: RMSE in the range of 0.002 to 0.0031 and MSR $4.96 \cdot 10^{-6} – 9.43 \cdot 10^{-6}$. It is worth further research and analysis on expanded datasets considering more types of material. Verifying the distribution of the resulting parameters using the sample tree and comparing them with the results of the relevant parameters affecting the model can help identify the parameters that are important for obtaining good-quality predictive estimates. SHAP assists in clarifying these relationships, but this does not mean that the results are easily interpretable. Machine learning algorithms remain black box models, and some of the relationships identified by the model do not guarantee that the results are interpretable based on previously known material property relationships. The combination of Random Forest and SHAP algorithms provides in-depth insight into the relationships between variables and parameters affecting the filter coefficient. This allowed us to identify the physical parameters with the greatest impact on the model, these included gradient, size particle $d_{60}$, index of porosity and size particle $d_{30}$. As previously mentioned,
further research and analysis using other algorithms as well are needed to reliably determine the usefulness of the Random Forest algorithm for predicting the filtration coefficient for anthropogenic materials.
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Szacowanie współczynnika filtracji jako przykład zastosowania algorytmu Random Forest w budownictwie lądowym

Słowa kluczowe: budownictwo cyrkularne, żużel, uczenie maszynowe, las łosowy, współczynnik przepuszczalności.

Streszczenie:

Nowy światowy rekord produkcji stali surowej odnotowano w 2021 r., wzrosła wynosił 3,8% w stosunku do roku 2020. Wpłynęło to jednocześnie na ilość wytwarzanego wraz z tą produkcją żużła. Całkowitej ilości odpadów pochodzące z produkcji przemysłowej i budowlanej w całej Unii Europejskiej stanowią aż 48%. Dlatego, gospodarka odpadami powinna zapewniać odzysk jak największej ilości zasobów. Strategie Unii Europejskiej zgodne z celami gospodarki cyrkularnej koncentrują się na zapewnieniu spójność polityki w obszarach: klimatu, efektywności energetycznej, gospodarowania odpadami z budowy i rozbiórki oraz zasobooszczędności. Żużle są materiałem, który interesuje badaczy pod kątem ich zastosowania w budownictwie. Żużle z jednej strony są materiałami coraz lepiej poznawanymi z drugiej upewniamy się o niejednorodności tych materiałów. Na charakterystykę właściwości fizycznych żużli wpływa wiele czynników m.in. rodzaj pieca w jakim powstają. Składnia to do poszukiwania narzędzi pomocnych w wyznaczaniu parametrów żużli, jaki materiałów antropogenicznych. Celem badań było zweryfikowanie hipotezy, że możliwe jest wyznaczanie parametru współczynnika filtracji, istotnego do zastosowań w konstrukcjach ziemnych z wykorzystaniem algorytmu uczenia maszynowego – Random Forest. W pracy przeanalizowano dwa rodzaje materiału: żużel wielkopiecowy oraz paleniskowy. Wyniki analizy pozwoliły na otrzymanie wysokiego współczynnika determinacji (R²) – 0.84–0.92. Pozwala to sądzić, że algorytm ten może okazać się użyteczny przy wyznaczaniu parametrów filtracyjnych w żużlach.
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